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Abstract—To use monostatic based imaging algorithms for mul-
tireceiver synthetic aperture sonar, the monostatic conversion is
often carried out based on phase centre approximation, which
is widely exploited by multireceiver SAS systems. This article
presents a novel aspect for dealing with the multireceiver SAS im-
agery, which still depends on the idea of monostatic conversion. The
approach in this article is based on Loffeld’s bistatic formula that
consists of two important terms, i.e., quasi monostatic and bistatic
deformation terms. Our basic idea is to preprocess the bistatic
deformation term and then incorporate the quasi monostatic term
into an analogous monostatic spectrum. With this new spectrum,
traditional imaging algorithms designed for monostatic synthetic
aperture sonar can be easily exploited. In this article, we show that
Loffeld’s bistatic formula can be reduced to the same formula as
spectrum based on phase centre approximation when certain condi-
tions are met. Based on our error analysis, the maximum error mag-
nitude of PCA method is about 1 rad, which would noticeably affect
the SAS imagery. Fortunately, the error magnitude of presented
method can be always kept within π/4. It means that Loffeld’s
bistatic formula provides a more accurate approximation of the
spectrum compared to that based on phase centre approximation.
After that, this article develops a new imaging scheme and presents
imaging results. Based on quantitative comparisons, the presented
method well focuses multireceiver SAS data, and it provides better
image compared to phase centre approximation method.

Index Terms—Imaging algorithm, Loffeld’s bistatic formula,
multireceiver, phase error, synthetic aperture sonar.

I. INTRODUCTION

THE synthetic aperture sonar (SAS) [1]–[5] originates from
its counterpart, synthetic aperture radar (SAR) [6]–[10].

Since SAS and SAR works in different environments, the SAS
has been developing its own unique style. The multireceiver SAS
[1], [2] is mainly developed for mitigating the sampling con-
straint due to low acoustical propagation velocity. The SAS core
task lies in image reconstruction, which typically includes time
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and Fourier domain methods. Time domain method [11]–[14]
is characterized by the high performance. However, it is com-
putationally inefficient. The efficiency is highly improved using
Fourier domain methods [16]–[18], which are further grouped
into two classes. For clarity, we suppose that the number of
sampling points is Nr within each emitted pulse. The transmitter
emits Ping pulses, and the receiver array includes M receivers.
Therefore, the total number of sampling points in azimuth is
Na =M · Ping .

The first type called receiver-by-receiver imagery [1], [2]
is to focus a receiver data at a time. Since the multireceiver
SAS owns biostatic characteristic, monostatic based algorithms
should be extended to focus Ping ×Nr data. With this method,
the multireceiver SAS system is decomposed into M bistatic
SASs. Consequently, the focusing should be repeated M times.
In general, this method would suffer from the disadvantage of
maximum latency if parallel algorithms were not used. The
other one is to preprocess Na ×Nr data, and then apply tra-
ditional monostatic SAS imaging algorithms [18]–[22]. Due
to this reason, it is called monostatic SAS equivalent method.
Before imagery, the preprocessing is required to coerce echo
data into monostatic format. Currently, this operation is often
conducted via the phase centre approximation (PCA) [18], which
is widely used by current multireceiver SAS systems. However,
this monostatic conversion would lead to PCA error, which
mainly influences the focusing performance at close range [17].
To simplify the signal model, the sonar platform stops when
the signal is transmitted and received. After data collection,
the sonar moves to next position along the moving direction.
We call it the stop-and-hop assumption. However, real sonar
moves continuously. That is to say, this assumption would
result in stop-and-hop error, which mainly affects the imaging
performance at far range [17]. In [22], another imaging method
based on modified PCA is presented. The major difference lies
in the error term, which is derived by the difference between the
two-way range of each receiver and that of reference receiver
[23]. In general, the imaging performance is more or less the
same with that in [17].

Loffeld’s bistatic formula (LBF) [23]–[25] provides a novel
aspect for dealing with the spectrum in 2-D frequency domain.
Although the method in [24] is based on the assumption that the
transmitter and receiver equally contribute to the azimuth mod-
ulation, it has good focusing performance for azimuth-invariant
configuration. With this method, the spectrum in 2-D frequency
domain is expressed as the multiplication of two terms, i.e., quasi
monostatic (QM) term and bistatic deformation (BD) term. The
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QM term is similar to monostatic SAS spectrum while the BD
term depends on displaced distance between the transmitter and
receiver. Therefore, we easily conclude that multireceiver SAS
focusing can be converted to monostatic SAS imagery after the
compensation of BD term. In this article, we propose an imaging
algorithm for the multireceiver SAS system. The presented
method still relies on the idea of monostatic conversion. LBF
rather than PCA is exploited when the echo data is coerced into
monostatic format. We use the range-dependent sub-block post-
processing method when it comes to the monostatic conversion.
After the compensation of BD term, an analogous monostatic
spectrum is obtained. Then, any Fourier based algorithms de-
signed for monostatic SAS can be exploited. This paper mainly
focuses on the image reconstruction with range migration algo-
rithm (RMA) [19], [26], [27]. Besides, the comparison between
the LBF and PCA, together with phase error analysis in 2-D
frequency domain is presented.

Generally speaking, the main contribution of this article lies
in four aspects. First, PCA was the only method to conduct
monostatic conversion when users wanted to exploit monostatic
based imaging algorithms in the past. In this article, we provide a
novel method to deal with the monostatic conversion. After this
conversion, any Fourier based algorithms designed for mono-
static SAS can be directly exploited. Second, since presented
method and PCA method are based on the idea of monostatic
conversion, there would be internal relationship between both
methods. In this article, this relationship is characterized in
detail. To some degree, LBF can be reduced to the same formula
as spectrum based on PCA method. Third, the phase errors of
both methods are analyzed in detail. Based on our analysis,
LBF improves spectrum accuracy compared to the PCA method,
and it can generate much higher performance of image. Finally,
experimental results with better focusing performance validate
the high accuracy and effectiveness of presented method.

This article is organized as follows. Section II introduces mul-
tireceiver SAS imaging geometry and signal model. Section III
presents the LBF, comparison between LBF and PCA, and phase
error in 2-D frequency domain. Then, we discuss multireceiver
SAS imagery in Section IV. In Section V, simulations and
real data are used to validate the presented method. Finally,
Section VI concludes this article.

II. IMAGING GEOMETRY AND SIGNAL MODEL

The multireceiver SAS geometry is shown in Fig. 1(a). c is
the sound speed while v is the platform velocity. The transducer
array has a transmitter andM receivers aligned in the travelling
direction. Each receiver has an integer index i ∈ [1,M ]. The
black rectangle in Fig. 1 denotes the transmitter, and other ones
represent the receiver. di is the distance between the ith receiver
and transmitter. Since the SAS system shown in Fig. 1(a) is
azimuth invariant, we suppose that an ideal point target is located
at coordinates (r, 0) for clarity.

When the transmitter moves to azimuth position v · t, the
transmitting path RT between the transmitter and target is

RT (t) =
√
r2 + (vt)2, where t is the slow time. To simplify

the geometry modeling, the stop-and-hop assumption is often

Fig. 1. Imaging geometry of the multireceiver SAS. (a) Imaging geometry.
(b) Relationship between transmitter/receiver pair and equivalent transducer.

used. During the data collection, real sonar continuously moves.
If we neglect the platform forward distance during the signal
propagation time τi [2], the resultant phase errors degrading
SAS imaging performance would become noticeable [28], [29].
Considering the forward distance during the data collection,
the receiving path RRi between the ith receiver and target is

RRi(t) =
√
r2 + v2(t+ tRi)

2, where tRi = τi + di/v repre-
sents the azimuth time when the target is seen perpendicularly
to the receiver track. The signal propagation time τi deduced in
Appendix A is expressed as

τi =
v[(vt−x0)+di]+c

√
(vt−x0)

2+r2

c2−v2

+

√{
v[(vt−x0)+di]+c

√
(vt−x0)

2+r2
}2

+(c2−v2)[2(vt−x0)di+di
2]

c2−v2

(1)
where (r, x0) are an arbitrary target coordinates in the imaging
area. Here, τi is approximated by 2r

c·cos θ . Since this article is also
based on the idea of monostatic conversion, θ denotes the squint
angle between equivalent transducer, and ideal target in Fig. 1(b).
In the following part, we would show that LBF is equivalent
to PCA. At this point, each bistatic sonar in Fig. 1(a) can be
modeled by the transducer located at midpoint between the
transmitter and the ith receiver. That is to say, the bistatic sonar
including the black rectangle and gray rectangle in Fig. 1(b)
can be approximated by the blue rectangle. From Fig. 1(b), θ is
calculated by θ = arctan vt+0.5di+0.5vτi

r . Inspecting Fig. 1(b),
the Doppler frequency introduced by relative moving between
equivalent transducer and ideal target is approximately ex-
pressed by ft =

2vfc sin θ
c .
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SAS systems often use the wideband signal p(τ). After de-
modulation, the received signal of the ith receiver is

ssi(τ, t) = p

(
τ − RT (t) +RRi(t)

c

)
ωa(t)

· exp
{
−j2πfcRT (t) +RRi(t)

c

}
(2)

where τ is the fast time in range; fc denotes the carrier frequency
of transmitted signal; ωa(·) is determined by the transmitter
and receiver. Since ωa(·) does not play an important role in
our analysis, we suppress this pattern to give more prominence
to the phase.

III. SPECTRUM IN 2-D FREQUENCY DOMAIN

A. Spectrum Based on the LBF

Based on Fourier transformation (FT), the method of station-
ary phase [30] and LBF [24], the spectrum in 2-D frequency
domain is given by

SSi(fτ , ft) = P (fτ ) exp {−jψ(fτ , ft)}

· exp
{
−j ψi(fτ , ft)

2

}
(3)

with

ψ(fτ , ft) = − 2πft
r

c · cos θ +
4π

c
r

√
(fc + fτ )

2 − f2t
c2

4v2

(4)

ψi(fτ , ft) = − 2πft
di
v

+
π

c

(
di +

2rv
c·cos θ

)2
(fc + fτ )

2

×
[
(fc + fτ )

2 − f2
t c

2

4v2

]3/2
r

. (5)

In (5), the squint angle θ in frequency domain is given by
θ = sin−1 cft

2fcv
. fτ and ft are frequency variables correspond-

ing to the fast time τ and slow time t, respectively. P (fτ ) is
the spectrum of transmitted signal. In Appendix B, we further
present the deducing of (3) in detail.

Compared to monostatic SAS, the first term in (4) is a new
phase introduced by the stop-and-hop assumption. It would lead
to the coordinate deviation in azimuth if this error was not com-
pensated [28]. The second term in (4) is similar to the spectrum
of monostatic SAS. Due to this reason, (4) is called the QM
term. The term (5) is caused by the spatially displaced elements
and stop-and-hop assumption. It describes SAS bistatic feature.
At this point, (5) is called the BD term. With the monostatic
case, the bistatic feature introduced by the spatial displacement
of transmitter/receiver in (5) vanishes. However, there is still
bistatic phase caused by the stop-and-hop assumption. It can be
neglected when SAS systems are operated with a slow speed or
at close range [28].

B. Comparison With PCA Method

Here, we show that LBF in Section III-A is an extension of
PCA method [17]. Using PCA method [17], the spectrum is

SSi(fτ , ft)=exp

{
j2πft

r
c − j4π r

c

√
(fc + fτ )

2 − ft
2 c2

4v2

}
P (fτ ) · exp

{
jπft

di

v − jπ (fc+fτ )
c

1
2r

(
2v
c r + di

)2} ·
(6)

We notice that (6) does not consider the space variance of
stop-and-hop error. In general, (6) is similar to (3) except the
second exponential term.

The Doppler frequency in azimuth is denoted as ft =
2v(fc+fτ ) sin θ

c . Here, v · sin θ is the radial velocity between the
sonar and target, and its maximum magnitude is determined
by the beam width of transmitter/receiver system. Consider-
ing the fact that inequality |sin θ| � 1 is met, we can obtain
ft � 2v(fc+fτ )

c and ( cft2v )
2 � (fc + fτ )

2. Then, (5) is further
reformulated as

ψi(fτ , ft)=−2πft
di
v
+
π

c

(
di+

2rv
c·cos θ

)2
(fc + fτ )

2

[
(fc+fτ )

2− f2
t c

2

4v2

]3/2
r

≈ − 2πft
di
v

+
π

c

(
di +

2rv
c·cos θ

)2
(fc + fτ )

2

(fc + fτ )
3

r

= −2πft
di
v

+ π
(fc + fτ )

c

1

r

(
2

r

c · cos θ v+di
)2

.

(7)

If we did not consider the space variance of stop-and-hop error
in (7), the spectrums shown as (3) and (6) are mostly identical.
At this point, we conclude that LBF is just an extension of PCA.
The inequality ft � 2v(fc+fτ )

c can be easily satisfied for the
SAS system with high frequency. Consequently, this conclusion
is just hold for the SAS system with high frequency.

C. Phase Error With Short Integration Time

This section discusses the phase error. First of all, the accurate
spectrum considered to be the criteria should be calculated. In
Appendix B, the expression RT (t)+RRi(t)

c in (32) is replaced by
(1). Then, we obtain

(fc + fτ ) τ̇i + ft = 0 (8)

where τ̇i is the first derivative with respect to slow time. Using
the bisection method, the numerical root of (8) is obtained, and
it is denoted by t∗nu_i. The numerical spectrum is

φnu_i(fτ , t
∗
nu_i) = −2π (fc + fτ ) · τi(t∗nu_i)− 2πft · t∗nu_i.

(9)
The numerical spectrum accurately considers the influence

of stop-and-hop assumption. At this point, (9) is used as the
criteria to calculate the phase error. Since the multireceiver SAS
configuration is characterized by range variance and azimuth
invariance, we fix target azimuth coordinates in the centre of
synthetic aperture to discuss the range variance of phase error.
The SAS parameters are listed in Table I.
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TABLE I
SAS SYSTEM PARAMETERS

Here, point targets at particular ranges are considered. Target
coordinates in range are 50, 135, 220, and 300 m, respectively.
Based on (3) and (9), phase errors of the 1st transmitter/receiver
pair are shown in Fig. 2.

Inspecting Fig. 2, we draw three conclusions. First, the errors
are slight. When di is short, the bistatic SAS is mostly close to
monostatic SAS. Consequently, the LBF is close to (9). Second,
the error magnitude increases with Doppler frequency away
from the Doppler centroid. The transmitter and receiver equally
contribute to Doppler when the target is seen perpendicularly
to the receiver track. Therefore, the error is nearly zero at this
time. Except this time, the error magnitude is increasing due
to unequal Doppler contribution of transmitter and receiver.
Third, the range variance of error is further discovered based
on Fig. 2(a)–(d). The error magnitude is slightly increasing with
range. In general, the spectrum shown in (3) suffers from two
errors, i.e., LBF error and stop-and-hop error. Here, the LBF
error is caused by the approximation including equal Doppler
contribution of transmitter/receiver and Taylor expansion, which
can be found in the appendix B. When the receiver is close to
transmitter, the transmitter/receiver pair can be considered to be
a monostatic sonar. Consequently, the LBF error is negligible.
At this point, the stop-and-hop error increasing with range is
the dominating factor. Therefore, the error increases with range.
Generally, the maximal magnitude is just 0.02 rad, which would
not noticeably affect the SAS imagery.

Fig. 3 depicts phase errors for the 66th transmitter/receiver
pair under the same condition.

Whendi is large, we nearly obtain same conclusions described
from Fig. 2. However, the error magnitude is decreasing with
range by observing Fig. 3(a)–(d). When the receiver is far
from transmitter, the equal Doppler contribution of transmit-
ter/receiver and Taylor expansion used in the LBF deducing
would lead to noticeable error. That is to say, LBF error is the
dominating factor. For targets at far range, r is much greater
than di. At this point, the larger the range r is, the closer the
bistatic SAS is to monostatic one. Comparing Figs. 2 to 3, di
has noticeable influence on phase errors. Overall, the maximum
magnitude is constrained within π/4 [32], which indicates that
the LBF can be used for multireceiver SAS imagery.

For comparison, Figs. 4 and 5 show phase errors of PCA
method for the 1st transmitter/receiver pair and the 66th trans-
mitter/receiver pair, respectively. Based on Fig. 4, the magnitude
is still increasing with range r, as the stop-and-hop error is main
factor influencing phase errors. Observing Figs. 2 and 4, the
error magnitude of the LBF method is much smaller than that of

Fig. 2. Phase errors of LBF method for the 1st transmitter/receiver pair.
(a) r = 50 m. (b) r = 135 m. (c) r = 220 m. (d) r = 300 m.

PCA method. In general, both methods suffer from negligible
error when di is short, and the imaging results would not be
noticeably affected.

Based on Figs. 3 and 5, the error of PCA method is mostly
close to that of presented method when targets are located at
close range. Figs. 3(a) and 5(a) further enhances this conclusion.
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Fig. 3. Phase errors of LBF method for the 66th transmitter/receiver pair.
(a) r = 50 m. (b) r = 135 m. (c) r = 220 m. (d) r = 300 m.

Inspecting Fig. 3(b)–(d), the error of LBF method decreases with
range, and the maximum magnitude is about 0.08 rad. However,
the error of PCA method slightly increases with range, and
the maximum magnitude is 0.15 rad. We consider the azimuth
variance of stop-and-hop error in this paper while the PCA
method neglects that. Since the stop-and-hop error increases

Fig. 4. Phase error of PCA method for the 1st transmitter/receiver pair.
(a) r = 50 m. (b) r = 135 m. (c) r = 220 m. (d) r = 300 m.

with range, the phase error of PCA method shown in Figs. 4
and 5 also increases with range. Therefore, we draw a conclusion
that the LBF is slightly superior to PCA method with increasing
of range r. Overall, the comparisons indicate that the LBF in
Section III-A slightly improves spectrum accuracy. It means that
the LBF would be much closer to numerical one (9).
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Fig. 5. Phase error of PCA method for the 66th transmitter/receiver pair.
(a) r = 50 m. (b) r = 135 m. (c) r = 220 m. (d) r = 300 m.

D. Phase Error With Long Integration Time

In this section, we discuss phase errors when the SAS system
works with long integration time. The transmitter aperture is
0.04 m in azimuth, and that of receiver is 0.02 m. The receiver
array includes 132 receivers. The remaining parameters can be

Fig. 6. Phase error of LBF for the 1st transmitter/receiver pair when the system
works with long integration time. (a) r = 50 m. (b) r = 135 m. (c) r = 220 m.
(d) r = 300 m.

found in Table I. For simplicity, targets used for error simulation
in Section III-C are still considered here.

Considering the first receiver/transmitter pair, the phase errors
for both methods are depicted in Figs. 6 and 7, respectively.
Inspecting Fig. 6(a), the maximum magnitude of presented
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Fig. 7. Phase error of PCA method for the 1st transmitter/receiver pair when
the system works with long integration time. (a) r = 50 m. (b) r = 135 m.
(c) r = 220 m. (d) r = 300 m.

method is about 0.02 rad when the targets are at close range.
With the increasing of range, the error magnitude increases.
In general, there is residual error caused by the stop-and-hop
assumption. Fortunately, the maximum magnitude in Fig. 6 is
about 0.1 rad, which is less than π/4 [31]. From Fig. 7, the

Fig. 8. Phase error of LBF for the last transmitter/receiver pair when the system
works with long integration time. (a) r = 50 m. (b) r = 135 m. (c) r = 220 m.
(d) r = 300 m.

maximum magnitude is about 1 rad, which would noticeably
affect the SAS imagery. We can conclude that the spectrum of
presented method is superior to that of PCA method.

Considering the last receiver/transmitter pair, we depict the
phase errors for both methods in Figs. 8 and 9, respectively.
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Fig. 9. Phase error of PCA method for the last transmitter/receiver pair when
the system works with long integration time. (a) r = 50 m. (b) r = 135 m. (c) r
= 220 m. (d) r = 300 m.

Comparing Figs. 8 and 9, the error of presented method
slightly decreases with range while that of PCA method in-
creases with range. Generally speaking, our method considers
the azimuth variance of stop-and-hop error. However, the PCA
method neglects that. Based on Figs. 8 and 9, we find that both

Fig. 10. Block diagram of presented algorithm for multireceiver SAS.

methods nearly obtain the same errors at close range. Figs. 8(a)
and 9(a) further enhance this conclusion. Inspecting Figs. 8(d)
and 9(d), the error of presented method is smaller than that
of PCA method. That is to say, the presented method has the
potential to generate higher quality image at far range.

IV. IMAGING ALGORITHM FOR MULTIRECEIVER SAS

The preprocessing is often exploited to perform monostatic
conversion. Then, the multireceiver SAS data is converted to
monostatic equivalent data. Subsequently, any Fourier based
imaging algorithms are directly applied without further mod-
ifications. This paper takes RMA [19], [26], [27] for example.
The block diagram of presented method is shown in Fig. 10.

The dashed area in Fig. 10 denotes preprocessing, which
coerces multireceiver SAS data into monostatic format. The
preprocessing is presented in Sections IV-A, IV-B, IV-C, and
IV-D. The remaining steps describe RMA [19], [26], [27], which
is presented in Sections IV-E, IV-F, and IV-G. We first start with
preprocessing.

A. Spectrum Spreading

Each receiver’s data should be transformed into 2-D frequency
domain. This spectrum is represented by SSi(fτ , f

′
t), where

f ′t ∈ [−PRF/2, PRF/2] is the Doppler frequency related to
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pulse repetition frequency PRF . The receiver array allows for
multiple spatial samples within each pulse [1]. Each receiver is
sampled at the (1/M)th full sampling rate in azimuth. According
to the sampling theorem, the spectrum with other frequencies can
be obtained by using SSi(fτ , f

′
t) in the fundamental frequency

range [−PRF/2, PRF/2]. This is performed with MATLAB
function repmat(·). The operation is

SSi(fτ , ft) = repmat(SSi(fτ , f
′
t), 1,M). (10)

In (10), ft ∈ [−M · PRF/2,M · PRF/2] is the azimuth
frequency determined by the full sampling rate M · PRF .

B. Bulk Preprocessing

Based on (5), the bulk preprocessing is performed at reference
range rref . The filter is given by

Hi
bulk(fτ , ft; rref) = conj {P (fτ )} exp

{
j
ψi(fτ , ft; rref)

2

}
.

(11)
In (11), conj{·} denotes the conjugated operation. After this

step, the signal is compressed in range. Besides, the bistatic fea-
ture of echoed signal at reference range is completely cancelled.
However, targets not located at reference range suffer from
residual errors, which are determined by the phase difference
between (5) and (11).

C. Differential Preprocessing

The range-dependent sub-block postprocessing method is
exploited to compensate residual errors. Each receiver’s data
are virtually divided into several sub-blocks in range. The dif-
ferential preprocessing function related to each sub-block is

Hi
n_dc(fτ , ft; rref_n)

= exp

{
j
ψi(fτ , ft; rref_n)

2
− j

ψi(fτ , ft; rref)

2

}
. (12)

In (12), the block index is represented by the subscript n
(1 ≤ n ≤ N ). Here, N is the total number of blocks in range.
rref_n denotes the center range of the nth sub-block in range. The
virtual segmentation is only used for the deduction of differential
preprocssing function.

After differential preprocessing for the nth sub-block, the data
are transformed into the range-Doppler domain by range inverse
FT (IFT). Then, the nth sub-block is extracted and stored in order.
When the differential preprocessing related to N sub-blocks is
completed, all sub-blocks are coerced into a new signal matrix.
It should be noted that our method segments the data after the
compensation of phase errors. Therefore, we call it the range-
dependent sub-block postprocessing method.

Within each sub-block, the residual phase error after differ-
ential preprocessing should be kept within π/4 [31]. Under this
condition, the imaging performance cannot be affected dramat-
ically. We consider the nth sub-block in range. The width of
the sub-block is Δr. The maximal range and minimal range
of the nth sub-block are rref_n + 0.5Δr and rref_n − 0.5Δr,

respectively. Based on (3) and (5), the constraint is

|ψi(fτ , ft; r ± 0.5Δr)− ψi(fτ , ft; rref_n)|
2

< π/4. (13)

Based on (13), we calculate the total number of sub-blocks
in range. Consequently, the width of sub-block can also be
obtained.

D. Spectrum Reconstruction

For each receiver’s data, the BD term must be corrected.
Then, spectrums of all receiver data are combined to recover
monostatic equivalent spectrum. This operation is

sS(τ, ft) =

M∑
i=1

sSi(τ, ft). (14)

With this step, the recovered spectrum satisfies the full sam-
pling rateM · PRF . The recovered data sS(τ, ft) is considered
to be the input of monostatic RMA. Next, we concentrate on
RMA [19], [26], [27].

E. Bulk Focusing

When the spectrum reconstruction is performed, the signal is
transformed into 2-D frequency domain. The monostatic RMA
is applied. Bulk focusing (BF) [19], [26], [27] is first performed
to focus targets at reference range rs. The filtering function is
written as

HBF (fτ , ft; rs) = exp

{
j
4π

c
rs

√
(fc + fτ )

2 − f2t
c2

4v2

}
.

(15)
After this step, targets not located at reference range are

partially focused due to the mismatch of filtering function.

F. Stolt Mapping

Residual errors related to targets away from reference range
are compensated using Stolt mapping [19], [26], [27], which is

fr =

√(
2πfτ + 2πfc

c/2

)2

−
(
2πft
v

)2

− 2πfc
c/2

. (16)

Actually, Stolt mapping is a coordinate transformation, which
is a nonlinear mapping of range-frequency variable fτ into
a new range-frequency variable fr. With this operation, the
range-variant range cell migration, range-azimuth coupling, and
azimuth modulation are simultaneously compensated.

G. Azimuth Offset Correction

The first term in (4) is introduced by the stop-and-hop as-
sumption. It would lead to coordinate offset in azimuth if it
was not corrected. The data are first transformed into the range-
Doppler domain, and the error of stop-and-hop approximation
is corrected by

Hoffset (ft; r) = exp
{
−j2πft r

c · cos θ
}
. (17)

The high-resolution image is obtained by performing an az-
imuth IFT.
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The presented method also needs preprocessing, which is
exploited by PCA based method. Due to the range variance of BD
term in 2-D frequency domain, the range-dependent sub-block
postprocessing rather than interpolation is exploited. The focus-
ing time highly relies on the efficiency of preprocessing, which
mainly exploits the FT, IFT, and complex multiplication. For
each receiver’s data, the compensation of BD term is indepen-
dently performed. For a particular receiver’s data, the differential
preprocessing is also independently conducted. Therefore, both
operations can be optimized by parallel algorithms like graphics
process unit [32] and fastest Fourier transform in the west [33].

V. DATA PROCESSING RESULTS

This section validates presented method based on simulations
and real data. It should be noted that rectangle windows are used
in both dimensions with our simulations.

A. Influence of Sub-Block Width on Imagery

With preprocessing, the presented method compensates the
BD term using sub-block processing method. At this point,
the sub-block width plays an important role in imaging per-
formance. Based on various sub-block widths, we mainly dis-
cuss the imaging performance of presented method. Although
time domain back projection (BP) [11]–[14] is characterized
by computational load, it provides the high-resolution image.
Therefore, the BP based result [13] is used as the criteria to eval-
uate the performance of presented method. Since the presented
method and PCA method [17] belong to the monostatic based
method, the comparisons between both methods are mainly
conducted.

For clarity, we suppose that a point target is located at co-
ordinates (260 m, 16 m). To simplify simulations, the differen-
tial preprocessing functions based on various reference ranges
are used to perform differential preprocessing. The difference
between the target range and reference range denotes the half
width of sub-block. By comparing the imaging performance,
the optimal sub-block width is found. Using various sub-block
widths, azimuth slices are shown in Fig. 11.

Observing Fig. 11(a), the target suffers from large residual
errors when the wide sub-block is used. The result is improved by
decreasing the sub-block width. Fig. 11(b), (c), and (f) enhances
this conclusion. In Fig. 11(b), the sub-block width Δr is 18 m.
The result is clearly improved in comparison with Fig. 11(a).
Inspecting Fig. 11(c), (d), and (e), the imaging performance
of presented method is mostly close to that of PCA method.
Therefore, we conclude that the optimal sub-block width is about
10 m. When a narrower sub-block is used, the result shown in
Fig. 11(f) is slightly improved.

We enlarge the area covered by the azimuth resolution, and
the results are shown in Fig. 12. Inspecting Fig. 12, we find that
the azimuth resolution is not affected by the sub-block width.
Based on Figs. 11 and 12, we conclude that the sub-block width
does affect the sidelobes of azimuth slice.

To quantify the performance of presented method, the peak
sidelobe ratio (PSLR) and integrated sidelobe ratio (ISLR) are
used as the quality criteria [19]. PSLR defined by the ratio

Fig. 11. Azimuth slices of a point target. (a)Δr= 30.0 m. (b)Δr= 18.0 m. (c)
Δr = 12.0 m. (d) Δr = 11.4 m. (e) Δr = 9.6 m. (f) Δr = 2.7 m. With the PCA
method, the preprocessing is mainly carried out by using complex multiplication
and interpolation. Therefore, the approximation error can be well compensated.
When it comes to our method, the preprocessing is conducted based on sub-block
processing method, which would result in residual phase error for target not at
reference range. When the sub-block is large, the performance of presented
method is inferior to that of PCA method. That is why we should discuss the
optimal sub-block width.

between the largest sidelobe level Iside and the peak mainlobe
level Imain is given by

PSLR = 10log10
Iside

Imain
. (18)
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Fig. 12. Azimuth resolution. (a) Δr = 30.0 m. (b) Δr = 18.0 m. (c) Δr =
12.0 m. (d) Δr = 11.4 m. (e) Δr = 9.6 m. (f) Δr = 2.7 m.

Here, I denotes the intensity of the azimuth slice. PSLR
represents the sonar’s ability to differentiate a weak target from
a nearby strong one.

ISLR defined by the ratio between the total sidelobe power(∑
I− ∑

−3dB
I

)
and the mainlobe power

∑
−3dB

Iis expressed as

ISLR = 10log10

∑
I− ∑

−3dB
I∑

−3dB
I

. (19)

TABLE II
QUALITY PARAMETERS WITH THREE IMAGING METHODS

Fig. 13. Simulated scene with six ideal targets.

Here,
∑

denotes the summation operation. ISLR character-
izes the ability to detect weak targets in the neighborhood of
bright targets.

After computing, PSLR and ISLR are shown in Table II.
From Table II, the presented method based on six sub-block
widths mostly has the same PSLR and ISLR, as the lower
sidelobes slightly affect both quality parameters. Fig. 11 further
strengths this conclusion. If the sub-block was very wide, the
PSLR and ISLR would be seriously affected. Generally, we
improve the imaging performance by decreasing the sub-block
width Δr. Considering sub-block widths with 12.0, 11.4, and
9.6 m, the performance of three cases is mostly identical. That
is to say, the optimal sub-block width is about 10 m. If we
further decrease the sub-block width, the slight improvement
is obtained. The last case related to sub-block width of 2.7
m enhances this conclusion. To balance the performance and
efficiency, the optimal sub-block width of 10 m is more preferred
when presented method is used.

B. Imagery With Short Integration Time

We now focus on the imaging performance of presented
method across the whole swath. The simulated scene consisting
of 6 point targets is shown in Fig. 13. The point targets are
marked by PT1, PT2, PT3, PT4, PT5, and PT6 in order.

The data are also focused by the PCA method [17], presented
method and BP method [13]. With RMA, the reference range
used by the bulk focusing is 40 m. After focusing, the imaging
results are shown in Fig. 14.

From Fig. 14(a), the presented method can well reconstruct
targets compared to Fig. 14(b) and (c). The azimuth slices
depicted in Fig. 15 are depicted to compare the imaging per-
formance. It can be clearly found from Fig. 15 that the curves
of presented method agree well with curves of PCA and BP
methods. In other words, the conclusion that the presented
method can well reconstruct targets is further enhanced.
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Fig. 14. Imaging results with six ideal targets. (a) Presented method. (b) PCA method. (c) BP algorithm.

To quantitatively evaluate the imaging performance, Table III
lists the PSLR and ISLR.

PT1 and PT2 are located at close range. Inspecting PT1 and
PT2 in Table III, the PSLR and ISLR with presented method dif-
fer from values of BP algorithm by less than 0.29 dB and 0.13 dB,
respectively. In general, LBF is suitable for SAS configuration
with a low ratio of di/r [34]. Under this case, the bistatic sonar

is much closer to monostatic sonar. Consequently, the approx-
imation error introduced by LBF is slight. The approximation
error introduced by LBF would degrade the imaging result, as the
ratio di/r is large at close range. For PT1 and PT2, the maximum
deviations of PSLR and ISLR between PCA and BP methods are
0.38 dB and 0.17 dB, respectively. Generally, the PCA method
suffers from both approximation errors, i.e., PCA error [17] and
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Fig. 15. Azimuth slices. (a) PT1. (b) PT2. (c) PT3. (d) PT4. (e) PT5. (f) PT6.

stop-and-hop error [28]. The PCA error is generated when the
transmitter and receiver are replaced by transducer located at the
midpoint between the receiver and transmitter. This error mainly
affects results at close range. The remaining targets are located at
far range. The maximum deviation of PSLR between our method
and BP algorithm is 0.04 dB while the maximum deviation

TABLE III
QUALITY PARAMETERS WITH BP, PCA, AND PRESENTED METHODS

Fig. 16. Target layout for the simulation when the SAS system works with
long integration time.

of ISLR is just 0.1 dB. Therefore, we conclude that presented
method well focuses targets, as the far range can easily satisfy
the demand of low ratio di/r. The maximum deviation of PSLR
between PCA and BP algorithms is 0.24 dB while the maximum
deviation of ISLR is just 0.14 dB. At far range, the residual
stop-and-hop error would degrade imaging results. In general,
the presented method slightly outperforms PCA method, and
possesses little loss of focusing performance compared to the
BP method. This conclusion is consistent with errors shown in
Figs. 2–5. Thus, we draw a conclusion that the proposed method
obtains high-performance results across the whole swath.

C. Imagery With Long Integration Time

We now focus on the imaging performance when the system
works with long integration time. The SAS parameters can be
found in Section III-D. We suppose that there four ideal targets,
which are shown in Fig. 16.

The presented method, PCA method [17] and BP algorithm
[13] are still used to reconstruct the targets. Besides, Wu’s
method in [23] is further used to process the simulated data.
After imagery, the imaging results are shown in Fig. 17. Based
on Fig. 17(a), we find that the targets are well recovered by using
the presented method compared to results of BP algorithm [13]
shown in Fig. 17(d). Inspecting Fig. 17(b) and (c), it seems that
PCA method and Wu’s method [23] can also reconstruct the
targets. In practice, the imaging performance of PCA method
[17] and Wu’s method [22] are degraded, as the imaging results
shown in Fig. 17 cannot visually highlight the slight difference
of imaging performance.

To visually compare the imaging performance, we depict the
azimuth slices in Fig. 18. Targets PT7 and PT8 are located
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Fig. 17. Imaging results with four ideal targets. (a) Presented method. (b) PCA
method. (c) Wu’s method. (d) BP algorithm.

at close range. Therefore, the presented method, PCA method
and Wu’s method nearly obtain the same focusing performance.
Fig. 18(a) and (b) further enhance this conclusion. Targets PT9
and PT10 are at far range. Since presented method provides
more accurate spectrum than that of PCA method, the focusing
performance of presented method is noticeably superior to that

Fig. 18. Azimuth slices when the SAS system works with long integration
time. (a) PT7. (b) PT8. (c) PT9. (d) PT10.

of PCA method at far range. Inspecting Fig. 18(c) and (d),
there is the azimuth offset after imagery when PCA method
and Wu’s method is used. With PCA method and Wu’s method,
the azimuth offsets for PT9 are about 0.003 m and 0.004 m,
respectively. Considering target PT10, the azimuth offsets for
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TABLE IV
QUALITY PARAMETERS WITH FOUR METHODS

both methods are about 0.002 m. This would lead to distor-
tion for a distributed target. Fortunately, the presented method
can successfully solve this problem, and it can provide high-
performance image agreeing well with that of BP algorithm. In
general, the distortion would occur when PCA method is used for
target reconstruction at far range. This conclusion is consistent
with that drawn from Figs. 6–9.

PSLR and ISLR shown in Table IV are further exploited to
evaluate the focusing performance. Inspecting quality param-
eters of PT7 and PT8, four methods mostly obtain the same
focusing performance. In general, the presented method, PCA
method and Wu’s method nearly generates the same approxi-
mation error when targets are at close range. Inspecting quality
parameters of PT9 and PT10, the maximum difference of PSLR
and ISLR between presented method and BP algorithm are 0.07
dB and 0.03 dB, respectively. However, the maximum difference
of PSLR and ISLR between PCA method and BP algorithm are
1.92 dB and 0.65 dB, respectively. The maximum PSLR with
Wu’s method differ from that of BP algorithm by 0.81 dB while
the maximum ISLR differ from that of BP algorithm by 1.34 dB.
Therefore, the presented method is superior to PCA method, and
our method can produce high-performance image compared to
traditional methods.

D. Real Data Processing

In this section, real data are used to validate presented method.
The receiver array has 48 receivers evenly spaced over a 1.92 m
array. Each receiver has the same along track extent of 0.04 m.
The platform is towed at 2.5 m/s. The pulse repetition interval
is 0.32 s. The transmitted signal is a chirp, which has a 20 kHz
bandwidth at a center frequency of 150 kHz.

The number of sampling points in range is 4096, and that in
azimuth is 3200. When real data are divided into 8 sub-blocks in
range, the result is shown in Fig. 19(a). Fig. 19(b) is the process-
ing result when there are 16 sub-blocks. Inspecting Fig. 19(a),
there are no apparent improvements in Fig. 19(b). It implies that
constraints for sub-blocks can be relaxed. In other words, we
can use fewer sub-blocks without loss of focusing quality when
real data is processed by presented method.

To compare focusing performance, RMA based on PCA
method, Wu’s method and BP algorithm are still used to process
real data. The imaging results are shown in Fig. 20. Inspecting
Figs. 19 and 20, we conclude that the presented method can well
process the multireceiver SAS data. The experiments also show
that our method can obtain high-performance images across the
whole swath.

Fig. 19. Imaging results with presented method. (a) 8 sub-blocks. (b) 16 sub-
blocks.

We now compare the computational complexity. The number
of sampling points in range is denoted by Nr while that in
azimuth is represented by Na. The operations mainly include
FT/IFT, complex multiplication, and interpolation. Consider-
ing Nr sampling points, the computation load of FT/IFT is
1.5Nrlog2Nr. The SAS data are an Na ×Nr matrix. The com-
putation load of FT/IFT in range is 1.5Na ·Nrlog2Nr while
that in azimuth is 1.5Na ·Nrlog2Na. For phase multiplica-
tion, the computation load is Na ·Nr. Considering the sinc-
interpolator with kernel length Ninterp, the computation load
is (2Ninterp − 1). Therefore, the computational loads of these
four algorithms are

LProposed = 3(M + 1)Na ·Nrlog2Nr + 2(M + 1)Na ·Nr

+ 1.5(M + 1)Na ·Nrlog2Na

+Na ·Nr(2Ninterp − 1) (20)



10850 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

Fig. 20. Processing results of real data. (a) RMA based on PCA method. (b)
Wu’s method. (c) BP algorithm.

LPCA = 3(M + 1)Na ·Nrlog2Nr + (M + 2)Na ·Nr

+ 1.5(M + 1)Na ·Nrlog2Na

+ 2Na ·Nr(2Ninterp − 1) (21)

LWu = 3(2M + 1)Na ·Nrlog2Nr + 3Na ·Nrlog2Na

+ 2(M + 1)Na ·Nr +Na ·Nr(2Ninterp − 1)
(22)

LBP = 1.5Na ·Nrlog2Nr +Na ·Nr

+ 1.5 ·NaNinterpNrlog2 (NinterpNr) . (23)

It can be found that BP algorithm is time-consuming. The
presented method is much more efficient compared to PCA
method, as PCA method needs more operations of interpolation.

TABLE V
PROCESSING TIME WITH BP, PCA, AND PRESENTED METHODS

Fig. 21. Categories of multireceiver SAS imaging algorithms.

Both PCA method and Wu’s method nearly possesses the same
computation load.

The processing time of three methods is further tested. The
laptop is installed with Windows 10, 64-bit operating system,
2.6-GHz CPU, 8-GB memory and MATLAB R2012a. The
processing time is listed in Table V. It should be noted that
our method and PCA method includes monostatic conversion
and image focusing. For both methods, the major difference of
processing time is caused by the monostatic conversion.

Inspecting Table V, the processing time of PCA method is
mostly close to that of Wu’s method, as Wu’s method is also
based on the idea of PCA. After optimization of BP algorithm,
many steps can be performed with matrix operation. Thus, the
imaging efficiency is dramatically improved, and the processing
time is 5168 s. When the data are divided into 8 sub-blocks in
range, the processing time with presented method is 295 s. The
processing time based on 16 sub-blocks is 547 s. Clearly, it is
more time-consuming when the data are divided into much more
sub-blocks in range, because more time is needed to perform
differential preprocessing. Overall, the efficiency of our method
is at least improved 9.45 times in comparison with BP algorithm.
The processing efficiency of our method is expected to be further
improved by using parallel algorithms.

VI. CONCLUSION

In general, multireceiver SAS imaging algorithms are sum-
marized in Fig. 21.

Time domain method characterized by computationally inef-
ficiency is viewed as precise method. Its results are usually used
as the criteria to evaluate the performance of other methods.
Monostatic based method belongs to Fourier domain method.
After converting multireceiver SAS data to monostatic equiv-
alent data, this method directly uses monostatic imaging algo-
rithms without further modifications. Thus, the monostatic con-
version is an important step. To use monostatic based method,
the monostatic SAS spectrum must be decomposed into two
parts independently. Summarily, the spectrum in 2-D frequency
domain is expressed as

SSi(fτ , ft)

= P (fτ ) exp {−jΘ(fτ , ft; r)− jΘi(fτ , ft; r, di)} . (24)
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Fig. 22. Imaging geometry between SAS system and an arbitrary target.

In (24), Θ(fτ , ft; r) closing to monostatic SAS spectrum is
independent of di. Θi(fτ , ft; r, di) highly depends on di. After
compensating Θi, multireceiver SAS data are forced into mono-
static equivalent data. In other words, the monostatic conversion
based method cannot be applied if multireceiver SAS spectrum
was not able to be independently decomposed into di dependent
part and di independent part.

Currently, the PCA method is widely used. In this article, we
provide a novel aspect for dealing with monostatic conversion.
In Fig. 21, the gray part summarizes the main contribution of
this article. Based on LBF, the spectrum can be decomposed
into the QM term and BD term depending on di. Therefore, the
monostatic conversion can be performed by compensating the
BD term. The subsequent processing can be simply performed
by using monostatic imaging algorithms without further mod-
ifications. Furthermore, we construct the relationship between
presented and PCA methods. When some certain conditions are
met, LBF is approximately equal to PCA method. That is to say,
LBF is simplified to PCA based spectrum.

APPENDIX A

In this appendix, the derivation for (1) is presented in detail.
The imaging geometry is shown in Fig. 22. For clarity, an
arbitrary target is supposed to be located at coordinates (r, x0) in
the imaging area. When the transmitter is located at coordinates
(0, v · t), the signal is transmitted. At this time, the ith receiver
is just located at coordinates (0, v · t+ di).

When the echo signal received by the ith receiver, the time
delay is supposed to be τi. During the signal propagation, real
sonar continuously moves, and the moving distance of the ith
receiver along the azimuth dimension is v · τi. That is to say, the
ith receiver is located at coordinates (0, v · t+ di + v · τi)when
it receives echo signal. The actual path length from transmitter
to target and then back to the ith receiver is given by

Ri(τ, t)

=

√
r2 + (vt− x0)

2 +

√
r2 + (vt+ di + vτi − x0)

2. (25)

With the time delay τi, the slant range can be expressed as

Ri(τ, t) = c · τi. (26)

Based on (25) and (26), we obtain a formula expressed as a
quadratic in terms of τi

c · τi =
√
r2 + (vt− x0)

2 +

√
r2 + (vt+ di + vτi − x0)

2.
(27)

Equation (27) can be further reformulated as(
c2 − v2

)
τ2i − 2τi

[
c
√
r2 + (vt− x0)

2 + v (vt+ di − x0)

]
− [

2di (vt− x0) + d2i
]
= 0.

(28)
Since the time delay τi is the only unknown parameter in (28),

we can solve for this using the quadratic formula. The solution
to (28) is given by

τi =
v[(vt−x0)+di]+c

√
(vt−x0)

2+r2

c2−v2

+

√{
v[(vt−x0)+di]+c

√
(vt−x0)

2+r2
}2

+(c2−v2)[2(vt−x0)di+di
2]

c2−v2 .
(29)

APPENDIX B

The signal expressed as (2) is first transformed into range
frequency domain, and it is given by

Ssi(fτ , t) = P (fτ ) exp

{
−j2π (fc + fτ )

RT (t) +RRi(t)

c

}
.

(30)
FT is then applied to (30), we obtain the 2-D spectrum, which

is expressed as

SSi(fτ , ft) =

0.5Ts∫
−0.5Ts

exp

{
−j2π (fc + fτ )

RT (t) +RRi(t)

c

}

exp {−j2πftt} dt× P (fτ ). (31)

Here, P (fτ ) is the spectrum of transmitted signal. Ts is the
synthetic aperture time.

Since the term [RT (t) +RRi(t)] in (31) is characterized by
double square roots, (31) cannot be analytically integrated. To
simplify deducing, we define a new phase term

φi = −2π (fc + fτ )
RT (t) +RRi(t)

c
− 2πftt. (32)

LBF supposes that the transmitter and receiver contribute
equally to the Doppler phase. Equation (32) is further decom-
posed into two terms expressed as

φT (fτ , t) = 2π
fc + fτ

c
RT (t) + πftt

φRi(fτ , t) = 2π
fc + fτ

c
RRi(t) + πftt. (33)

Based on the method of stationary phase [31], the points of
stationary phase corresponding to (33) is

t∗T = − crft
2v (fc + fτ )

· 1√
v2 −

(
cft

2(fc+fτ )

)
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t∗Ri = − crft
2v (fc + fτ )

· 1√
v2 −

(
cft

2(fc+fτ )

) − di
v

− 2r

c · cos θ .

(34)

Here, t∗T and t∗Ri are the points of stationary phase correspond-
ing to transmitter phase and receiver phase, respectively.

Equation (33) is further expanded up to the second order term
around their points of stationary phase. Then, we obtain

φT (fτ , t) ≈ φT (fτ , t
∗
T ) + φT

′(fτ , t∗T ) (t− t∗T )

+
1

2
φT

′′(fτ , t∗T )(t− t∗T )
2

φRi(fτ , t) ≈ φRi(fτ , t
∗
Ri) + φRi

′(fτ , t∗Ri) (t− t∗Ri)

+
1

2
φRi

′′(fτ , t∗Ri)(t− t∗Ri)
2. (35)

Considering the method of stationary phase [31],
φ′T (fτ , t

∗
T ) = 0 and φ′Ri(fτ , t

∗
Ri) = 0 are always hold. Based

on (35), (32) is reformulated as

φ̂i = − φT (fτ , t)− φRi(fτ , t)

≈ − φT (fτ , t
∗
T )− φRi(fτ , t

∗
Ri)

− 1

2
φ′′T (fτ , t

∗
T )(t− t∗T )

2 − 1

2
φ

′′
Ri(fτ , t

∗
Ri)(t− t∗Ri)

2

= φT (fτ , t
∗
T )− φRi(fτ , t

∗
Ri)

− φ
′′
T (fτ , t

∗
T ) · φ

′′
Ri(fτ , t

∗
Ri)

φ
′′
T (fτ , t

∗
T )+φ

′′
Ri(fτ , t

∗
Ri)

(t∗T −t∗Ri)
2

−
[
φ′′T (fτ , t

∗
T ) + φ

′′
Ri(fτ , t

∗
Ri

]
(t− t∗i )

2 (36)

with

t∗i =
φ′′T (fτ , t

∗
T )t

∗
T + φ′′Ri(fτ , t

∗
Ri)t

∗
Ri

φ′′T (fτ , t
∗
T ) + φ′′Ri(fτ , t

∗
Ri)

. (37)

Based on (36), (37) and method of stationary phase [31], the
point of stationary phase corresponding to φ̂i is t∗i . Substituting
t∗i into (36) yields

φ̂i = − φT (fτ , t
∗
T )− φRi(fτ , t

∗
Ri)

− φ′′T (fτ , t
∗
T ) · φ′′Ri(fτ , t

∗
Ri)

φ′′T (fτ , t
∗
T ) + φ′′Ri(fτ , t

∗
Ri)

(t∗T − t∗Ri)
2. (38)

Substituting (34) into (38) yields

φ̂i = −ψ(fτ , ft)− ψi(fτ , ft)

2
(39)

with

ψ(fτ , ft)=−2πft
r

c·cos θ + 4π
c r

√
(fc + fτ )

2 − f2t
c2

4v2

ψi(fτ , ft)=−2πft
di

v + π
c · (di+

2rv
c·cosθ )

2

(fc+fτ )
2 ·

[
(fc+fτ )

2−f2
t

c2

4v2

]3/2
r .

(40)
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