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Joint Estimation of Leaf Area Density and Leaf Angle
Distribution Using TLS Point Cloud for Forest Stands

Ameni Mkaouar , Abdelaziz Kallel , Zouhaier Ben Rabah, and Thouraya Sahli Chahed

Abstract—The foliage density (ul) and the leaf angle distribu-
tion (LAD) are important properties that impact radiation trans-
mission, interception, absorption and, therefore, photosynthesis.
Their estimation in a forested scene is a challenging task due to
their interdependence in addition to the large variability in the
forest structure and the heterogeneity of the vegetation. In this
work, we propose to jointly estimate both of them using terrestrial
laser scanner (TLS) point cloud for different forest stands. Our
approach is based on direct/inverse radiative transfer modeling.
The direct model was developed to simulate TLS shots within
a vegetation scene having known foliage properties (i.e., ul and
LAD) resulting in a 3-D point cloud of the observed scene. Then,
the inverse model was developed to jointly estimate ul and LAD
decomposing the 3-D point cloud into voxels. The problem turns
out to a high-dimensional cost function to optimize. To do it,
the shuffled complex evolution method has been adopted. Our
approach is validated with results derived from several simu-
lated homogeneous and heterogeneous vegetation canopies as well
as from actual TLS point cloud acquired from Estonian Birch,
Pine, and Spruce stands. Our findings revealed that our estimates
were considerably close to the actual ul and leaf inclination dis-
tribution function (LIDF) values with (Biaisul

∈ [0.001 0.006],
RMSEul

∈ [0.019 0.045], RMSELIDF ∈ [0.019 0.038]) for ho-
mogeneous dataset and (Biaisul

∈ [0.001 0.045], RMSEul
∈

[0.023 0.078], RMSELIDF ∈ [0.011 0.018]) for heterogeneous
dataset with different tree crown geometries (i.e., conical and el-
liptical). In the actual case (Birch, Pine, and Spruce stands), our
approach with the traditional and novel techniques, RMSELAI are
0.526 and 0.105, respectively. The results outperform those of the
baseline technique (i.e., assuming spherical LAD) with RMSELAI =
2.651.
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I. INTRODUCTION

THE forest ecosystem plays an essential role in our planet
as it maintains climate, protects biodiversity, and pro-

vides oxygen through the global impact of photosynthesis [1].
Developing effective strategies to promote sustainable forest
management and development is needed and it requires a com-
prehensive study of the 3-D forest structure. Researchers on
forestry introduced a list of different biophysical and biochemi-
cal properties [2], [3] to inspect and understand plants structure
and behavior and to assess vegetation physiological conditions
(e.g., photosynthesis and evapotranspiration). For instance, leaf
area index (LAI), foliage density (ul), and leaf angle distribution
(LAD) are key properties of vegetation structure. They control
the fraction of absorbed photosynthetically active radiation and
consequently the photosynthesis activity [4], [5]. During the past
decades, many studies have examined the problem of biophysi-
cal foliage properties retrieval using different methods and based
on different theories in either local or regional scale. These
methods are classified as direct and indirect. Direct methods,
also known as traditional measurements, serve generally as the
ground truth of the assessed parameters. They provide direct
access to the leaf surface and orientation based on a given
sampling method, i.e., only a proportion of the population is
inspected and inferences regarding the whole population are
based on this sample. However, these manual methods are
destructive, labor-intensive, and highly time consuming [6],
[7]. Moreover, these methods do not allow practical canopy
investigation for forests where the access is almost blocked by
trees and understories.

To overcome this issue indirect methods based on remote
sensing (RS) were developed to fill this gap of mapping forests
and retrieving their properties in a systematic way [8], [9]. It
allows us to access the foliage structure by analyzing radia-
tion interception inside the vegetation canopy. RS was applied
to forestry using imagery or laser scanning to assess its re-
sources [10]. Most laser scanning applications that are developed
for forestry use aerial systems (ALS) as this method of acqui-
sition is suitable for large areas [11], [12]. However, to collect
tree-level or stand-level field data, terrestrial laser scanner (TLS),
mobile laser scanner (MLS), and/or backpack laser scanner show
a promising potential [13]–[15]. In [16], for example, MLS data
were utilized in urban tree inventories to demonstrate the fea-
sibility of extracting geometrical forest information. However,
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unlike the TLS, the MLS is more convenient to be used in urban
areas as the sensor can be fixed to a vehicle.

The aforementioned LiDAR systems scan the observed scene
by sending laser pulses toward the target then they record both
time and the back-scattered energy allowing them to compute
distance from the emitter to the detected object resulting on a 3-D
representation of the scene. Their high accuracy and resolution
allow the scanning of the 3-D structural details of the vegetation
with precision lower than 1 cm.

TLS has proven to be able to provide detailed information on
the canopy attributes. Particularly, it permits automatic detection
of stem positions and tree stem dimensions with high precision
in different stands [17]. In [18], it was used to evaluate the 3-D
plant area index. In [19], TLS data were exploited to improve the
LAI estimated by correcting the clumping and woody effects.
Multiple other works were also performed to investigate the
overall canopy. Although TLS is widely being used to derive
canopy structure, its application for LAD and ul derivation
remains limited [20].

Several attempts have already been made to measure LAI/ul

and LAD using TLS instruments. In general, LAI/ul are esti-
mated from TLS point cloud by either geometrical or statistical
modeling. In [21], LAI was estimated over tropical forests from
TLS point cloud proposing an algorithmic approach named
point spatial density algorithm. The proposed method involves
filtering and 3-D reconstruction of individual trees. Individual
tree reconstruction in this case requires a dense point cloud. Such
techniques does not take advantage from the TLS long-range
measurements since in this case, trees could be occluded by
others which are in front of the sensor. Estimating LAI from such
a limited number of reconstructed trees may not be significant
for the entire forest stand, and accuracy may be affected. A
community of researchers improved LAI/ul estimation. Their
developments are centered on the clumping index, gap size dis-
tribution, and crown gap probabilities [22], [23]. In such cases,
LAI is calculated using a 3-D method, which requires direct ma-
nipulation of large point cloud data. LAI/ul was analyzed using
voxels in another work [18], where a sensitivity analysis was
conducted on affecting parameters relevant to geometrical and
structural variables. In this case, when the method was applied
to realistic tree models, the accuracy of the vegetation density
estimates was reduced by clumping effects and the presence of
woody elements. An important family of methods developed
to estimate LAI/ul uses mathematical generalizations derived
from the Beer–Lambert law [24]. In such an approach, the
decrease in radiation through a vegetation layer is assessed to
compute LAI/ul of this layer from vegetation transmittance
which requires knowledge of leaf orientation within the canopy.
If not a priori known, a simplified distribution (e.g., spherical
LAD) is generally adopted but this may introduce significant
errors in LAI/ul retrieval [25].

Furthermore, some efforts have also been made to assess the
LAD. In [26], LAD were estimated from clustered point cloud in
each voxel by deriving the cluster normal distribution. However,
a possible source of error is that adjacent clustered points may
not be on the same leaf. In [27], it was also proposed to use
normal vectors to estimate the leaf angle that is calculated from a

subset of points. The latter method was able, for maple and sugar
trees, to predict the leaf inclination with R2 of 0.73 and 0.573,
respectively. However, the proposed approach is only validated
with individual trees, thus, for a reduced volume of TLS point
cloud. In [28], there is another example of approach to extract
leaf point and to reconstruct leaf surface to be able to calculate
leaf normal vectors, thus, LAD from TLS. However, in this
case, wrongly classified woody points as leaf points affect LAD
retrieval and it requires dense TLS point cloud, and therefor, it
cannot efficiently use long-range TLS.

To sum up, in several research works practical ul and LAD
estimation methods using TLS data have been proposed. Al-
though all these methods showed potential but in general, ul and
LAD measurement using TLS data is facing multiple challenges.
For instance, they are susceptible to misclassification between
woody and leaf point clouds or limited to individual tree recon-
struction. Furthermore, they are affected by point cloud density.
It is worth noting that using a low-density point cloud or dealing
with stand far from the sensor will affect the precision of the
results. As far as we know, state of the art works were not dealing
with such challenges, the decrease of the point cloud density
when using long-range TLS has not been yet tested to jointly
estimate ul and LAD and their potential to limit estimation
accuracy remains questionable.

In this study, we propose to tackle the problem of joint
estimation oful and LAD using TLS point cloud for large scenes.
The novelty of our approach is the introduction of a new way to
jointly retrieve ul and LAD rather than use LAD assumptions
as before [29]. For that reason, we propose an original approach
based on radiative transfer direct and inverse modeling. The di-
rect one allows us to simulate TLS measurements with different
complexity level. Whereas, the inverse model tries to retrieve
the vegetation properties given the observation. We propose
two different techniques (traditional and novel). The difference
between them is the way how to process the path length inside
each voxel to deal with the low-density point cloud issue.

II. THEORETICAL BACKGROUND

Methods of ul retrieval are based on the measurement of the
radiation transmittance through the canopy as first introduced
in [24]. ul and canopy transmittance T are linked according to
the Beer–Lambert law that expresses T of radiation across a
vegetation layer considering the foliage element distribution as

T (θ) = exp(−GLAD(θ).ul.Δl(θ)) (1)

where θ is the radiation zenith angle, Δl is the path-length
through the vegetation layer, and GLAD, commonly known as
the G-function, defined as the projection coefficient of the leaf
area on the plane perpendicular to the viewing direction [30], and
it is function of the LAD. The value of G could be computed by
averaging the scalar product between the propagation direction
n̂ and the leaf normal, n̂l(θl, ϕl), over the leaf inclination angle
distribution as seen in the following equation:

GLAD(θ) =

∫ 2π

0

∫ π/2

0

1

2π
|n̂.n̂l|f(θl)dθldϕl (2)
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Fig. 1. Six archetype functions used to approximate LAD and the correspond-
ing mean angle of orientation [28].

Fig. 2. Järvselja forest in Estonia. The white squares correspond to the Pine,
Spruce, and Birch stands. They are of dimension (100 m × 100 m) centered
at (58◦18′40.90′′N, 27◦17′48.40′′E), (58◦17′43.0′′N, 27◦15′22.0′′E), and
(58◦10′49.81′′N, 27.◦19′51.53′′E), respectively.

where f(θl) is the leaf inclination distribution function (LIDF),
a mathematical description of LAD.

Due to measurement challenges and complexity, LAD is
sometimes simplified using predefined mathematical functions.
Fig. 1 illustrates examples of commonly used LIDF. They are
parametrized by the average leaf angle, θmean [28]. For instance,
the spherical distribution is characterized by a constant value
over all the possible angles and for which θmean = 57.3◦. In this
case, the corresponding G-function is always 0.5 in any viewing
direction. Even though such distribution is largely used [29], it
does not always fit the reality [25]. Two extreme distributions
characterized by small and large inclination angles, they are
the planophile and the erectophile distributions, respectively.
Noteworthy, in our inversion technique, we do not use any
parameterization of the LIDF to be more flexible.

III. STUDY SITE AND TLS MEASUREMENTS

A. Study Site

The study area is a forest site located in Järvselja, Estonia
(58.3◦N, 27.3◦E). Three (100 m × 100 m)mature forest stands
are selected as a study plots, as shown in Fig. 2. In 2007, a

TABLE I
DESCRIPTION OF THE THREE STUDIED FOREST STANDS IN THE

JÄRVSELJA DATABASE [31], [32]

Age—Stand Age in Years;N—Number of trees
in the 1 Ha Stand; H—Dominant species height
in metres; LAIall—Allometric LAI.

TABLE II
SPECIFICATIONS OF THE LEICA SCANSTATION C10

LASER SCANNER

comprehensive inventory of the tree level was performed in the
stands. Järvselja forests are located on a flat landscape at 50 m
above sea level, i.e., when analyzing TLS data, there are no
topographic influences that need to be taken into consideration.
Table I provides a general overview of the stands considered in
this work.

Birch stand is dominated by Birch (Betula pendula) 57%,
Common alder (Alnus glutinosa) 29.5%, and Aspen (Populus
tremula) 11%, the total number of trees per hectare is 992.

Pine (Pinus sylvestris) stand grows on the transitional bog. In
2018, the stand height is 15.6 m, the stand is 124 years old, and
stand density is 1122 trees per hectare.

Spruce (Picea abies) stand grows on a Gleyi Ferric Podzol
site. Stand age is 59 years. Two tree layers can be distinguished
according to the social status of the trees. There is an average
height of 23.2 m in the first (upper) layer with 774 trees per
hectare and 915 trees per hectare in the second where the height
of trees ranges from 3.5 to 20 m. A more detailed description of
the test site was provided in [31].

B. TLS Measurements

TLS data were acquired using Leica ScanStation C10 laser
scanner on 2013. Table II shows the TLS properties. The reso-
lution of the TLS was fixed to 0.08 m × 0.08 m at the 100 m
distance on a perpendicular surface. Since the scanner radi-
ally spreads out its shots, the point cloud can be as dense as
4 m × 4 m from its position at a distance of 5 m.

The developed method is validated using TLS point cloud
from three stands of dimension (100 m × 100 m). TLS mea-
surements were taken at different positions, as shown in [32]. In
this study, we used data acquired at the center of each stand.

It is important to notice that even though the TLS acquisitions
and the forestry measurements of the stands are separated by
years, the validation remains possible. Indeed, the stands, (e.g.,
Pine stand age is 124 years), are mature, and changes in stand
structure are slow [31] for that reason LAI estimation validation
is possible [23].
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Fig. 3. Simulation of laser beam path inside a voxelized vegetation scene. TLS
ray intercept a leaf at position M(x, y, z).

IV. METHODOLOGY

The aim of this work is to derive the structural foliage proper-
ties (ul and LAD) from TLS point cloud. Our approach was de-
veloped and validated using both actual and simulated TLS data.
The use of simulated data was essential for a comprehensive
understanding of the interaction between forest components and
laser pulses aiding on mastering how instrumental parameters
and plants properties affects final results. However, no param-
eterization expect the voxel size is required to be optimized on
simulations to be used after that in actual data processing.

Our methodology consists of the following two parts: (i) the
generation of 3-D point cloud from simulated TLS observations
within different vegetation scenes and (ii) the estimation of
foliage parameters using both simulated and actual TLS point
clouds.

A. Direct Model for Scene Creation and TLS Data Generation

The use of simulated data was chosen to evaluate ul and LAD
in a reliable, managed, and systematic manner, particularly be-
cause the simulation framework relies on an accurate ray tracing
algorithm to produce the TLS point cloud for the vegetation
scene being observed. Our proposed model is composed of two
tasks. First, creating a vegetation scene which represents the
mock-ups scanned by the sensor. Here, two distinct types of
mock-ups are used: initially, a homogeneous vegetation plot
known as a foliage canopy layer, which is used as a vegetation
volume composed of leaves randomly distributed according to
known ul and LAD values. Then, a heterogeneous forest scene
was established, with spaced trees having as well a known ul

and LAD values. For simplicity sake, trees were simulated as
cones and ellipses (e.g., coniferous trees).

Second, simulating the laser beams lunched inside the scene
to build a 3-D point cloud. The TLS orientation is varied in a
way that it covers the entire mock-up. Its angular variations was
regularly sampled over zenithal and azimuthal angles.

The intersection was checked with each beam, as shown in
Fig. 3, in a simulated TLS scan with leaves inside the canopy
based on a ray tracing technique that maps the laser shot path
inside the created scene voxel by voxel and detects the first
interception with leaf. The result of this scanning is a 3-D point
cloud of the intercepted shots.

Fig. 4. Flowchart of the leaf area density (ul) and the LAD estimation using
TLS point cloud.

B. Inverse Model for Foliage Structure Properties Retrieval

To assess ul and LAD precisely and accurately, we develop an
approach based on solving (1) at voxel level. A new resolution
technique is proposed in this context. In Fig. 4, a traditional
resolution technique is also shown in order to explain how
it is possible to integrate it in our work-flow and then to be
compared with the new technique. In this work, the TLS point
cloud is divided up into voxels within them ul is estimated.
The latter task requires the transmittance calculation in each
voxel which in terns depends on the percentage of rays that
exit the voxel without interception. The latter requires a prior
knowledge of the total number of TLS shots inside each voxel
N tot

vox.N tot
vox derivation from TLS data is considered as an ill-posed

problem. In fact, the emitted rays from the sensor are not totally
intercepted, there are some rays, which are escaped without
any contact. Neglecting the latter in N tot

vox derivation leads to
an overestimation, and therefore, a bias in ul assessment.

The combination of vegetation structure variability and shoot-
ing pattern of TLS scanner effects leads to a highly heteroge-
neous spatial distribution point cloud. This increases the com-
plexity of the estimation of the number of total TLS shots at
voxel scale. Therefore, to around uncertainty issue, shots number
is derived first over a tessellation of the hemisphere around the
sensor, in which regularization hypothesis can be assumed.

1) Derivation of the Number of Total TLS Shots: Due to the
occlusion effect, the number of TLS shots per solid angle, and
hence, the number of intercepted ones, decrease exponentially
as a function of distance from the sensor (1). Actually, close
objects block the sensor view that explains the larger density
of point cloud at near distances than far ones but that does not
prevent that there are some escaped shots. Moreover, the size
of the TLS footprint is very small (does not exceed 3 m at a
distance of 20 m) in comparison to the leaf size (e.g., Birch leaf
area = 20.7 cm2), allowing us to ignore the multiecho effect.
Therefore, it is possible to parametrize the number of intercepted
shots decrease as a function of the distance, and so it is possible
to extrapolate the interception outside the canopy, and therefore,
it will be possible to approximate the sum of all the intercepted
shots if the vegetation layer has infinite size. Moreover, in this
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case, all the rays are intercepted and the found number is no
other than the total number of shots per solid angle (ΔΩ), NΔΩ

tot .
Unfortunately, in practical such method produces inaccurate
results since the vegetation is not homogeneous and the number
of interception decrease do not fit the exponential form.

To overcome this problem and decrease the noise, we need to
average this interception over a large number of solid angles. For
that reason, we take as assumption that the number of shots is
almost the same for a given zenith angle, i.e., the sensor emits the
same amount of rays in all azimuth directions and this emission
can be only variable as a function of the zenith angle. The number
of rays, NΔθ

tot , per zenith angle, Δθ, is then estimated as the sum
of the number of interceptions over the distance r from 0 to
infinity. Let NΔθ

itcp (r,Δr) be the number of interceptions in the
distance interval [r, r +Δr]; therefore, one can write

NΔθ
tot =

∑
r=0,Δr,2Δr,... N

Δθ
itcp (r,Δr)

=
∑

r=0,Δr,2Δr,...

NΔθ
itcp (r,Δr)

Δr Δr

=
∫ +∞
r=0

dNΔθ
itcp (r)

dr︸ ︷︷ ︸
nΔθ

itcp (r)

dr
(3)

where nΔθ
itcp(r) is the density of interception number.

As explained at the beginning of this section, nΔθ
itcp(r) is an

exponentially decreasing function given by

nΔθ
itcp(r) = A exp(−α× r) (4)

where A and α are two parameters to estimate from the data.
Note that, for homogeneous vegetation layer of constant

density ul, α = G(Δθ).ul.
Therefore, one obtains from (3) and (4)

NΔθ
tot =

∫ +∞

r=0

A exp(−α× r)dr =
A

α
. (5)

In practical point of view, solid angle generation is performed
by triangulating the spherical surface surrounding the point
cloud into triangles having almost the same size, where the
sensor position is considered as the sphere center that allows
us to produce solid angles originated from the sensor to each
triangle vertices. Then, as already said, to ease the computation
process and to avoid problems caused by the heterogeneity, all
solid angles were clustered by subdividing the zenith angle θs
per 10◦ step, {Δθi}i=1,...,9. The choice of 10◦ was a compromise
between the reliable variation in the number of detected points
and the accuracy of the results.

Each solid angle belongs to the interval that contains its center.
Within each solid angle ΔΩi

j , j = 1, . . . , Ji, corresponding

to Δθi, the number of intercepted shots N
ΔΩi

j

itcp is sampled over
the distance with a step Δr (in our case, it equals 2 m as a
consequence of a compromise between the precision of the
results and the distribution of the detected points inside each
interval). The sampling set is {rk}k=1,....N

Δθi
itcp (rk,Δr) is given

by

NΔθi
itcp (rk,Δr) =

1

Ji

∑
j=1,...,Ji

N
ΔΩi

j

itcp (rk,Δr)

ΔΩi
j

(6)

where N
ΔΩi

j

itcp (rk,Δr) is the number of shots intercepted in solid
angle ΔΩi

j in the distance interval [rk, rk +Δr].
The density can be approximated by

nΔθi
itcp (rk) =

NΔθi
itcp (rk,Δr)

Δr
. (7)

The exponential decreasing function,A exp(−αr), is fit using
the samples nΔθi

itcp (rk), k = 1, 2, . . ..

After NΔθi
tot derivation, one has

N
ΔΩi

j

tot = ΔΩi
j ×NΔθi

tot , j = 1, . . . , Ji. (8)

For a given voxel v observed within a solid angle ΔΩv

belonging to the sphere solid angle ΔΩi
j , the total number of

shots, Nv
tot, is given by

Nv
tot =

ΔΩv

ΔΩi
j

×N
ΔΩi

j

tot . (9)

2) Estimation of ul Based on Voxel Average Path-Length:
Traditional Technique: In the literature, transmittance calcula-
tion using TLS data in each voxel v observed with a solid angle,
ΔΩv , is defined as the ratio between the number of shots leaving
the voxel, Nv

out, to the total number of TLS shots entering to it,
Nv

tot [18]

T (ΔΩv) =
Nv

out

Nv
tot

= 1− Nv
itcp

Nv
tot −Nv

befor
(10)

where Nv
itcpt is the intercepted number of shots and practically

it is the number of TLS points in each voxel and Nv
befor is

the number of rays propagating within the solid angle ΔΩv

intercepted before reaching v. Based on (1), ul could be derived
as

ûl = − log T

GLAD(θv)ΔL
. (11)

Combining (10) and (11), the estimated density, ûl, can be
calculated as

ûl = −
log

(
1− Nv

itcp

Nv
tot−Nv

befor

)
GLAD(θv)ΔL

(12)

where θv is the average zenith angle within ΔΩv and ΔL is the
mean path length of the rays that pass through the voxel. Here,
ul need to be calculated based on (12) for each voxel. To do it,
the mean path-length, which is variable from a ray to another
within the voxel is considered.

3) Estimation of ul Based on Voxel Partitions Path-Length:
Novel Technique: Averaging all the path passing through voxels
(12) could bias the ûl values since in this case, all the rays are
assumed traveling the same distanceΔL over the voxel v, which
is not the case as many rays are traveling long distance in the
middle of the voxel whereas others are crossing the voxel in the
border with only a small path. In the latter case, the probability to
be intercepted is very low. This effect increases the transmittance
and, therefore, decreases the values of the estimate ul.

To overcome this problem, we propose to deal with the dis-
tribution of ul(L) as a function of the traveling distance, L, and
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then average the result to derive the voxel density. Therefore,
it is required to define the probability distribution function of
distance fL that allows us to inform us about the presence, and
therefore, the importance of each possible distance within the
voxel.

Moreover, the probability of vegetation hit is proportional to
the distance, it means that shortest distances are less informative
about the vegetation density as this probability is too low in this
case. It becomes nonnegligible for longest paths. This means that
when averaging, ul(L), over L to estimate the voxel density ûl,
it is necessary to give more importance to the longest distance.
One can write

ûl = E[ul(L)] =

∫
L

ul(L).ful
(L).dL (13)

where E is the expectation operator and ful
is the distance

importance function.
As a first approximation, it is possible to put ful

= fL.
However, to give more importance to the longest distance we
assume that ful

is proportional to L× fL. Therefore, to ensure∫
ful

= 1, one can write

ful
(L) =

LfL(L)∫
L ul(L)ful

(L)dL
. (14)

In practical point of view, the distance distribution is divided up
into N intervals. fL is replaced by the weight set {αi}i=1,...,N .
In this case ∫

L

ul(L)ful
(L)dL =

∑
i

Liαi. (15)

ful
is also discretized into the set {αul

i }i=1,...,N such as

αul
i =

Liαi∑
Ljαj

. (16)

ûl is estimated as follows:

ûl =
∑
i

ul(Li)α
ul
i = −

∑
i

log(Ti)

LiGLAD
αul
i . (17)

Equations (12) and (17) corresponding to the estimation using
the traditional and the new developed methods are different.
They produce the same results when the path length L variation
is too small. Otherwise, the difference is non-negligible mainly
because the estimation is not linear as a function ofL in particular
for the log function. This effect is more pronounced when
T � 1. This point will be stressed in our experimental results.

4) Joint Estimation of ul and LAD: For each voxel, ul cannot
be calculated unless a default LAD distribution is presumed but
the result could be incorrect otherwise LAD should be assessed,
too. This work selects the second alternative, with ul and LAD
joint estimation. Remembering that LAD is defined through the
LIDF f(θl), θl ∈ [0, π/2]. As commonly suggested [30], f is
sampled over Nl = 15 inclination intervals {Δθl,i}i=1,...,Nl

,
centered on

{θl,i}i=1,...,Nl
= [5◦, 15◦, 25◦, 35◦, 45◦, 55◦, 64◦, 72◦, 77◦, 79◦,

81◦, 83◦, 85◦, 87◦, 89◦]. (18)

It gives rise to the probabilities of inclination
{Pl(Δθl,i)}i=1,...,Nl

. Estimation of ul and Pl for each
voxel is an undercharacterized problem since one has only the
transmittance expression to estimate 16 parameters. In our case,
we assume that Pl is the same for the whole vegetation layer.
This condition is not enough for our joint estimation problem
to be solved and assumption over ul must be given. ul cannot
be assumed the same for all the voxels as density can increase
or decrease from a tree to another and within the same tree.
Nevertheless, it is possible to assume that the average density
ūl over the LiDAR observation azimuth angle, φo, is constant
as a function of the zenith angle θo. This assumption is not too
restrictive. It assumes that for each incident angle, the sensor
observes all the possible density cases as it observes the bottom,
the middle, and the top of the vegetation layer. In practical
point of view, the zenith angle is divided up into No intervals,
{Δθo,j}j=1,...,No

. In this case, it is possible to link ūl to ul as
follows:

ūl(Δθo,j) =

∑
θv
o∈Δθo,j

ul(r
v, θvo , φ

v
o)

�{v|v ∈ V, θvo ∈ Δθo,j} . (19)

V is the set of the voxels, (rv, θvo , φ
v
o) are the spherical coor-

dinates of the center of the voxel v belonging to the vegetation
medium and for a given set E, �E is its cardinal. Note that in
practical point of view, the sampling rate of the zenith angle
was chosen equals 2◦. It was possible to use such a precise rate
since the number of voxels was important, so, averaging the
foliage density over narrow intervals of the zenith angle was
possible allowing, therefore, a high retrieval accuracy of the
foliage density and LAD.

Given {Pl(ΔΩl,i)}i∈{1,...,Nl}, it is possible to apply one of
the techniques described previously (12) and (17) to derive ul

and ūl.
In the following, our objective is to jointly derive the incli-

nation probability and the voxel density sets {ul(V )}v∈V . The
corresponding cost function should allow us to produce realistic
probability and leaf area density. To ensure it, regularization
assumptions are assumed. In particular, ūl variance should be
minimized to reduce its variation from a zenith angle to another.
Similarly, Pl variance should be reduced as well as its gradient.
The latter ensures the correlation between close zenith angles
and so thePl smoothness. The global cost function c is, therefore,
given by

c({Pl(ΔΩl,i)}i∈{1,...,Nl}) = σ2(ūl) + α× σ2(Pl)

+ β ×∇(Pl) (20)

where σ2 and ∇ are the variance and gradient operators, respec-
tively, and α and β two fixed parameters to balance the cost.
They are put equal to 1 and 0.5, respectively.

According to (20), it is clear that we face a nonlinear problem
where the solution space is not convex and an optimization
process could converge toward local optima. To deal with the
problem, the shuffled complex evolution (SCE-UA) [33], [34]
global search method is adopted to our problem. This approach
applies a parallel search within the variable space using a set
of potential solutions. The capacity of such a kind of strategy
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Fig. 5. TLS observes the two types of created simulated vegetation scenes,
(a) homogeneous scene composed of randomly distributed leaves, (b) het-
erogeneous scene composed of three trees. In (a), vegetation layer size is
2 m × 2 m × 10 m. In (b), each tree is of a size 6 m × 6 m × 30 m. TLS zenith
and azimuth angles are (θs, ϕs). Its field of views are (Δθs,Δϕs).

for a successful exploration of all the space makes them less
likely to be stuck in local optima; therefore, it belong to the
global heuristics. It incorporates the best features of multiple
local heuristics in competitions called complex and inspired
from the simplex search method [35]. Its process is described
succinctly as follows. Initially, a random set of potential solu-
tions composed of a series of the parameters to be optimized
is generated within the bounds given for each parameter. Next
these potential solutions are sorted based on the value of the cost
function and partitioned into several complexes. Each complex is
then evolved independently according to the simplex algorithm.
Then, the second generation is produced by combining all the
solutions in each complex. The sorting step is after that repeated
and complexes are shuffled. This process is repeated until the
convergence is reached. In this study, initially, optimization
targets are the set of probabilities {P j

l }j∈{1,...,N}. N = m× p,
where m is the size of each complex (it equals 2×Nl + 1 as
suggested in [33] and [36]), and p is the number of partitioned
complexes (here p = 12 was chosen based on experimental
tests).

For a given j, each element of the vector P j
l : P j

l (ΔΩl,i)
(i = 1, . . . , Nl) is sampled from the [0, 1] space, checking
that

∑Nl

i=1 P
j
l (ΔΩl,i) = 1. Then, the aforementioned SCE-UA

method steps are carried out until convergence. More detailed
description about the optimization algorithms are found in Ap-
pendices A and B.

V. EXPERIMENTAL RESULTS

A. Simulated Data: Forward Model

Recalling that two types of simulated scenes are created
in this work, as shown in Fig. 5. The first set of data is
composed of homogeneous scenes considered for a feasibility

study of our methods. The second set of data is heterogeneous
scene composed of trees is created to be closer to actual for-
est 3-D representation. In the first set of scenes, as shown in
Fig. 5(a), leaves were represented by disks randomly distributed
in a parallelepiped of dimension (2 m × 2 m × 10 m). Scenes
were simulated using two different ul values (0.2 m2 m−3 and
0.4 m2 m−3) and three different LADs (planophile, erectophile,
and spherical).

The TLS sensor, located at the position (X,Y, Z) =
(8 m, 1 m, 1 m), scans the scenes varying the zenith angle θs and
the azimuth angle ϕs in the intervals [34◦, 98◦] and [−10◦, 10◦]
with sampling steps equal to 0.42◦ and 0.01◦, respectively.

For the second set of scenes, two distinct shapes of
tree crowns are created: 3-D conical trees of identical size,
30 m height and 3 m radius, were created inside an earth
scene of dimension (20 m × 6 m), as shown in Fig. 5(b).
ul value is considered equal 0.7 m2 m−3 and two LIDFs
planophile and erectophile. Trees were positioned at (X,Y ) =
{(3 m, 3 m), (10 m, 3 m), (17 m, 3 m)} in the scene coordinate
system, whereas the TLS sensor is located at (X,Y, Z) =
(10 m, 10 m, 1 m). Besides, 3-D elliptical tree crowns of iden-
tical size, 30 m height and 5 m diameter, were set within an
earth scene of dimension (20 m × 5 m). ul value is considered
equal 0.8 m2 m−3 and spherical LIDF. Trees were positioned at
(X,Y ) = {(3 m, 2.5 m), (10 m, 2.5 m), (17 m, 2.5 m)} in the
scene coordinate system, whereas the TLS sensor is located at
(X,Y, Z) = (10 m, 10 m, 1 m).

For both tree shapes, the scan FOV was set to fit with the size
of the tree crowns varying the zenith angle θs and the azimuth
angleϕs in the intervals [30◦, 110◦] and [20◦, 160◦], respectively,
with the same sampling steps equal to 0.025◦.

The sampling resolution is higher than the one for the homo-
geneous case in order to generate high accuracy even through in
border voxels.

In our study, the point cloud was voxelized to jointly estimate
ul and LAD at 0.25 m, 0.5 m, and 1 m voxel sizes (Svox). In
this way, the influences of voxel size on results accuracy were
assessed by comparing the simulated data against the actual
values.

The ray-tracing algorithm is used to simulate the scan of
the created mock-ups with the TLS sensor. The virtual laser
beams were generated based on the scanning geometry. Then,
the interception of the laser beams and leaves within voxels
is calculated. Fig. 6 presents the 3-D scanning results of the
homogeneous and heterogeneous scenes.

For the homogeneous scene drawn in Fig. 6(a), ul equals
0.4 m2 m−3 and LAD is planophile whereas for the hetero-
geneous scene point cloud presented by Fig. 6(b) and (c) are
(0.7 m2 m−3, Erectophile) and (0.8 m2 m−3, spherical), respec-
tively.

The density of the point cloud in both representations could
be influenced by many factors that can be categorized as factors
related to geometric aspects such as the resolution and the
geometry of the scan and factors related to the vegetation bio-
physical properties such as leaf density and orientation. There-
fore, to fully understand the influence of the foliage property
(ul and LAD) variation on the interception and transmittance
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Fig. 6. Detected 3-D TLS point cloud of the observed scenes, (a) homogeneous scene point cloud with (ul = 0.4 m2 m−3, planophile LIDF), (b) and
(c) heterogeneous scenes point cloud with (ul = 0.7 m2 m−3, ereclophile LIDF, conical crown) and (ul = 0.8 m2 m−3, spherical LIDF, elliptical crown),
respectively.

Fig. 7. Number of intercepted TLS rays per voxel as a function of the distance from the sensor to the corresponding voxel center for an erectophile and planophile
LAD usingul = 0.4 m2 m−3, (a) for small inclination angles of the sensor zenith view angle, 35◦ < θs < 55◦, (b) for large sensor zenith angles, 70◦ < θs < 90◦.

phenomena, a sensitivity analysis using the simulated point
cloud of homogeneous scene is conducted in this study.

Recalling that, forest mock-ups were created using our own
models as detailed earlier. The creation and modeling of laser
beams inside the vegetation scene was established, thanks to our
developed ray tracing technique.

1) Effect of LAD Variation on Point Cloud Detection: Fig. 7
demonstrates the effect of LAD on the number of the intercepted
TLS shots per each voxel as a function of distance from TLS
sensor to voxel centers and compares small and large sensor
zenith angles.

The red and blue curves indicate the fit of the detected rays
for planophile and erectophile LAD, respectively.

For all simulations, the farther the distance from the sensor
is the fewer is the number of detected points. This is due to the
occlusion effect where close objects block the viewing direction.
In Fig. 7(a), where the sensor zenith angle is small, despite the
fixed value of ul = 0.4 m2 m−3, a rise is observed in the number
of intercepted points using planophile LAD. Actually, this is
explained by two factors: the planophile LAD, i.e., horizontally
oriented leaves and the relatively small inclination of the sensor
viewing angle; θs (35◦ < θs < 55◦). Indeed, horizontal leaves
(planophile) will have a considerably larger projected area on
the laser sensor than the vertical ones (erectophile). Conversely,
in Fig. 7(b), for large inclination of θs, where the sensor almost
horizontally observes the scene, a highest number of intercepted

points is observed in the erectophile case. This is expected
since leaves are tending to the vertical unlike planophile LAD.
Therefore, the probability to detect leaves is the highest for
erectophile case.

Furthermore, the disparity between the two curves is variable
as a function of distance. In general, the difference between
the two distributions decreases since for the highest curve, the
number of rays decreases rapidly and so the intercepted ray
number. For instance, in Fig. 7(b), for erectophile LAD, the
number of intercepted shots is decreased over a distance of 2.5 m
by 70%, however, for planophile LAD, it decrease by 50% over
the same distance. Therefore, we can conclude that the greater
the possibility of interception for close ranges, the less likely it
is to detect objects at further distances and vice versa.

2) Effect of ul Variation on Point Cloud Detection: Fig. 8
shows the effect of ul on the detected point cloud. The obtained
curves present the fit of the number of the detected points within
each voxel as a function of distance from the TLS position
to voxels center for planophile and erectophile LAD. The red
and blue curves correspond to ul values equal 0.2 m2 m−3

and 0.4 m2 m−3, respectively. The number of detected points
decreases in all cases due to the occlusion effect as it is previously
explained.

The blue curve is elevated compared to the red one in all
the different situations. Here, we can notice that the foliage
density is a highly influencing parameter. Indeed, the probability
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Fig. 8. Number of intercepted TLS rays per voxel as a function of the distance from the sensor to the corresponding voxel center for different LAD using
ul = {0.2 m2 m−3, 0.4 m2 m−3}, (a) and (b) erectophile LAD for small and large sensor zenith angles, respectively, (c) and (d) planophile LAD for small
and large sensor zenith angles, respectively. (a) Erectophile LAD, 35°< θs <55°. (b) Erectophile LAD, 70°< θs <90°. (c) Planophile LAD, 35°< θs <55°.
(d) Planophile LAD, 70°< θs <90°.

Fig. 9. Effect of ul and LAD on transmittance values, (a) ul variation for erectophile LAD, (b) ul variation for planophile LAD. (a) Erectophile LAD.
(b) Planophile LAD.

of interception is highly correlated to the leaf density. Moreover,
the distance between the curves decreases as a function of depth
as for the highest ul value (blue) the number of rays and so the
number of interceptions decreases too fast.

In terms of curves convergence, we see that the case erec-
tophile, large zenith angle, and planophile, large zenith angle,
provide the highest and the lowest rate, respectively. In fact, the
former case correspond to the maximum interception rates and
the decrease of the blue curve is, therefore, the fastest. Whereas
in the last case, the interception rate is too low compared to the
number of rays and the difference between the two curves is
slowly varying.

3) Effect of LAD and ul Variation on Transmittance Calcula-
tion: Fig. 9 shows the effect of the variation of the foliage density
and LAD on transmittance for viewing angle varying from 30◦

to 90◦. The red and blue curves present the fits for transmittance
values calculated within each voxel as a function of the sensor
zenith angle θs using ul = 0.2 m2 m−3 and ul = 0.4 m2 m−3,
respectively.

For both LIDFs, the transmittance measured using the high-
est value of ul is lower given the lower chance for TLS
rays to pass through foliage without interception. There-
fore, transmittance calculation is highly dependent on foliage
density.
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TABLE III
PERFORMANCES OF SIMULATION RESULTS OF HOMOGENEOUS SCENES, BIASul

IS THE ABSOLUTE AVERAGE ERROR BETWEEN THE ACTUAL AND ESTIMATED ul,
RMSEul

IS THE ROOT MEAN SQUARE ERROR BETWEEN ACTUAL AND ESTIMATED ul AND RMSELIDF IS THE ROOT MEAN SQUARE ERROR OF LIDF

A major shift in the form of curves is observed when passing
from an LIDF to another. Multiple factors are connected to
these modifications. For instance, in Fig. 9(a), the decrease in
transmittance values as a function of θs is explained as follows.
The probability of detecting vertically oriented leaves is reduced
by decreasing the sensor zenith angle. Therefore, more escaped
rays without interception and consequently higher transmittance
values are observed in small inclination case. Conversely, impor-
tant sensor zenith angles increases the probability of blocking
and lower transmittance values are observed as a result. For
the planophile LAD case, the reverse is true; low interception
rate and so high transmittance occur for large sensor inclination
explaining, therefore, the increasing shape of the curves in
Fig. 9(b).

As a conclusion of this section, we can say that transmittance
as well as its variation as a function of the incidence angle
and the depth are highly depending on the leaf density and
angular distribution. The sensitivity of the transmittance to these
parameters makes their retrieval possible. The density of TLS
rays is too high, which makes it possible to reach almost all voxel
within the studied scene. Therefore, transmittance calculation
and foliage properties estimation are possible for the majority
of voxels. Nevertheless, it is important to mention that for fully
occluded voxels, the estimation is not practical.

B. Simulated Data: Inverse Model

1) Homogeneous Data: The joint retrieval of ul and LAD is
carried out using both traditional and novel techniques in this
work, hence, for the called first and second method, respectively.
The shown results are obtained using a voxel size Svox = 0.5 m.
Afterward, a sensitivity study of voxel size on estimation results
accuracy will be conducted for homogeneous and heterogeneous
scene types.

Fig. 10 displays the homogeneous data estimation results
of ul (ul = 0.2 m2 m−3, 0.4 m2 m−3) and the associated LAD
(planophile, erectophile, and spherical).

Comparisons are given in terms of bias and root-mean-square
error (RMSE) between the estimated and actualul values as well
as the RMSE for LIDF assessment.

Results show agreement between estimated and actual ul

and LAD values using both resolution techniques. Table III
presents the measured performances. Concerning LIDF re-
trieval, results for erectophile and spherical LAD are more

accurate than plonophile case, e.g., using the novel technique
for ul = 0.2 m2 m−3, the RMSELIDF = 0.0188 for erctophile
LAD and RMSELIDF = 0.0150 for spherical LAD compared to
RMSELIDF = 0.0334 for planophile LAD.

The decrease of the performances in the latter case can be
explained by the fact that the sensor is in front of the vegetation
layer, it observes mainly with large inclination angles and in
these cases horizontal leaves cross section is too small, and there-
fore, they are hardly detected. Therefore, as the planophile LIDF
contains the highest percentage of horizontal leaves, the retrieval
performances are the lowest. The performances decrease also
with the increase of the leaf density. This is due to the increase
of the number of leaves per voxels and the probability of mutual
shadowing between leaves increasing, therefore, the estimation
uncertainty.

For leaf density estimation results, the results of the retrieval
using both techniques show that ūl estimates are almost a
constant function of the sensor zenith angle for the two actual ul

values (0.2 m2 m−3 and 0.4 m2 m−3) and for the different used
LIDFs.

Comparing the estimated curves of ūl, the bias and RMSE
between actual and estimatedul in Table III using all techniques,
we note that the results are almost similar with a bias that does
not exceed 1% and low values of RMSEul

.
The proximity of ul estimation result can be mathematically

explained as follows.
Recalling that both techniques are based on the Lambert

law (1). So, when ul � 1 m2 m−3 and ΔL � 1, in our case
ul = 0.2 m2 m−3, 0.4 m2 m−3, and voxel size equal 0.5 m, T
becomes close to 1. Therefore, it is possible to write(1) as

T = exp(−G(θ).ul.ΔL(θ)) ≈ 1−G(θ).ul.ΔL(θ). (21)

In this case, ul estimation becomes almost a linear problem
and ul value estimated by the two techniques (12) and (17)
produce close results. To emphasize the nonlinearity effect of
dense voxels pointed out at the end of Section IV-B3, another
simulation is created using erectophile LAD, ul = 1.5 m2/m3

and estimation voxels of size (1 m × 1 m × 1 m). Fig. 11 shows
the results of the joint estimation using the two adopted tech-
niques and last row of Table III presents the quantitative indexes.
Fig. 11(a) presents ul estimation results. Here, it is clear that
both estimated ul curves are almost constant as functions of
the sensor zenith angle, but using traditional technique ul is
underestimated with biais = 0.0576, whereas it equals 0.0283
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Fig. 10. Estimation of ul and the corresponding LAD of homogeneous simulated data. (a), (c), (e), (g), (i), and (k) point cloud corresponds to ul voxel
estimation and curves correspond to the averaged ul over 2◦ intervals. Rows ul and LIDF properties are (0.2 m2 m−3, planophile), (0.4 m2 m−3, planophile),
(0.2 m2 m−3, erectophile), (0.4 m2 m−3, erectophile), (0.2 m2 m−3, spherical), and (0.4 m2 m−3, spherical), respectively. (a) ul estimation. (b) LAD estimation.
(c) ul estimation. (d) LAD estimation. (e) ul estimation. (f) LAD estimation. (g) ul estimation. (h) LAD estimation. (i) ul estimation. (j) LAD estimation.
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Fig. 10. (Continued.) (k) ul estimation. (l) LAD estimation.

Fig. 11. Estimation of ul and the corresponding LAD of homogeneous simulated data, (a) ul estimation, (b) LAD estimation. LAD is erectophile,
ul = 1.5 m2 m−3, voxel size = 1 m × 1 m × 1 m.

TABLE IV
PERFORMANCES OF SIMULATION RESULTS OF HOMOGENEOUS SCENES USING A REDUCED NUMBER OF TOTAL TLS RAYS (SEE TABLE III FOR EXHAUSTIVE

NOTATION EXPLANATION)

for the novel technique. This result prove that the traditional
technique performance decreases with the leaf area per voxel.

There are several variables that influence the accuracy of ul

and LAD retrieval, while their distributions are the key factors,
the resolution of the TLS point cloud and voxel size affect the
results.

a) The influence of TLS point cloud angular resolution
on the accuracy of the retrieved properties: To quantify this
effect, Fig. 12 draws the estimated results using a reduced
number of total TLS rays to 250 per voxel rather than 4000
rays/voxel. Table IV illustrates the corresponding quantitative
measurements.

With all the simulations, the obtained results are degraded
compared to those shown with 4000 rays/voxel (Svox = 0.5 m)
(see Table III). Moreover, comparing results in Fig. 12(a) and
(c) shows that the estimated ul curves for the novel technique
present more accurate retrieval than the traditional one in both

LAD cases. The same observation is valid for LAD estimation
and justified by the measured performances presented in Ta-
ble IV. In conclusion, the more accurate and denser the sampled
data are, the more precise results are obtained.

b) The influence of voxel size on the accuracy of retrieved
properties for homogeneous data: To see how voxel size affects
ul and LAD retrieval accuracy, all simulated cases were per-
formed with three different voxel sizes (Svox = 0.25 m, 0.5 m,
and 1 m). Tables V and VI summarize the measured results with
a variation in voxel size, utilizing both traditional and novel
strategies for ul and LAD retrieval, respectively.

With all voxel sizes, the novel technique outperforms the
traditional one in respect oful retrieval results. When comparing
the estimation accuracy of the different voxel sizes for homoge-
neous data, it is clear that increasing the voxel size improves the
estimation accuracy in general. For instance, RMSEul

is reduced
from 0.0644 using Svox = 0.25 m to 0.0165 using Svox = 1 m
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Fig. 12. Estimation of ul and the corresponding LAD of homogeneous simulated data using reduced sampling rate, (a) ul estimation, (b) LAD estimation. LAD
are erectophile and planophile, ul = 0.4 m2 m−3.

TABLE V
PERFORMANCES OF ul ESTIMATES OF HOMOGENEOUS SCENES USING DIFFERENT VOXEL SIZES SVOX (0.25 M, 0.5 M, 1 M), (SEE TABLE III FOR EXHAUSTIVE

NOTATION EXPLANATION)

TABLE VI
PERFORMANCES OF LAD ESTIMATES OF HOMOGENEOUS SCENES USING DIFFERENT VOXEL SIZES SVOX (SVOX= 0.25 M, 0.5 M, 1 M), (SEE TABLE III FOR

EXHAUSTIVE NOTATION EXPLANATION)

TABLE VII
PERFORMANCES OF SIMULATION RESULTS OF HETEROGENEOUS SCENES (SEE TABLE III FOR EXHAUSTIVE NOTATION EXPLANATION)
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Fig. 13. Estimation of ul and LAD of heterogeneous simulated TLS data using conical trees with erectophile and planophile LAD in first and second rows and
elliptical trees with spherical LAD in third row, respectively. Red and blue curves correspond to the averaged ul over 2◦ intervals. Point cloud corresponds to ul

voxel estimation. Actual ul = 0.7 m2 m−3 for conical trees and ul = 0.8 m2 m−3 for elliptical trees, Svox = 0.5 m.

for the (0.2 m2 m−3, planophile, second method) simulation
case.

This may be explained by the fact that when voxel size gets
smaller, fewer pulses can enter the voxel, causing the statistics on
transmission to be less reliable, and conversely, larger voxels are
more capable of containing returns and are sampled by a higher
number of TLS shots, resulting in more reliable ul estimations
in a homogeneous vegetation scene.

In respect of LAD retrieval, the results employing the novel
technique are also better in all the simulation cases. Voxel size
variation, in contrary, has no significant impact on measured
performance. This is can be explained by the fact that LAD
is estimated by averaging ul over zenith angle intervals. This
averaging operator reduces the uncertainty. Therefore, LAD
retrieval is unaffected by voxel size change, which might be
regarded as a strength of our approach.In sum, the quality of

the results proves the validity of the joint estimation assumption
in homogeneous case mainly for small leaf area per voxel (i.e.,
ul.ΔL � 1), a correct sampling rate and a suitable voxel size.

2) Heterogeneous Data: Fig. 13 shows the foliage parame-
ters estimation results of heterogeneous scenes. Results show
that similar results can be obtained using different resolution
techniques. Nevertheless, compared to actual ul values, the
traditional technique estimates provide an underestimated ul

curves.
It is worth noting that the disparity of the point cloud of

estimated ul per voxel in the elliptical crown shape simulation,
as shown in Fig. 13(e), is greater than in the conical situations,
which is explained by the higher number of voxels within the
crown.

The performances indicators of both strategies are presented
in Table VII. The comparison between RMSEul

shows a decline
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TABLE VIII
PERFORMANCES OF ul ESTIMATES OF HETEROGENEOUS SCENES USING DIFFERENT VOXEL SIZES SVOX (SVOX= 0.25 M, 0.5 M, 1 M), (SEE TABLE III FOR

EXHAUSTIVE NOTATION EXPLANATION)

TABLE IX
PERFORMANCES OF LAD ESTIMATES OF HETEROGENEOUS SCENES USING DIFFERENT VOXEL SIZES SVOX (SVOX= 0.25 M, 0.5 M, 1 M), (SEE TABLE III FOR

EXHAUSTIVE NOTATION EXPLANATION)

in performances in the planophile case which corresponds to the
high percentage of horizontal leaves which are hardly detected
by a sensor in front of the trees. In addition, the comparison of
the accuracy of the two techniques in terms of ul retrieval shows
an improvement using the novel technique.

The estimated value of LAD also indicates an agreement with
the actual LIDFs. In specific, the measured RMSELIDF is very
low for erectophile and spherical LADs as it is easier to detect
highly inclined leaves in our geometrical configuration.

The influence of voxel size on the accuracy of retrieved prop-
erties for heterogeneous data: In contrast to the homogeneous
case, the voxel size here may have a considerable effect on the
results due to the variability and heterogeneity of the vegetation.
Tables VIII and IX summarize the measured performances for
ul and LAD assessment, respectively, by varying the voxel size
using both retrieval techniques.

For all the voxel sizes, good agreement was exhibited
between the estimated and the actual ul with variation in
accuracy. It can be seen from Table VIII that ul performances
are lower for small voxel size (Svox = 0.25 m), reach better
accuracy forSvox = 0.5 m, and then decrease again as voxel size
increases.

The decrease in ul estimates at smaller voxel can be explained
by the reduced number of pulses entering the voxel, causing less
reliable statistics. Besides, it is important to notice in this case
that the dataset become too large and took too much processing
time.

The decrease in LAI estimates precision at larger voxel is
because voxels of 1 m size contain large empty spaces belonging
outside the crown. As voxel size increases, so does the prob-
ability of heterogeneous volume that violates the assumption
of homogeneous distribution within the voxel. Therefore, ul

derivation accuracy is reduced.
The best results are obtained using Svox = 0.5 m, which does

a compromise between the number of TLS shots entering the
voxels and the size and distributions of foliage within them. As
in the homogeneous case, the derived LAD values were robust

against voxel size variation, which only slightly decreased with
changing voxel size with best result at Svox = 0.5 m.

In this study, our created simulations mimic the reality of
forest heterogeneity by relying on a diversification of input
parameters such as tree shapes, foliage density values, and LIDF
types, for that reason, the optimal voxel size for simulated data
is considered in actual data processing.

C. Actual Data

1) Number of Total TLS Rays Estimation in Solid Angle:
Fig. 14 is a representation of TLS data of the three forest
stands considered in this study. The green point cloud corre-
sponds to tree crowns and brown points corresponds to the
detected tree trunks. The TLS point cloud was divided up into
(0.5 m × 0.5 m × 0.5 m) voxels.

In this study, tree trunks were detected using the method
suggested in [31], which consists of a specific 3-D clustering
procedure. In this approach, tree stem cross-sections are ap-
proximated by a circle shape fitting method, which requires a
segmentation of the point cloud. Trunks are finally defined as
stacks of horizontal circles. Moreover, voxels containing trunk
points were omitted from the calculation oful and LAD to ensure
a reasonable estimation of the inspected properties.

Nevertheless, the latter are only removed from the estimation
process of ul and LAD but they are taken into consideration
in the approximation of the number of total TLS rays per voxel
and transmittance calculation. Recalling that different steps were
taken into account to determine the number of total TLS shots
per voxel, as described in Section IV-B1, based on the fact that
the number of shots per solid angle, and thus, the number of
intercepted shots decreased exponentially as a function of the
distance to the sensor due to the occlusion effect. Fig. 15 draws
the average number of total TLS shots within some zenith angle
intervals of width 10◦ as a function of the distance to the TLS
location. In addition to the average number of TLS point cloud,
Fig. 15 plots the curves corresponding to the best points fitting
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Fig. 14. Representation of the actual TLS data of Birch, Spruce, and Pine stands. Brown points correspond to tree trunks and green point cloud correspond to
tree crowns.

Fig. 15. Average number of TLS point cloud over solid angles in a given zenith angle interval as a function of the distance TLS-voxel. (a) for small inclination
viewing angle 10◦ < θ < 20◦, (b) for medium inclination 40◦ < θ < 50◦, and (c) for large inclination 80◦ < θ < 90◦.

according to a decreasing exponential function assuming an
infinite size of the scene (4).

For instance, in Fig. 15(a), zenith angle of small inclination
where 10◦ < θ < 20◦ is considered, it is noted that the observed
points are restricted to close distances to TLS (20 m), which is
clearly the result of interception of rays with tree tops as the
sensor is oriented to the sky in this configuration. In contrast,
there are no detected points for extended ranges owing that the
TLS shots have escaped the canopy.

In the case of 40◦ < θ < 50◦, as shown in Fig. 15(b), many
tree crowns are observed, more points are detected as a function
of distance compared to the small inclination case, so fewer
escaped shots.

For 80◦ < θ < 90◦, tree trunks are well observed here,
nearly all TLS shots are intercepted. The fitting is too

accurate in this case mainly far from the sensor as the vege-
tation sampling becomes more random and statistically more
representative. Contrariwise, close to the sensor only a fewer
number of trees is observed increasing, and therefore fitting
uncertainty.

2) Inversion Results: Fig. 16 shows the estimated ul and the
corresponding LAD for Pine, Spruce, and Birch stands using
both techniques of our developed approach. To facilitate the
result interpretation the closest spherical distribution to the novel
technique is shown for each stand.

The extent of the point cloud in ul retrieval plots, shows
that the estimated values per voxel varies greatly due to the
heterogeneity of the forest structure, and hence, the variability of
the leaf density in each voxel and the estimated noise. Averaging
ul over zenith angle sensor significantly decreases noise as seen
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Fig. 16. Estimation of ul and LAD of actual TLS data using traditional and novel technique. Dashed curves in the second column are the closest spherical
distributions to the novel technique, θmean is the average of leaf angle.

in the various forest stands. Comparison between ul estimation
considering both techniques demonstrates acceptable results
in terms of ul stability as a function of the sensor elevation.
Nevertheless, the novel technique shows better performances
in this sense. For instance, for the Birch stand, the traditional
technique presents a significant decrease of ul at small incli-
nations compared to the remain points of the curves. In terms
of LAD, the two methods give relatively similar distribution
and based on θmean values it is possible to say roughly that pine,
spruce, and birch LAD are planophile, spherical, and planophile,
respectively.

To show the distribution of the estimated 3-D foliage density
using actual TLS data, an example of the estimated ul values
are shown in Fig. 17, which illustrates a 3-D visualization of the
estimated ul values for an area of the Birch stand. The black
points, which correspond to tree trunks, are not included in ul

retrieval. Crowns can be distinguished even though the trees are
too close.

ul assessment actually leads to LAI derivation of the above-
mentioned stands. LAI can be calculated as the sum of all the
leaf area per voxel of the scene divided by the scene surface.
Table X summarizes the LAI and LIDFs values estimated from
the different forest stands using both techniques and the actual
manually measured LAI and LIDF for each stands [32]. The
results of the LAI calculation are very close to the actual ones,
and the results of the novel techniques are more accurate.

Concerning the LAD derivation, our result for Birch confirms
the one found in [37] when inspecting the same Birch stand
and using a high density point cloud of TLS hits. The Pine and
Spruce stands were not validated by ground measurements, but
results seems to be correct and close to reality as confirmed
by other researchers affirming that in general, for temperate
and broadleaf forest, possible leaf orientation measurement are
planophile, spherical, or plagiophile [25], [38].

3) Comparative Analysis of LAI Accuracy: To evaluate the
performances of our developed approach, it is compared to the
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Fig. 17. 3-D visualization of the estimated ul of an area (20 m × 20 m) from the Birch stand. Trunk point cloud is represented by black dots, while the other
dots show the estimated ul values inside each voxel.

TABLE X
LAI AND LAD ESTIMATION RESULTS OF ACTUAL TLS DATA

TABLE XI
RESULTS AND PERFORMANCES OF LAI MEASUREMENTS DERIVED FROM THE GROUND TRUTH, THE BASELINE TECHNIQUE, AND OUR PROPOSED APPROACH

FOR THE THREE FOREST STANDS

method proposed in [29], which assumes a commonly used
LAD, the spherical LIDF, to derive LAI/ul from TLS data using
the Beer Lambert law.

In our study, LAI/ul derived from the baseline is based on
the traditional technique, taken into account all the abovemen-
tioned parameters. This study is regarded as a baseline against
which we compare our findings. The concern here is whether
the spherical LIDF is a valid assumption for estimating LAI
using TLS data. Table XI shows the actual LAI as well as the
results and performances of the LAI estimation from the baseline
(i.e., assuming a spherical LAD) and from our proposed joint
estimation approach using both traditional and novel techniques.
Estimated LAI values from our both retrieval techniques agree
with the actual LAI values better than the baseline case, which
overestimates LAI with high RMSELAI (2.65).

To summarize, adopting a spherical LAD leads to biased
LAI estimates, proving that this assumption is inaccurate to
derive LAI using TLS point cloud for our stands. Our proposed
approach exhibiting the influence of LAD on transmittance
assessment, and therefore, on LAI retrieval demonstrating the
nongeneral validity of spherical distribution that is traditionally

assumed when no actual leaf inclination angle measurements
are available.

VI. DISCUSSION

TLS proves to be an efficient method for quantifying LAD and
ul due to its ability to acquire 3-D data with possibility to make
distinction between foliage and woody materials. Quantification
of specific LAD in a stand has a potential to increase different
foliage properties retrieval accuracy such as ul and LAI. The
spherical distribution is the most widely used due to its sim-
plicity in calculating the G-function (approximated to 0.5 in
any direction) [39], but such simplification fails to consider the
variation of LAD. In reality, LAD could vary for a given tree type
as a function of the stand age [28]. This points out the relevance
of LAD estimation.

The accuracy of the estimation results is closely associated
with the exact approximation of the number of total TLS rays
reaching each voxel. In our case, they are first derived per solid
angle based on the triangulation of the sphere containing the
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point cloud and including regularization hypothesis to reduce
the impact of the canopy heterogeneity effect.
ul curves in the first set of simulated data relative to homo-

geneous case are not very smooth due to the low number of
voxels over the sensor zenith angle interval of 2◦. Applying our
approach on larger scenes allows us to reach better performances
as it leads to the increase of this number and, therefore, decrease
uncertainty. This is well shown in comparison between homo-
geneous and heterogeneous cases. Indeed, despite the hetero-
geneity in the latter case it provides the best results due to the
increase of the scene size.

It should be highlighted that compared to TLS data scanned
from actual forests, the simulation data have less noisy points,
and well known spatial distribution. Nevertheless, that does not
prevent the LAD retrieval in actual case.

Compared to other previously validated methods for the re-
trieval of LAD information with TLS data, for example, in [27]
and [40], LAD retrieval was carried out with smaller isolated
trees or shrubs with TLS located close to the targets. Here, we
are demonstrating the potential challenge of TLS calculation
techniques for the retrieval of LAD information for large tree
size (30 m height) and long distances.

Laser scanning data are perfectly built to acquire point
cloud to assess 3-D tree structure information. Although the
ALS signal has the capacity to reach the ground through
open or sparse canopies, in most cases the bottom and inner
crown sections were not detected by such a sensor, as the
laser pulses were mainly returned by the upper part of the
crown. While TLS may provide more detailed data on the
lower canopy part. This complementarity has led to a growing
interest in the use of TLS to complement the strengths of
ALS.

VII. CONCLUSION

In this work, we proposed a new approach to ul and LAD
joint estimation of a vegetation scene using TLS data. For a
comprehensive study of the relationship between light trans-
mittance and forest structure, a forward ray tracing model was
developed to simulate TLS observation inside vegetation scenes
with different complexity degrees. Then, an inverse model was
developed in order to retrieve ul and LAD using traditional
technique and a new one allowing us to take into account the
ray traveling distance variation in each voxel. The obtained
results over simulated data show high performances for both
homogeneous and heterogeneous canopies. Our findings re-
vealed that our estimates were considerably close to the actual
ul and LIDF values with (Biaisul

∈ [0.001 0.006], RMSEul
∈

[0.019 0.045], RMSELIDF ∈ [0.019 0.038]) for homogeneous
dataset and (Biaisul

∈ [0.001 0.045], RMSEul
∈ [0.03 0.079],

RMSELIDF ∈ [0.011 0.018]) for heterogeneous dataset with dif-
ferent tree crown geometries (i.e., conical and elliptical). The
accuracy of LAI estimations for actual TLS, with the tradi-
tional and novel techniques, RMSELAI was 0.526 and 0.1049,
respectively. Besides, our results outperform the RMSELAI of
the baseline technique (2.651). Future studies may investigate
the effect of the laser beam divergence onul estimates because in

actual sensor configuration the laser footprint have not a null-size
and taking into consideration in the inversion technique would
increase the performances. Besides, results accuracy could be
improved using different TLS data obtained from multiple scan-
ning positions of the studied vegetation scene.

APPENDIX A
SCE-UA ALGORITHM

APPENDIX B
SIMPLEX ALGORITHM
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