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Abstract—With the development of economic globalization,
coastal harbors have become an increasingly important gateway
for international trade. Synthetic aperture radar (SAR) is an im-
portant microwave sensor with high resolution imaging capability.
Harbor detection in SAR images is of great significance for timely
obtaining coastal intelligence of a country. However, due to its
complexity and diversity, harbor detection is challenging. In this
article, a harbor detection method based on multidirectional one-
dimensional scanning is proposed. First, discrete coastline to obtain
control points, and multiple directions are selected at each control
point, values of scanned pixels in each direction are recorded to
obtain the representation vector. Then, a one-dimensional con-
volutional neural network for harbor features identification of
representation vectors is designed. Finally, the harbors are located
by clustering feature points. The proposed method can extract
vectors to characterize the distribution of land, waters, and wharfs.
Therefore, the problem of object detection in two-dimensional
images is transformed into the identification of representation
vectors. The method is effective for harbors with various scales
and forms and has low computational complexity. Experimental
results on spaceborne SAR images demonstrate the effectiveness
of the proposed method.

Index Terms—Convolutional neural network (CNN), harbor
detection, multidirectional one-dimensional scanning, synthetic
aperture radar (SAR).

I. INTRODUCTION

HARBORS are important fixed facilities for cargo distribu-
tion and ship docking, which is an important transporta-

tion center for a country [1]. With the development of economic
globalization and increase of international trade activities, har-
bors have become increasingly important gateways in interna-
tional economic development, and their strategic significance for
national development is self-evident [2]–[4]. Harbor detection
has been widely applied in many fields, in civil applications such
as maritime management, harbors planning and construction,
and military aspects such as coastal surveillance and intelligence
reconnaissance [5]–[7].
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With the advantages of all-day and all-weather, wide swath
and high resolution imaging observation, synthetic aperture
radar (SAR) has become an important microwave remote sens-
ing sensor for ocean monitoring and management in modern
society [8]–[13]. Harbor detection in SAR images is conducive
to further effective detection of harbor objects such as ships,
oil tanks, containers, etc., [14]–[25]. Therefore, reliable harbor
detection in SAR images is of great significance for timely
obtaining of coastal intelligence.

Although SAR can achieve high-resolution imaging of har-
bors regions, how to identify the harbor region automatically
remains a thorny issue. A harbor is a multiscene mixed facility
consisting of roads, buildings, wharfs, ships, waters, and other
structures [26]–[28], which makes it a very complex area in SAR
images. In addition, in most cases, the site selection of harbors
depends on the existing coastal environment. Complex coastal
terrain and tortuous coastline result in the irregular external
contour of harbors, which is unlike regular-shaped buildings
such as airports, railway stations, and buildings. Also, due to
different functions and applications, the diversification of shapes
makes harbors difficult to describe with unified features [29],
[30]. Moreover, harbor detection is usually carried out in large
scene images, which requires low computational complexity of
detection methods, and can quickly locate regions of interest. So
harbor detection is a difficult problem in the field of SAR image
interpretation and recognition.

At present, related researches of harbor detection can be
roughly divided into two main directions, one is based on
geographic prior information [31], [32], and the other is based
on feature information [18], [27], [33]–[41]. These two types
of methods both have effective detection performance in some
cases, but there are some limitations. The detection methods
based on geographic prior information use geographic informa-
tion system (GIS) to obtain accurate latitude and longitude in-
formation of the harbors, then achieve harbor detection through
map matching. The methods are effective for the detection of
harbors with accurate GIS information. However, whether or
not the GIS information is updated in time and the coverage
targets are detailed will greatly affect the detection perfor-
mance of this method [38]. Feature-based detection methods
usually implement harbor detection by extracting key features,
which can also be roughly divided into two types. One is
based on coastline closure [33]–[37], and the other is based on
wharf features [18], [27], [37]–[41]. The methods based on
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coastline closure [33]–[37] are generally designed according to
two characteristics, one characteristic is the strong closure of the
harbor coastline, and the other is that the contour of the harbor
coastline is far longer than the distance of the harbor gate. Harbor
detection is achieved by calculating the closure metric between
every two feature points on the coastline. This kind of methods
can effectively achieve harbor detection. However, there is a
large amount of computation to calculate the closure metric of
entire coastline [27]. Besides, sea-land segmentation plays an
important role in the detection process of this method. Because
of the complex topography of the inshore regions, it is usually
affected by seawater fluctuation [42], [43], the segmentation
performance is unstable, which affects the prescreening accu-
racy of harbor detection. Different from this type of methods,
some researchers believe that from the perspective of the human
visual system, some key points and geometric features of the
object outline, such as corner points, high curvature points,
straight lines, and right angles, etc., have enough information
to represent the object shape [37], [44], [45]. Based on this,
some researchers have realized effective region edge detection
in SAR images [46]–[48]. They put forward the idea of detecting
transition points to get the positions of changes, which also
provides a valuable approach for detecting specific regions in
SAR images. Therefore, the methods based on wharf features
usually detect the harbors by extracting key points and geometric
features of harbors’ contours [18], [27], [37]–[41]. The method
has a remarkable effect when the wharf has obvious outline
characteristics and good straightness characteristics, however,
due to the influence of coherent speckle noise and docked ships,
these features are often fuzzy in SAR images. The detection
of fuzzy geometric features requires more accurate coastline
detection and more complex feature extraction methods, which
directly leads to the decrease of detection accuracy and the
increase of calculation time [49], [50].

Based on the idea that the wharf is a long and strip-shaped
land area surrounded by seawater, and it is an outlier in the sea, a
multidirectional one-dimensional scanning method is proposed
to realize harbor detection from SAR images. First, the adaptive
threshold method is used for sea-land segmentation to obtain the
coastline, and then several control points are selected along the
coastline. For each control point, three directions are selected,
and the pixel values passed by each scanning direction are
recorded in sequence, so that the representation vector of the
control point along this direction can be obtained. Then, a one-
dimensional convolutional neural network (CNN) is designed to
identify the harbors’ features of the representation vector. After
traversing all representation vectors, the feature points map is
obtained. Finally, the harbors can be located by harbor feature
points merging.

The main contributions of this article are as follows. 1) We
propose a multidirectional one-dimensional scanning method
for harbor detection in SAR images. The harbor detection prob-
lem in two-dimensional image is transformed into the problem of
representation vectors identification, which improves the accu-
racy and reduces the computational complexity. 2) We perform
experiments to verify its excellent performance. Compared with
the representative harbor detection method, our method realizes

higher detection rate and lower false alarm rate, and it is more
robust and effective under different harbor conditions.

The rest of this article is organized as follows. In Section II,
the proposed harbor detection method is introduced in detail. In
Section III, we verify the effectiveness of the proposed method
through experiments. Finally, the Section IV concludes this
article.

II. PROPOSED METHOD

This section introduces the harbor detection method in SAR
images based on multidirectional one-dimensional scanning in
detail. We carried out the method in four steps. First, the sea-land
segmentation is performed to obtain the coastline. Then, the
multidirectional one-dimensional scanning method is emphat-
ically introduced. Through the selection of control points and
scanning directions, the representation vectors are obtained.
Next, an identification process is introduced, in which the CNN
is used as a discriminator to generate a harbor feature points
map. Finally, we carry out harbor feature points merging to
obtain the final harbor location. At the end of this section, the
time complexity is analyzed. The whole process of the proposed
method is summarized in Fig. 1.

A. Preprocessing and Coastline Extraction

SAR images in the field of remote sensing are generally large
scene images, which requires high computational efficiency of
detection methods. Therefore, to avoid redundant operations,
we achieve the sea-land edge detection [51], [52] by sea-land
segmentation based on prior information, so as to greatly narrow
the region of interest.

Before the sea-land segmentation, in order to avoid overseg-
mentation caused by too detailed description of the scene, the
image processing is carried out, including downsampling and
mean filtering [53], which can improve the speed of the follow-
ing sea-land segmentation algorithm. Meanwhile, because our
harbor detection method does not require high precision of coast-
line extraction, even if the preprocessing step causes the loss of
information, and therefore leads to a decrease in the accuracy of
sea-land segmentation, it does not affect the performance of our
harbor detection method. This is demonstrated in Section III.

After the preprocessing, we use the maximum interclass
variance method (OTSU) [54] to obtain an adaptive threshold
for sea-land segmentation. Its basic principle is to select the
optimal threshold t∗ to divide the gray level histogram into two
parts, so that the variance interclasses of the two parts σ2(t) can
be maximized, that is, the separation can be maximized. The
optimal segmentation threshold t∗ is calculated by

t∗ = arg max
1≤t≤L

{σ2(t)} (1)

where the interclass variance σ2(t) is given by

σ2(t) = (μ− μ0(t))
2

t∑
i=1

pi + (μ−μ1(t))
2

L∑
i=t+1

pi (2)

where L represents the number of the image gray level,
pi is the probability of each gray level i(i = 1, 2, . . . , L)
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Fig. 1. Flowchart of proposed harbor detection method.

in the whole image, μ0(t), μ1(t), and μ express the intra-
class mean value of two parts, and the global mean value,
respectively.

Therefore, the sea and land can be separated by binary seg-
mentation with the obtained optimal adaptive threshold. Then,
we use the boundary tracking algorithm [53] to extract the
boundary of land region from the sea-land segmentation result,
so we can get the chain code of coastline. Chain code refers to the
boundary composed of a set of sequentially connected straight

lines with specified length and direction [53]. Therefore, the
coastline information is recorded in the chain code.

B. Multidirectional One-Dimensional Scanning

Through the research on harbors configuration and geometric
outline, it is found that although there are many types and shapes
of harbors, what remains unchanged is docks and breakwaters.
They are the basic configuration of a harbor to ensure its basic
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Fig. 2. Schematic diagram of multidirectional one-dimensional scanning. The
white area represents land, the black area represents ocean. The red dots represent
control points selected along the coastline. The red parallel lines represent the
reference direction of each control point for the scanning directions calculation.
Three yellow lines with arrows (straight lines, short dashed lines, and long
dashed lines) represent three scanning directions of the current control point,
respectively.

functions [27]. The wharf and breakwater are strip-shaped and
straight, and both sides are surrounded by waters, which is an
abnormally prominent value for coastal waters.

Therefore, based on the above feature, we propose a multidi-
rectional one-dimensional scanning method. The method scans
both sides of the coastline at the control points on the coastline,
so as to obtain the representation vectors that can represent the
relationship between land, wharf, and water area.

1) Control Points Selection: First, sampling the entire coast-
line with an appropriate step size to obtain multiple control
points. As shown in Fig. 2, the red points represent the selected
control points.

2) Scanning Directions Calculation: After the control points
are obtained, the scanning directions of each control point are
calculated in this step. Due to the complex coastal situation and
the tortuous coastline, if the scanning directions of all control
points are fixed and same, it will inevitably cause regional
omission. Therefore, to achieve a comprehensive and exhaus-
tive scanning of the coastal region, for each control point, the
scanning directions are adaptively selected. First, calculate the
tangent direction along the coastline as the reference direction
of the current control point as

k0m =
y(Nm+Δ) − y(Nm−Δ)

x(Nm+Δ) − x(Nm−Δ)
(3)

where k0m is the reference direction of the mth con-
trol point. Nm is the position number of the mth con-
trol point on the coastline chain code, Nm = (m− 1) · step,
m = 1, 2, . . . ,M . M expresses the number of control points.
M = �length(coastline)/step�. Δ is the variation of the posi-
tion. xi, yi represent the horizontal and vertical coordinates of
the position i on the coastline chain code, respectively.

Then, based on the reference direction, the scanning direc-
tion of the current control point is calculated according to the

Fig. 3. Geometric model for parameter selection.

formula (4), so the slope of each scanning line is obtained.

Δknm = tan

[(
π

N + 1

)
· n

]
(4)

where n = 1, 2, . . . , N . N represents the number of scanning
directions of each control point. Δknm expresses the slope incre-
ment of the nth scanning direction of the mth control point

3) Representation Vector Acquisition: Then, use the point-
slope formula (5) to obtain the scanning linear equation. After
that, as shown in Fig. 2, we take each control point as center,
the calculated straight line as the scanning direction, and l
as the length of each scanning, extend from land side to sea
side, the scanning length on both sides of the sea and land is l/2
m. Then by sequentially recording all the pixels passed in this
process, a representation vector along the scanning direction can
be obtained

y − yNm
=

k0m +Δknm
1− k0m ·Δknm

(x− xNm
). (5)

The lengths of the obtained representation vectors are differ-
ent because the scanning direction is not vertical or horizontal.
We use zero padding and truncation to unify the length of all
vectors as L. When the length of the obtained vector is less than
L, zero padding is performed at the tail, and if it exceeds L, take
the first L pixel values as the vector.

4) Parameters Selection: The selection of the sampling dis-
tance step, the number of scanning directions N , and the length
of each scanning l does have an impact on the final performance
of the proposed method. It is very important to select appropriate
parameters. Inappropriate parameters selection will result in
regional omissions or calculation redundancy.

We establish a geometric model to analyze the selection of
these three parameters, as shown in Fig. 3. Here, in a local area,
the coastline can be approximated as a straight line, which is
represented by the blue line in the figure. The red dots represent
the control points. The yellow lines represent multiple scanning
directions. h expresses the length of wharf, θ depends on the
number of scanning directions N , θ= π

N+1 .
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Fig. 4. Two types of representation vectors. (a) Nonharbor region. (b) Rep-
resentation vector of nonharbor region. (c) Harbor region. (d) Representation
vector of harbor region.

As can be seen from the Fig. 3, to ensure that at least one
scanning direction can pass through the wharf, as long as the se-
lected sampling distance step satisfies the formula (6), effective
harbor detection result can be achieved

step ≤ min

(
h

tan θ
, cos θ · l

2

)
. (6)

In practice, the wharf length generally ranges from 250 to
2000 m. In order to ensure that the wharfs of all lengths can be
scanned, we take h = 250 m in this article.

5) Motivation:
Reason a) Representation vectors can effectively charac-

terize the existence of the harbor features : The motive of the
multidirectional one-dimensional scanning method is that, as the
basic facilities in the harbors, the wharfs and breakwaters show
as abnormal values in the waters. The one-dimensional vector
obtained by the multidirectional one-dimensional scanning con-
tains the distribution of land, harbor, and water area, which can
effectively represent the existence of harbor features. As shown
in Fig. 4, Fig. 4(b) and (d) corresponds to the pixel values, where
the yellow line passes in Fig. 4(a) and (c), respectively. It can be
seen from Fig. 4(c) and (d) that when the control point is located
in the harbor area, the values corresponding to the wharf are
abnormal compared with the water area, showing a peak value.
Otherwise, in Fig. 4(a) and (b), the pixel values in the waters are
basically stable. Therefore, we can use this difference to identify
the harbors.

Reason b) Fully cover both sides of coastline: The complex
coastal terrain and the tortuous coastline both result in the
irregular external contour of harbors, if only one direction is
scanned, the whole area around the coastline cannot be fully
covered, so the target will inevitably be missed. As shown in
Fig. 2, the yellow lines in the figure represent the scanning
directions. By scanning in multiple directions, the buffer areas
on both sides of the coastline can be covered, and most docks
can be correctly scanned without omission.

Fig. 5. Four types of sea-land segmentation results. (a) Accurate segmentation.
(b) Part of wharfs is within the coastline. (c) Part of the land is out of the coastline.
(d) Whole wharfs are within the coastline.

Reason c) Low computational complexity: Multidirec-
tional one-dimensional scanning transforms the harbor detection
problem from the original two-dimensional image space to
the one-dimensional space by discretizing the coastline chain
code and defining multiple scanning directions, which has low
computational complexity. In the experimental part, the compu-
tational complexity is analyzed in detail.

Reason d) Low dependence on sea-land segmentation:
Through the scanning operation proposed in this article, taking
the control points as the center and extending the scanning
direction on both sides, we can avoid the influence of sea-land
segmentation accuracy on detection performance. Since the
sea-land segmentation is greatly affected by the environment, the
topography of the inshore area is complex, and it is also affected
by waters’ fluctuation [42], [43], the segmentation results are
unstable and inaccurate. As shown in Fig. 5, there are four types
of sea and land segmentation. Fig. 5(a) is the case of accurate
segmentation, in which land and water are separated correctly
and completely, and Fig. 5(b)–(d) are the cases of inaccurate
segmentation. It can be seen from Fig. 5 that even if the obtained
coastline is inaccurate, the representation vectors representing
the distribution of wharf, land, and sea can still be obtained by
this method.

C. Harbor Representation Vectors Identification

After obtaining the representation vector of M control points
along the scanning directions, we design a discriminator to
identify the existence of the wharf feature in the representation
vector. The discriminator classifies each representation vector
as a harbor representation vector or a nonharbor representation
vector.

A one-dimensional CNN is proposed to identify the existence
of harbor features. CNN is a kind of feed-forward depth neu-
ral network with depth structure and convolution calculation.
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Fig. 6. Structure of one-dimensional convolutional neural network.

This method is suitable for extracting structural features from in-
put data and capturing local correlations. It has powerful feature
representation capability and can be effectively applied to the
classification and recognition of SAR data. The structure of the
network is shown in Fig. 6. The one-dimensional convolutional
neural network is composed of three convolutional layers, three
pooling layers, and one fully connected layer. The input is
representation vectors, and the output is the final classification
decision with high confidence.

By minimizing the classification loss function, the whole
network model can automatically extract the features of the
representation vectors and classify them in an end-to-end man-
ner. We use cross-entropy to define our loss function, which is
defined as (7)

L = −
C∑
i=1

yi log(pi) (7)

where yi represents the class label, C is the number of classes,
pi represents the posterior probabilities for each class.

Therefore, the representation vector obtained by multidi-
rectional one-dimensional scanning is input into the one-
dimensional CNN, and the identification result of whether it is a
harbor representation vector is obtained. The identification result
of the representation vector can reflect whether the control point
to which it belongs is located in a harbor area or a nonharbor
area. This means that if the representation vector of a control
point is classified as a harbor representation vector, we consider
the control point is a candidate harbor feature point, otherwise,
the control point is definitely a nonharbor feature point. After

traversing all the representation vectors, according to the identi-
fication results, theM control points can be classified into harbor
feature points and nonharbor feature points, so a harbor feature
points map can be obtained.

D. Harbor Feature Points Merging

In this part, we perform points merging based on the harbor
feature points map obtained in the previous step. These harbor
feature points are distributed sparsely or densely along the
coastline. The region where the points appear densely is the
possible harbor location, while the outliers are false alarms and
misjudgments. By points merging, the adjacent points in space
are merged into a cluster. Therefore, the final harbor locations
can be obtained according to the regional scope of different
clusters.

Based on the above considerations, we have three require-
ments for the merging algorithm. First of all, it can realize
points merging based on density. Second, it can automatically
determine the number of clusters. Last, be insensitive to outliers.
Therefore, we choose the method of density-based spatial clus-
tering of applications with noise (DBSCAN) [55] as the merging
method. This is a classical clustering algorithm, and its key idea
is to separate the parts with higher density from the parts with
lower density. In this way, the points in the high density region
are classified into one class, and the points in the low density area
are regarded as noises. At the same time, this algorithm does not
need to set the number of clusters, and can avoid the influence
of noises on the performance of the clustering. Therefore, the
algorithm is very suitable for solving the problems in this article.

The basic steps of the algorithm are as follows: First, set the
density threshold MinPts and search radius Eps, then, select a
random point from the dataset D, take the point as the start
point to search for points according to MinPts and Eps, and
classify the points that meet the requirements into classes with
similar density. Finally, the algorithm ends until all points are
classified, and no new classes are generated. The input is the
location coordinates of all harbor feature points, and the output
is the set of points divided into multiple clusters. The detailed
algorithm steps are shown in Table I.

So far, the proposed harbor detection method has been de-
scribed. Next, we analyze the time complexity of the proposed
method.

E. Time Complexity Analyses

In this part, the calculation amount of harbor detection method
based on multidirectional one-dimensional scanning is analyzed.
The time complexity mainly depends on the following four
aspects.

1) OTSU:Suppose that the image gray level is divided into L
levels and the total number of pixels in the input SAR image is
N . The whole OTSU algorithm calculates the interclass variance
for L time, the calculation of each interclass variance is mainly
in

∑t
i=1 i · pi and

∑t
i=1 pi, the time complexity of these two

things is L ·N in total, therefore, the total time complexity of
OTSU is L2 ·N , where L � 256. As a result, the total time
complexity is linear O(N).
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TABLE I
ALGORITHM FLOW OF HARBORS FEATURE POINTS CLUSTERING

2) Multidirectional One-Dimensional Scanning:In this part,
the time complexity is mainly in the calculation of reference
directions and scanning directions, assuming that the original
number of pixels in the SAR image is N , Considering the
worst case, all the points in the image are the control points
selected along the coastline, which requiresN times calculations
of reference directions and scanning directions. So the time
complexity is O(N). However, in general, the proportion of
coastline in an image is very low, and the selection of control
points is obtained by the discrete sampling of coastline, which
means that the calculation times are far less than N .

3) One-Dimensional Convolutional Neural Network:The time
complexity of CNN is mainly determined by the convolutional
layers and the full connection layers, the time complexity of a
single convolution layer is O(L ·K · Cin · Cout), L represents
the length of the output eigenvector of each convolution kernel,
the length of each convolution kernel is K, the number of input
channels and output channels of each convolution layer is Cin

and Cout, respectively. The calculation of the fully connected
layer is equivalent to the inner product of the input feature map
and the weight matrix. Therefore, the complexities of those two
parts are constant, which means the whole time complexity of
this part is O(1).

4) Clustering:The time complexity of DBSCAN is
O(M ·K), M is the total number of points involved in clus-
tering, K is the number of times to traverse all points in Eps

neighborhood. In general, M � N , and in the worst case, M
is equal to N , which is the total number of pixels in the image.
For K, in this problem, instead of traversing all the points, the
search area can be narrowed according to the general scale of
harbors, so the time complexity is O(N).

Therefore, the total time complexity of this method has a
linear relation with the size of the input image, which can meet
the requirement of real-time processing.

III. EXPERIMENT AND ANALYSIS

In this section, the detection performance of the proposed
method is evaluated. First, experimental data and parameter
settings are introduced. Then, the harbor detection performance
of the proposed method is analyzed qualitatively and quanti-
tatively, meanwhile, we added three typical comparison meth-
ods. Finally, experiments under different sea-land segmentation
accuracy are carried out to analyze the impact of sea-land
segmentation on the proposed method.

A. Experimental Data and Parameter Setting

In this experiment, a total of 60 typical scenarios of SAR
images are involved, of which 35 are used to test the detection
performance of the proposed method, and the remaining 25 are
used for CNN training. Fig. 7 shows some of the images used
for CNN training. All the experimental data used in this article
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Fig. 7. Some SAR images used for CNN training.

TABLE II
RADAR PARAMETERS OF EXPERIMENTAL DATA

are SAR images from Sentinel-1 provided by European Space
Agency on Internet. The radar system parameters are shown in
Table II.

For the 35 scenarios used to test the harbor detection per-
formance, the pixel spacing is 10× 10 m, and about 540 km
of coastline are covered, a total of 67 harbors are included.
The data are available on [56] to ensure the reproducibility and
replicability of this research [57].

Due to different natural conditions, functions, and uses, we
usually face different forms of harbors, which will greatly affect
the performance of harbor detection methods. In order to fully
verify the detection performance of the proposed method under
different harbor conditions, the selected 35 scenarios cover as
many harbors of various scales, types, and forms as possible,
such as F-shaped, T-shaped, dense harbors, sparse harbors, large,
medium, and small, etc. We extract four port characteristics to
evaluate the selected 35 scenes, including coastline condition,
harbor scale, wharf straightness, and wharf direction consis-
tency. Taking three representative scenes as examples, As shown
in Figs. 8(a), 9(a), and 10(a), the four characteristics of the
selected scenes are summarized in Table III. In Scenario 1, the
coastline is tortuous. The wharfs are straight, and the directions
of the wharfs in the same harbor are roughly parallel, that is, the
wharf straightness and directional consistency are quite good.
While in Scenario 2, the coastline is relatively flat, but the shape
of the wharfs is irregular, and some wharfs are curved, that
is, the wharfs have poor straightness, and also the wharfs are
arranged in disorder, and the directional consistency is poor.

In Scenario 3, the coastline is flat, so the wharf straightness and
direction consistency are better than Scenario 1 and Scenario
2. Moreover, the three scenarios are also different in harbors
scales. In Scenario 1 and Scenario 2, there are mainly large
and medium-sized wharfs, while Scenario 3 contains a large
F-shaped wharf and two small T-shaped wharfs.

About the parameter setting, the parameters of the multi-
directional one-dimensional scanning are set as follows. The
variation of the positionΔ = 10, the sampling interval of control
points step = 20, the number of scanning directions of each
control point N = 3, the length of each scanning l = 3000 m,
the unified length of the vertors L = 400.

In the part of CNN training, the proposed multidirectional
one-dimensional scanning method is performed to select a total
of 2472 representation vectors and manually labeled from 25
scenes, including 1236 harbor representation vectors and 1236
nonharbor representation vectors. The input size of the network
is fixed at 1× 400, and the output is the identification results
of two categories. All convolution filters in the network are
initialized to Gaussian random values with a mean value of 0 and
a standard deviation of 0.01, and the bias is initialized to a value
of 0.1. 20 samples from the training set are randomly selected
as the input of the network in each iteration. The learning rate
is 0.001.

B. Detection Performance

The detection performance of the proposed method is eval-
uated based on 35 harbor SAR images and compared with
three representative comparison methods. The three comparison
methods are the method based on parallel curve characteristics
in [37], the method based on jetty characteristics in [27], and the
method based on CFAR [58].

The harbor detection results of selected three typical scenarios
are shown in Figs. 8–10. Figs. 8(a), 9(a), and 10(a) are the
original scenes. Figs. 8(b), 9(b), and 10(b) are the coastline ex-
traction results. Figs. 8(c), 9(c), and 10(c) are the processes of the
proposed multidirectional one-dimensional scanning method.
Figs. 8(d), 9(d), and 10(d) are harbors feature points maps.



WANG et al.: MULTIDIRECTIONAL ONE-DIMENSIONAL SCANNING METHOD FOR HARBOR DETECTION FROM SAR IMAGES 10011

Fig. 8. Experimental results of Scenario 1. (a) Original image. (b) Coastline extraction result. (c) Multidirectional one-dimensional scanning. (d) Feature points
map. (e) Harbor detection result of proposed method. (f) Harbor detection result of [37]. (g) Harbor detection result of [27]. (h) Harbor detection result of CFAR.

TABLE III
ANALYSIS AND COMPARISON OF HARBORS FORMS

The final harbor detection results of the proposed method,
the methods in [37] and [27] method, and the CFAR method
are, respectively, shown in Fig. 8(e), Fig. 9(e), Fig. 10(e); and
Fig. 8(f), Fig. 9(f), Fig. 10(f); and Fig. 8(g), Fig. 9(g), Fig. 10(g);
and Fig. 8(h), Fig. 9(h), Fig. 10(h). Among them, the blue line
represents the extracted coastline. Red asterisks represent con-
trol points. Yellow straight lines represent scanning directions.
Yellow asterisks represent harbor feature points, red triangles
represent missed detection, and red circles are false alarms. The
correctly detected harbors is marked with a green rectangle, the
false alarms are marked with a red rectangle, and the missed
detections are marked with a yellow rectangle.

It can be seen that the three comparison harbor detection
methods have different degrees of missed detection and false
alarms in the final detection results. In contrast, the proposed
method shows promising detection results. It can be seen from
Fig. 8(d), Fig. 9(d), Fig. 10(d) and Fig. 8(e), Fig. 9(e), Fig. 10(e)

that although there are false alarms and missed detections in
the feature points maps after identification, this error can be
eliminated in the clustering based on the density difference
between feature points, which manifests the effectiveness of our
method on harbor detection.

In addition, we introduce four indicators to quantitatively
evaluate the detection performance of the proposed method and
the three comparison methods. As shown in Table IV, Ncd is the
number of correct detection, Nfa is the number of false alarms,
Nmd is the number of missed detection. The figure of merit
(FoM) [59] is used to evaluate the detection performance. It is
the ratio of the number of correctly detected ships to the sum
of real ships and false alarms. FoM is defined as the following
formula:

FoM =
Ncd

Nfa +Ngt
(8)
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Fig. 9. Experimental results of Scenario 2. (a) Original image. (b) Coastline extraction result. (c) Multidirectional one-dimensional scanning. (d) Feature points
map. (e) Harbor detection result of proposed method. (f) Harbor detection result of [37]. (g) Harbor detection result of [27]. (h) Harbor detection result of CFAR.

TABLE IV
QUANTITATIVE RESULTS OF DIFFERENT DETECTION METHODS

whereNgt is the number of real targets in the images. The higher
the FoM value indicates the better the detection performance.

It can be seen from Table IV that the proposed method has
obvious advantages in the number of correct detection, false
alarm, missed detection, and FoM.

C. Impact of Sea-Land Segmentation on Our Method

In order to prove that the proposed harbor detection method is
less affected by the sea-land segmentation, we compare the har-
bor detection results under three different sea-land segmentation
accuracies.

Generally speaking, due to the particularity of the locations of
harbors, the results of sea-land segmentation have a great impact
on harbor detection. In this article, this dependence is reduced by

TABLE V
QUANTITATIVE ANALYSIS OF COASTLINE EXTRACTION

the proposed multidirection one-dimensional scanning method.
Experimental results verify its effectiveness, We design three
degrees of sea-land segmentation: Fine, general, and coarse by
changing the preprocessing operation. As shown in Table V,
the accuracy rate and harmonic average are used to evaluate the
precision of sea-land segmentation.

The accuracy rate represents the proportion of the total num-
ber of correctly predicted samples to the total number of all
samples in the segmentation result, and its definition is shown
as follows:

A =
TP + TN

M ∗N (9)

where M and N are the size of the image, TP is the total
number of land samples which are predicted as land samples.
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Fig. 10. Experimental results of Scenario 3. (a) Original image. (b) Coastline extraction result. (c) Multidirectional one-dimensional scanning. (d) Feature points
map. (e) Harbor detection result of proposed method. (f) Harbor detection result of [37]. (g) Harbor detection result of [27]. (h) Harbor detection result of CFAR.

The total number of samples classified as marine samples, which
are actually marine samples, is recorded as TN .

Combining the precision rate and recall rate to comprehen-
sively evaluate the results, the harmonic averageFβ − score take
both of them into consideration, which can be regarded as a
weighted average of the two, and its definition is as

Fβ = (1 + β2)
P ·R

(β2 · P ) +R
(10)

where β adjusts the proportion of precision rate and recall rate in
Fβ − score. For sea-land segmentatio, accuracy rate and recall
rate are equally important, so here β is taken as 1, which is
denoted as F1 − score, as follows:

F1 =
2P ·R
P +R

=
2TP

2TP + FP + FN
(11)

where the total number of samples predicted as sea samples,
which is actually land samples, is recorded as FP , FN is the
total number of sea samples which are predicted as land samples.

Fig. 11(a), (d), and (g) corresponds to the sea-land segmen-
tation results in the three cases, respectively. It can be seen that
Fig. 11(a) is the case of fine segmentation, and the extracted
coastline almost completely overlaps with the ground truth. In
Fig. 11(d), the sea-land segmentation result in some harbors
areas is dissatisfactory. The extracted coastline passes through
the wharfs and divides the wharfs into two parts. In Fig. 11(g),
in addition to the same misclassification as in Fig. 11(d), part
of the land area is misclassified as the sea area. Fig. 11(b), (e),

and (h) are the harbors feature points maps after the identifi-
cation by CNN. Fig. 11(c), (f), and (i) are the final detection
results of harbors. It can be seen that under the three sea-land
segmentation conditions, even if the coastline is not accurate, the
multidirectional one-dimensional scanning solution proposed in
this article can still overcome this drawback and realize effective
harbor detection.

IV. CONCLUSION

In this article, a multidirection and one-dimensional scanning
method is proposed for harbor detection from SAR images.
The representation vectors are used to represent the distribution
information of the land, wharfs, and water. And the harbors
feature points are obtained by the identification of representation
vectors, then the locations of harbors is obtained by the clustering
of harbors feature points. It is effective for harbor detection of
various scales and shapes, and has low computational complex-
ity. Experiments are carried out on the spaceborne SAR images
from Sentinel-1. The experimental results show the effectiveness
of this method.

In the future, we will make further research on our proposed
method. First, study some new methods and ideas to improve the
harbor detection performance and efficiency. Many innovative
methods are worthy of attention [47], [51], [52]. Second, we
intend to use the proposed method to solve the problem of
inshore ship detection in SAR images, so as to study its potential
in this research direction.
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Fig. 11. Experimental results of three sea-land segmentation cases. (a) Coastline extraction result of case 1. (b) Feature points map of case 1. (c) Harbor detection
result of case 1. (d) Coastline extraction result of case 2. (e) Feature points map of case 2. (f) Harbor detection result of case 2. (g) Coastline extraction result of
case 3. (h) Feature points map of case 3. (i) Harbor detection result of case 3.
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