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Diagnostic Analysis on Change Vector Analysis
Methods for LCCD Using Remote Sensing Images

Lv ZhiYong
Nicola Falco

Abstract—Change vector analysis (CVA) is a simple yet attractive
method to detect changes with remote sensing images. Since its
first introduction in 1980, CVA has received increased attention
from the remote sensing community, leading to the definition of
several new methodologies based on the CVAs concept while ex-
tending its applicability. In this article, we provide an extensive
review of CVA-based approaches in the context of land-cover
change detection (LCCD). We first reviewed the development of
the CVA-based LCCD method with remote sensing images, and
some classical-related methods were discussed. Then, we analyze
and compare the performance of five selected methods. The analysis
was carried out on seven real datasets acquired by different sen-
sors and platforms (e.g., Landsat, Quick Bird, and airborne) and
spatial resolutions (from 0.5 to 30 m/pixel), with scenes from both
urban and natural landscapes. The analysis shows several findings,
which include that the performance of CVA-based approaches is,
in general, resolution dependent, and the detection accuracies of
a specific method vary with different input datasets, for example,
when applying the classical CVA to the datasets with a resolution
from 0.5 to 30 m/pixel, the accuracy of false alarm (FA) ranges
from 2.26% to 23.22%. Furthermore, the diagnoses also remind
that the detection accuracies for a specific method varied with
the size of the area being considered for a given dataset, such as
when applying deep CVA (DCVA) to the image with 200 X 200 to
1600 X 1600 size of the Landsat dataset, the FA of DCVA reduced
from 11.8 % to 1.0 % . Moreover, comparing the detection accuracies
of different methods implies that the content of an image scene still
plays an important role when disregarding the unique preferences
of different methods.
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1. INTRODUCTION

sensing technology for Earth observation has enabled new
capabilities in characterizing and monitoring natural phenomena
and human activities from local to global scale. The ability to
acquire multitemporal and time-series remote sensing images
allows us to capture and model spatial-temporal dynamics cov-
ering the Earth’s surface. These remote sensing images used for
observing the Earth’s surface usually referred as hyperspectral
images [2], [3], very high resolution images [4], and low-median
resolution images [5].

Change detection analysis is a particular procedure that aims
to identify occurred changes within an area under investigation.
This procedure requires algorithms able to analyze multitempo-
ral acquisitions and extract meaningful information related to the
occurred changes. Change detection analysis is one of the main
research subjects in remote sensing and represents an important
task in practical applications [4], [6]. One of these application
is the detection of changes in land covers [land-cover change
detection (LCCD)], such as changes due to landslides [7], [8],
changes in urban areas and building structure [9]-[11], and envi-
ronmental protection [12]. Several change detection approaches
have been proposed in the literature but change vector analysis
(CVA) [13] represents one of the most widely used techniques
to solve the change detection task across scenarios and datasets.
Because of its simple mathematical definition, several method-
ologies have been developed around the CVA concept. In this
article, we provide an overview of the CVA-based methods
that are currently available in the literature and used for LCCD
applications. Then, we give a comprehensive diagnosis on the
performance of six selected methods with different datasets.
These methods include the classical CVA [13], the CVA coupled
with Markov random field (CVA_MRF) [14], the CVA inte-
grated with the spectral angle mapper (CVA_SAM) [15], robust
CVA (RCVA) [16], deep CVA (DCVA) [1], and tritemporal
logic-verified CVA (TLCVA) [17], which are widely used for
LCCD with remote sensing images. More details about these
methods will be presented in the following sections.

T HE continuous development and improvement of remote

II. OVERVIEW OF CVA-BASED METHODS

The classical CVA was first briefly defined by Malila in [13]
and applied it to detect forest changes with Landsat images. Due
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TABLE I
BRIEF SUMMARY OF CVA-BASED LCCD APPROACHES WITH REMOTE SENSING IMAGES

Concentration Characteristics

Referred Literature

Studies that use the classic CVA to solve

Application the change detection task in specific scenarios

1.Forest changes [13], [36]-[41];

2.Vegetation change [42]-[48];

3.land cover change of drought indices [47]-[49];

4.Change detection of ecosystem [50]-[54];

5.Land cover change motioning in forest and ecosystem [38], [51], [55]-[58];
6.Refereed water change [59], [60];

7.Urban growing motoring [61];

8.Fire risk assessment [62];

9.Apply CVA on multi-features [63];

10.Apply CVA on Hyperspectral images [26], [64], [65];

11.Apply CVA on SAR images [66], [67] and Lidar [68];

Studies that integrate or extend the

Algorithm standard CVA to improve the detection performance

1.CVA-based tool [18], [69];

2.Extended CVA to multi-temporal space [24], [43], [61], [70]-[72];
3.Cosine CVA [73];

4 Median CVA [74];

5.CVA in polar domain [39], [75], [76];

6.Fusion based on pixel-level CVA and multivariate regression [77];
7.Land cover change category [38], [78]-[80];

8.0bject-level CVA [25], [29]-[32];

9.CVA based on distance and similarity measures [81];

10.CVA in posterior probability space [82]-[84];

11.Adaptive CVA [33], [34];

12.CVA and deep learning techniques [1], [17], [85], [86];
13.Robust CVA [16];

14.Spectral angle mapper and CVA [15], [64];

15.Compressed CVA [35], [87];

16.Fuzzy CVA [88];

17.Multivariate CVA [40];

to the better performance and easily to be applied in practice,
CVA has been widely used in detecting land cover change with
remote sensing images in many aspects. Lambin ef al. applied
CVA in a multitemporal space with local area coverage imagery
obtained by the NOAA-9 and NOAA-11 orbiting platforms.
That study clearly reveals the nature and magnitude of the land
cover change in the region of West Africa [18]. Consequently,
Labmin et al. [19] also applied CVA to three remote sensing
indicators (vegetation index, surface temperature, and spatial
structure) to capture and categorize subtle forms of land cover
changes with the NOAA-9 and NOAA-11 datasets. As well as
Bayarjargal et al. [20] built three drought indices (normalized
difference vegetation index, standardized vegetation index,
and vegetation condition index) to compare the spatial
occurrences of droughts using CVA with NOAA images.

Allen et al. [21] applied spherical statistics to CVA to detect
the change of fir forests in Southern Appalachian, this study
demonstrated the ability of CVA in multiple biophysical
dimensions to differentiate forest disturbance and regeneration
trends. Siwe et al. used CVA to categories land cover change with
bitemporal series of Landsat images. Here, in order to present
an overview of the various application of CVA-based change
detection, a brief summary is presented in Table I. From these
applications, it can be found that, like any other change detection
techniques, CVA-based LCCD approaches also requires two
primiparity dataset processing, image to image geometric
registration and radiometric normalization [22]. Moreover,
CVA is widely applied, but one of its intractable tasks is the
determination of a binary threshold to acquire the detection
map [23].
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Apart from the application extensions of CVA methods, CVA-
based LCCD algorithms have also been extended in many ways
from the viewpoint of methodology. For example, the classical
CVA has been extended to multitemporal spaces in order to
deal with the challenge of standard CVA on calculating change
magnitude (CM) and direction in a high-dimensional feature
space [24] and multidimensional CVA has been developed
successfully for LCCD with remote sensing images [25]. One
obvious difference between these extended CVA approaches and
the classical CVA lies in the processing ability of feature bands.
To apply CVA on hyperspectral images, Liu ef al. defined a
sequential spectral CVA (S2C'V A), which is based on a com-
pressed change representation in a 2-D polar domain and defined
by two change variables (magnitude and direction) for detecting
change in hyperspectral images [26], [27], the advantage of
S2CV A lies in that it can be applied in hyperspectral images
and to detect a large number of major and subtle changes.
Instead of using spectral bands directly as in the classical CVA,
Junior et al. [28] suggested to estimate the CM by a distance
measurement and measure the change direction by a similarity
approach based on the spectral angle mapper (SAM) and spectral
correction similarity, respectively. The main advantage of the
approach in [28] lies in that it generates a single image of change
information insensitive to illumination variation. Another re-
lated approach to the one proposed in [28] is by Zhuang et al.
[15] who promoted two strategies, called hybrid feature vector
and autoadapted fusion strategy, to combine SAM and CVA at
the original feature level to improve detection accuracies. In
addition, the processing unit of CVA has been extended from
pixel to object for further smoothening salt-and-pepper noise in
the detection map while using remote sensing images with a very
high spatial resolution [29]—[31]. Self-adaptive weight CVA has
also been adopted in some studies to cover the various shapes of
ground targets [32], [33]. Overall, the classical CVA has been
extended in many ways for LCCD with remote sensing images,
such as robust CVA (RCVA) [16], which developed to account
for pixel neighborhood effects, multiscale CVA [34], and an
improved CVA named TLCVA [17] that can identify the errors of
CVA through logical reasoning and judgment with an additional
temporal image assistance. Recently, deep learning has been
integrated with CVA for LCCD with remote sensing images,
such as a context-sensitive framework called DCVA was devel-
oped for exploiting convolutional neural network features [1].
Markov random field was suggested to couple with CVA
(MRF_CVA) to utilize the contextual information and acquire a
better detection performance [14]. To present an overview of the
extension of the classical CVA and the referred practical appli-
cations, we summarized the various studies in Table I according
the various applications in which CVA was used as well as its
further extension/integration within new methodologies.

The summary in Table I indicates that CVA has been success-
fully applied in different scenarios and for different targets. At
the same time, there is an active on-going research in defining
new methods that extend or integrated the CVA concept. Several
studies [5], [83]-[86] can be found that focus on reviewing
LCCD techniques, indicating the development of CVA-based
change detection techniques as an important branch of LCCD
with remote sensing images. However, there are no studies that

10201

focus on the CVA-based methods specifically. To the best of our
knowledge, this would be the first study focused on CVA and its
various developments.

In this article, we first review and summarize the charac-
teristics of CVA-based LCCD methods. Then, we implement
some selected and widely used CVA-based LCCD methods
on six different datasets to investigate the performance and
adaptability of each technique on different datasets. This article
aims to investigate some typical CVA-based change detection
techniques quantitatively and test the adaptability of the CVA-
based approach for different images. This objective and quanti-
tative investigation of these typical methods may be helpful for
promoting the development of CVA-based LCCD methods and
extending their applications.

III. CVA-BASED CHANGE DETECTION

According to the concept of classical CVA mentioned in [13],
for the bitemporal pairs of spectral measurements, CVA-based
methods usually provide two outputs: magnitude and phase. The
magnitude provides a measure of how much it changed, a binary
map can be obtained by applying a threshold, several methods
can be used to perform the thresholding [66], [87]. In addition,
someone can actually perform ROC curves to identify the best
point that minimize false/predicted alarms [88]. In addition, the
phase refers to the angle of change, the angle between the vector
and horizontal level is defined as the direction to illustrate the
different types of change. The calculation of the CM and the
phase or change direction (6) is presented as follows:

i=N,j=B
CM=,| > (Dif - D5 )
i=1,5=1
0 = arccos | —

i=N,j=B
c,r
‘B 2 : Di,j
i=1,5=1

i=N,j=B

>, (D =Dy @

i=1,j=1

/

where CM is the change magnitude between the multitemporal
images. N and B denote the total number of images and spectral
bands, respectively. D;; is the pixel values in band j for date
i at a position (c, r) located by c-column and r-row. From the
aforementioned discussion, it can be seen that the realization of
the CVA-based approach relies on entirely contiguous pixels and
the spectral bands of the bitemporal images. The size of change
vector between the bitemporal images indicates CM image.
Moreover, due to the different ground targets have different
spectral reflectance at each band, CVA can obtain the change
information among different classes by analyzing the CM of
angle. Therefore, the advantage of CVA lies in avoiding the loss
of spectral information for each band.
The characteristics of the CVA-based LCCD approach can be
briefly summarized as follows:
1) detecting change based on CVA can be defined as a radio-
metric technique, and these methods based on CVA can
quantify the CM and illustrate the change types [18], [22];
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2) CVA-based LCCD method can deal with bitemporal im-
ages with the same number of spectral bands [57], [83];

3) as well as other LCCD methods, CVA-based LCCD
method can capture the change information over multiple
intervals through observing the spatial-temporal trajec-
tory with multitemporal images [22].

However, CVA-based LCCD methods also have several draw-

backs that limit their practical application.

1) Due to CVA-based LCCD methods is a digital pro-
cessing technique that measure the spectral radiometric
change, the calculation of CVA-based LCCD methods
require accurate coregistration and spectral co-correction
for measuring CM between bitemporal or multitemporal
images [66].

2) An image scene usually covers different ground objects;
different image scene will generate different change mag-
nitude image. Thus, it is difficult to cover all kinds of
change types using one single threshold [35], [89].

In the following section, we selected six typical and
widely used methods, including the classical CVA [13],
CVA_MREF [14], CVA_SAM [15], RCVA [16], DCVA [1], and
TLCVA [17], for comprehensive diagnosis and analysis. Details
of the analysis are presented in the experimental section.

IV. MATERIALS AND METHODS

In this section, to present a comprehensive diagnosis on the
CVA-based LCCD methods, we designed two experiments to
achieve the following objectives.

1) To investigate the performance and adaptability of the six
selected CVA-based LCCD methods, we design the first
experiment based on six datasets acquired by different
platforms at different resolutions.

2) The second experiment aims to test the relationship be-
tween the detection accuracies and input image size for a
given dataset and a specific method.

Notably, the effect from the following aspects in the two

experiments is neglected.

1) The various influences of the different scenes on the
detection accuracies of a given algorithm is neglected.

2) Thedifferent separability degrees between the background
and detecting targets of different datasets are ignored for
a specific algorithm.

3) Different imaging conditions may affect the observations
for different platforms and sensors, and this affection is
neglected in the following experiments.

On the basis of the two preassumptions, the adaptability
of the algorithm is investigated with the datasets of different
resolutions and land cover change types. The relationship be-
tween image size and detection accuracies for an algorithm is
achieved by increasing the size of an image scene. Details of the
experiments are presented in the following subsections.

A. Remote Sensing Datasets

For the first experiment, we selected six datasets [dataset-a,
..., dataset-f, shown in Fig. 1(a)—(f)] acquired from different
sensors including Landsat, Quick Bird, and airborne, and
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covering spatial resolution from 0.5 to 30 m/pixel. Moreover,
different change types are considered for the analysis, including
changes in vegetation, urban areas, land-use, and natural
phenomena such as landslides.

In the second experiment, apart from the dataset-c, another
dataset acquired by Landsat-5 satellite (shown in Fig. 2) is
adopted for investigating the relationship between image size
and detection accuracies. The images were acquired in July 2000
and July 2006, have a spatial resolution of 30-m/pixel resolution.
The scene depicts forest deformations in the Amazon forest in
Rondoénia, Brazil. The size of this study area is 2000 x 2000
pixels. The two datasets adopted in the second experiment are
resized into different image scenes, as shown in Fig. 3. The upper
left corner of each resized image block is fixed, and the length
and width of each resized image block are gradually increased
by 200 pixels for resizing the image into different image blocks.

B. CVA-Based Techniques

In the experiments, we choose six widely used unsupervised
LCCD methods to achieve the testing aims without the effect
from parameter setting. These methods are the most widely
used typical CVA [8], the CVA coupled with Markov random
field (CVA_MREF) [14], CVA integrated with spectral angle
mapper (CVA_SAM) [15], robust CVA (RCVA) [16], deep CVA
(DCVA) [1], and TLCVA [17]. When the CM images based
on the selected methods are obtained, the widely used binary
threshold method called Otsu [87] is used to obtain the binary
change detection map. In addition, three widely used evalua-
tion measurements are utilized for evaluation to quantitatively
analyze the detection accuracies of the selected methods [90].
The measurements are false alarm (FA), missed alarm (MA),
and total error (TE). Here, some abbreviations are defined as
follows for clearly demonstrating the meaning of the three mea-
surements: UC is the number of changed pixels in the detection
map that is unchanged in the ground reference, CU is the number
of unchanged pixels in the detection map that is changed in the
ground reference, TRC is the total number of changed pixels in
the ground reference, and TRU is the number of unchanged
pixels in the ground reference. Based on these assumptions,
these measurements can be defined as FA = % x 100%, MA
= =% % 100%, and TE = TlliLCJi(lelzjc x 100%, respectively. The
details of each experiment based on these measurements are
presented in the next section.

C. Results and Discussion

The results of the first experiments are presented in Tables II
—IV in terms of FA, MA, and TE, respectively. As shown in
Table 1II, the selected approaches are applied to Landsat images
with a 30-m/pixel resolution, and their detection accuracies are
better than 5.0% in terms of FA. However, the FA of each ap-
proach does not improve with the increase in image resolution, as
shown in Fig. 4. In addition, CVA_MREF [14], CVA_SAM [15],
and TLCVA [17] exhibit a horizontal trend with the increase in
resolution. All the methods show similar detection accuracies
for the FA measurement on a specific dataset. For example, in
terms of FA for the Data-f, their accuracies range from 14.91% to
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| Date-1: Aug. 2001

Date-2:Aug. 2002.

Location:LiaoNing, China

Resolution: 30 m/pixel

Ground Reference: 30296/129704 pixels

Date-1:Sep. 2016

Date-2: Mar. 2018
Location:HongKong, China
Resolution:15 m/pixel

Ground Reference: 35200/574080

Date-1:April 2008

Date-2:Feb. 2009
Location:TianJin, China
Resolution: 2.5 m/pixel

Jq Ground Reference:580835/2622766

Date-1:----

¥ Date-2:---

Location: SZTAKI Benchmark Datasets
Resolution: 1.5 m/pixel

Ground Reference:40137/1085763

Date-1:April 2007.

Date-2:Feb. 2009.

Location:JiNan, China

Resolution: 0.61 m/pixel

Ground Reference:601449/2961051

Date-1:April 2007

Date-2:July 2014

Location: HongKong, China
Resolution:0.5 m/pixel

Ground Reference:35066/677434

Fig. 1. Dataset and corresponding details for each of the areas and their reference maps (Ground reference denoted %, a is the number of changed pixels and b
is the number of unchanged pixels).

TABLE II
COMPARISONS AMONG DIFFERENT METHODS IN TERMS OF FA (%)
Dataset Resolution CVA [13] | CVA_MREF [14] | CVA_SAM [15] | RCVA [16] | DCVA [1] | TLCVA [17]
1 30 m/pixel 4.53 4.65 3.71 0.81 1.78 1.51
2 15 m/pixel 19.33 10.92 9.8 1.91 11.88 18.74
3 2.5 m/pixel 23.22 20.22 22.69 17.3 0.87 17.2
4 1.5 m/pixel 2.26 22.74 21.58 10.97 7.64 19.11
5 0.61 m/pixel 15.01 18.74 19.64 19.44 19.28 14.91
6 0.5 m/pixel 15.06 19.6 14.91 7.55 18.41 17.01
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Fig. 2. Landsat images of forest deformation. (a)—(c) Preevent image, postevent image, and the ground reference map, respectively.
TABLE III
COMPARISONS AMONG DIFFERENT METHODS IN TERMS OF MA (%)
Dataset Resolution CVA [13] | CVA_MREF [14] | CVA_SAM [15] | RCVA [16] | DCVA [1] | TLCVA [17]

1 30 m/pixel 10.16 39.47 37.34 60.03 50.34 19.83

2 15 m/pixel 32.07 35.6 40.85 61.07 87.02 38.31

3 2.5 m/pixel 25.78 27.86 24.51 29.94 73.17 28.31

4 1.5 m/pixel 37.44 2.14 5.04 7.598 43.21 2.69

5 0.61 m/pixel 44.01 40.44 48.28 48.62 17.76 44.24

6 0.5 m/pixel 18.53 15.94 27.89 37.54 31.1 17.32

TABLE IV
COMPARISONS AMONG DIFFERENT METHODS IN TERMS OF TE (%)
Dataset Resolution CVA [13] | CVA_MREF [14] | CVA_SAM [15] | RCVA [16] | DCVA [1] | TLCVA [17]

1 30 m/pixel 5.59 11.24 10.07 12.02 10.97 4.981

2 15 m/pixel 19.97 11.8 10.91 4.01 14.56 19.44

3 2.5 m/pixel 21.81 19.58 21.24 17.42 8.67 17.34

4 1.5 m/pixel 9.21 18.67 18.31 10.31 14.67 15.87

5 0.61 m/pixel 16.68 19.99 21.29 21.13 19.2 44.24

6 0.5 m/pixel 15.23 19.42 15.55 9.03 18.78 17.02
accuracies and dataset resolution presents a similar characteristic
in terms of TE for the selected approaches, as shown in the third

et row of Fig. 4.
The diagnosis on the results of the selected methods in the
first experiment demonstrates the following observations.

Size-2 1) High resolution does not mean high detection accuracies
for the problem of LCCD with remote sensing images. The
Size-3 detection accuracies in terms of FA, MA, and TE will not
______ increase with the increase in image resolution for a specific
method. Although the increment in the spatial resolution
of an image improves the visual performance and the
Size-n details of ground objects can be captured and described
clearly, the correlation among pixels is tighter than that
Fig.3. Demonstration the strategy of image resizes for the second experiment. of low-median resolution images and the mixed pixels

19.64%. Observing the MA of each approach for each dataset in
Table III clearly presents that each approach performs differently
for the Landsat dataset with 30 m/pixel. When the resolution of
the dataset is increased, the MA of each approach becomes better
and exhibits a stable trend. The relationship between detection

are increased. Therefore, the spectral homogeneity of an
object becomes low, the pixels constructing the object may
be difficult to be detected, and the salt-and-pepper noise
of the detection maps may be increased.

Although the detection accuracies of different methods
may vary with the distinct datasets, most of the meth-
ods pose similar detection accuracies for a particular

2)
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FA(%)
20-
15-
10-
5_
0_ '
CVA[13]  CVA_MRF[14] CVA_SAM[15]  RCVA[16]
MA(%)
x
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©
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> 50-
(&)
o
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< 0-
CVA[13]  CVA_MRF[14] CVA_SAM[15]  RCVA [16]
TE(%)
20-
15-
10-
5-
0-

Fig. 4.

CVA[13] CVA_MRF [14] CVA_SAM[15]  RCVA [16]

dataset, especially when the resolutions are 30, 0.61, and
0.5 m/pixel. This result may be due to that the nature of the
data plays a decisive role in the progress of change detec-
tion even if some methods may have a bias preference for
a specific dataset. The comprehensive diagnosis achieved
by comparative bars, as shown in Fig. 4, further verifies
the correctness of this perspective. The comparative bars
imply that different methods perform similar detection
accuracies for the same datasets, especially for FA on
Data-a, as shown in Fig. 4. The relationship between the
resolution and the detection accuracies in terms of MA
and TE are shown in Fig. 4 for further observation.

To investigate the relationship between detection accuracies
and input image size, the second experiment is performed on
Landsat images with a 30-m/resolution and Spot-5 images with
2.5 m/pixels to achieve this objective. From the image scene
in Fig. 2, it can be seen that the Landsat images depict forest
deformation, trees, and the felling district. Thus, it assumed that 2)
the influences from the different content of different input image
blocks are neglected in the comparisons and observation. Based
on the fact of assumption, diagnosing the relationship between
the size of the input image and detection accuracies for a specific
method shows the following observations.

1) Different methods have a different response to the size
of input images in terms of FA, MA, and FA. As shown
in the first row of Fig. 6, the detection accuracies of
DCVA [1] decrease with the increase in image size, and the
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DCVA [1] TLCVA [17]

Dataset

Data-A (30m/pixel)
Data-B (15m/pixel)
Data-C (2.5m/pixel)
Data-D (1.5m/pixel)
Data-E (0.61m/pixel)

-
L
=
I
L]

Data-F (0.5m/pixel)

DCVA [1] TLCVA [17]

TLCVA [17]

DCVA [1]

Relationship among detection accuracies, datasets with different resolutions, and different methods in terms of FA, MA, and TE.

accuracies reach the best performance when the image size
is 400 x 400 pixels. Then, when the image size is larger
than 400 x 400 pixels, MA and TE increase, and then, ex-
hibit a horizontal level. However, FA has no observational
pattern. Comparing the curve of DCVA [1] with those of
RCVA [16] and CVA_SAM [14] implies that the different
curve shapes indicate their distinct responses to the same
size of input image. The visual performance shown in
Fig. 5 well supported this observation. For example, when
observe the performance of the classical CVA [13] method
at the first column, it can be seen that the noise performed
on the result of Dataset-a is less than that of Dataset-f, that
may be caused by the difference of spatial resolution; and
when observe the performance at the first row, it can be
found that different methods presented different perfor-
mance on the same dataset, that is because the different
detection ability of different methods.

The methods demonstrate different responses to the same
sizes of input images for varying datasets. This is shown,
e.g., in the first rows of Figs. 6 and 7, where DCVA [1]
has different responses to the same size image scene from
the Landsat and Spot images. A similar conclusion can
be acquired while observing the response of RCVA [16]
and CVA_SAM [15] methods in Figs. 6 and 7. The visual
performance is presented in Figs. 8 and 9. From these
observations, despite the visual performance for a specific
method seems similar, while the size of the inputting
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CVA_MRF [14]  CVA_SAM][15] RCVA [16] DCVA [1] TLCVA [17]

Y

Fig. 5. Visual performance comparisons based on the six datasets with the selected approaches: CVA [13], CVA_MREF [14], CVA_SAM [15], RCVA [16],
DCVA [1], and TLCVA [17].

images is different, the quantitative detection accuracies of an image scene is varied, the detection accuracies will
are varied with the size of inputting images. That is also be different.

because the size of inputting images is different, and so 3) The optimal input size for a specific method differs for
the content of the image scene will be different. As the distinct datasets and different measurements. When the

robustness of each approach is limited, when the content size of the input images is 400 x 400 pixels, DCVA [1]
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Relationship between detention accuracies and image size for Landsat images with a 30-m/pixel resolution. The first, second, and third rows represent

Relationship between detention accuracies and image size for Spot-5 images with a 2.5-m/pixel resolution. The first, second, and third rows represent the
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Fig. 8.

reaches its best performance in terms of FA, MA, and TE
for the Landsat image in Fig. 6. However, CVA _SAM [15]
acquires its best performance in terms of FA and TE
when the size of the input images is 1000 x 1000 pixels,
and its MA meet its best performance when the size
of the input image is 200 x 200 pixels. The response
of DCVA [1], RCVA [16], and CVA_SAM [15] to the
Spot images further verifies this observation, as shown
in Fig. 7.

The results of the diagnosis on the selected CVA-based LCCD
methods by the two experiments indicate that the nature of the
considered remote sensing image plays an important role in
the progress of detecting land cover change while disregarding
the special characteristic of a specific method. Furthermore,
different methods have distinct optimal sizes of input images
to acquire the best detection performance. This finding may be
helpful for determining the size of input images when applying
a method to an image scene.

Ground reference map

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

RCVA [16] DCVA [1]

1

CVA_SAM][15]
= "

Visual performance for applying RCVA [16], DCVA [1], and CVA_SAM [15] on the different sizes of Landsat images.

V. CONCLUSION

In this article, we briefly reviewed the CVA-based LCCD
methods with remote sensing images, and then, some of the
widely used techniques, including the classical CVA [13],
CVA_MREF [14], CVA_SAM [15], RCVA [16], DCVA [1], and
TLCVA [17], were diagnosed with remote sensing images of
different resolutions. The main contribution of this article lies
in two aspects: First, it reviewed the CVA methods and the
CVA-based LCCD methods briefly, and provides an overview
of the CVA-based LCCD methods, this systematic induction
of the development of CVA may be helpful for peer researcher,
especially for the preliminary researcher. Second, we presented a
comprehensive discussion on the relationship between detection
accuracies and the size of input images. As far as we know, this
study is the first investigation on the relationship between the
input image size and detection accuracies for LCCD with remote
sensing images. This article may provide a general guidance in
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acquiring the best detection performance for practitioners who
apply CVA-based LCCD methods to a large area.

In addition, based on the analysis of the experiments with six
datasets, it can be concluded that there is no one CVA-based
method that can be labeled as “good” or “bad,” and the perfor-
mance of a method will be different when applying it on different
datasets. Thus, selecting a suitable CVA-based method referred
to the dataset, and the parameters’ setting for a specific dataset
should acquire by trial-and-error experiments.

Ground reference map

10209

RCVA [16]
N

DCVA [1] CVA_SAM [15]

LS

Visual performance for applying RCVA [16], DCVA [1], and CVA_SAM [15] on the different sizes of Spot-5 images.

Although we reviewed the CVA techniques systemically, and
several widely used CVA-based techniques for LCCD were
selected for analysis and discussion, additional diagnoses should
be further required for more comprehensive analysis when the
referred datasets are available. For example, if several pairs of
bitemporal images with different resolutions referring to the
same change scenes are available, then additional details of
detection results can be diagnosed, such as the noise spatial
distribution and its relationship with spatial resolution. In our
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future study, we will pay close attention to dataset collection
and explore additional comprehensive characteristics of many
CVA-based methods.
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