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Siamese Spectral Attention With Channel
Consistency for Hyperspectral Image Classification
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Abstract—Abundant spectral features are the precious wealth of
hyperspectral images (HSI). Nevertheless, well-designed spectral
feature is still a challenge that affects the performance of the
classifier, especially with insufficient number of training samples.
To make up the poor discriminability of spectral feature, double-
branch methods are proposed by fusing parallel spectral and
spatial branches. However, this structure does nothing to improve
the quality of spectral feature, which is regarded as the most valu-
able information for HSI information. In this article, we propose
a siamese spectral attention network with channel consistency
(SSACC) to focus on obtaining discriminative spectral features,
thus improving the generalization ability of the classifier. Two kinds
of HSI cubes with different patch sizes are generated as the input of
SSACC. The two cubes are divided into top and bottom branches
and then be fed into the siamese network to obtain the refined spec-
tral features. Then, self-attention is conducted to interacting with
each channel for the spectral features enhancement. Meanwhile,
two attention maps are obtained to display the spectral structures
of each branch. A channel consistency regularization is performed
on the two attention maps by enforcing the two branches to possess
similar spectral patterns when identifying the same centric pixel.
Extensive experiments conducted on the three HSI datasets verify
the superiority of the obtained spectral feature. Furthermore,
the proposed method applying convolution only on the spectral
domain outperforms the state-of-the-art double-branch methods
which integrate the spectral and spatial features simultaneously.

Index Terms—Channel consistency, double-branch,
hyperspectral image (HSI) classification, spectral siamese.

I. INTRODUCTION

A S a special remote sensing, hyperspectral image (HSI)
integrates the unique advantages of spectrograph and

optical cameras, owning high-resolution spectral signature and
large-scale spatial information. The task of HSI classification is
to assign a specific land-cover label to each hyperspectral pixel.
By analyzing the spectral signature and spatial information,
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HSI classification possesses powerful discriminability on
observation objects with wide application in earth observation
tasks, such as agriculture estimation [1], atmospheric
environment forecast [2], water quality monitoring [3], ocean
species identification [4], and urban development [5]. However,
due to the well-known Hughes phenomenon and the curse of
dimensionality [6], the exploitation of redundantly continuous
spectral and spatial information remains a hot yet challenging
topic in remote sensing field [7], [8].

Conventionally, HSI is described as a 3-D cube data, involving
1-D spectral signatures and 2-D spatial information [9]. Ac-
cording to the type of information utilized, HSI classification
can be roughly categorized into spectral-based methods and
spectral–spatial-based methods. HSI contains abundant spectral
signatures owing to its hundreds of narrow contiguous wave-
length bands. Each pixel in HSI is represented as a signature, en-
coding plentiful physical properties. Spectral-based approaches
primarily focus on the spectral signatures, taking an original
pixel as the input, such as logistic regression [10], linear dis-
criminant analysis [11], and support vector machine (SVM) [12].
The aforementioned methods are of shallow-layer, with limited
representation capacity to handle complex and new situations.
With the breakthrough of deep learning (DL) [13]–[16], deep
models have also been exploited to incorporate plentiful spectral
signatures. Hu et al. [17] treated the spectral signature as a 1-D
signal and conducted the 1-D convolutional neural network on
spectral domain for HSI classification. Mou et al. [18] handled
the hyperspectral pixel as sequential data and performed the re-
current neural network (RNN) to infer the semantic label. How-
ever, they suffered from the lack of adequate training samples to
fit the data distribution. Therefore, the trained models often lead
to poor generalization and, thus, are sensitive to the disturbance
on spectral signatures. It has been common to increase the
amount of training data in a disguised form to address the issue.
With the aid of pixel-pair, Li et al. [19] augmented the training
data by a wide margin so as to maintain the advantage of CNN.
Similarly, generative models have also been explored to handle
the sore point of insufficient labeled HSI pixels [20], [21], while
only an individual pixel was used during the testing phase. The
nature of spectral variability that is susceptible to atmospheric
effects, instrument noises, and incident illumination, has not
been resolved effectively. Different from common RGB image
classification, HSI classification is worthy of a deep plowing on
spectral signatures.

Spectral–spatial-based methods incorporate spatial infor-
mation to complement the spectral signatures for HSI
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classification. By holding the label coherence of adjacent pixels,
spectral–spatial-based methods use a pixel centric 3-D cube as
the input, whose label is determined by its centric pixel [22].
Up to now, CNN has been seen as one of the most effec-
tive ways to extract spectral–spatial features by modeling the
relationship of adjacent pixels. Chen et al. [23] proposed a
3-D CNN-based model with combined regularization to extract
effective spectral–spatial features. Lee et al. [24] adopted a
multiscale convolutional filter bank to explore local contextual
interactions by jointly exploiting local spectral–spatial rela-
tionships of neighboring pixels. With the CNN architecture
evolution, ResNet [25], CapsuleNet [26], and DenseNet [27]
have been introduced into HSI classification to obtain discrimi-
native spectral–spatial features. However, these state-of-the-art
CNN-based methods adopted a single 3-D cube input style,
subject to the fixed patch size. Zhang et al. [28] exploited diverse
region-based inputs to investigate the contextual interactional
spectral–spatial features to alleviate these restricts, while it still
adheres to the adjacent pixels coherence assumption, where
the adjacent pixels are assumed to share the same labels [29].
Besides, LSTMs have also been incorporated to manage the
dependencies among the dense spectral–spatial sequences [30].
Zhou et al. [31] regarded each hyperspectral data as data se-
quences and use LSTM to model the dependency in the spectral
and spatial domains, respectively. Hu et al. [32] proposed a
spatial-spectral ConvLSTM 3-D neural network by extending
LSTM to the 3-D version to preserve the intrinsic structure
information in the hyperspectral data. However, the fundamental
problem of exploiting spatial information, the negative influence
of interfering pixels in the 3-D cube, whose label is different from
that of the centric pixel, remains untouched. Consequently, most
of spectral–spatial-based methods perform significantly better
in homogenous regions than in heterogeneous regions. Totally
different land-cover labels may be obtained due to the variations
on the patch size of the same centric pixel. Scholars all deem
the spatial information as the complementary to the spectral
signatures, as proved by the classification accuracy. However,
there are not explicit explanations on the exact role of spatial
information and whether it is irreplaceable to obtain high-quality
classifiers.

The superpixel is also adopted for spectral–spatial-based
HSI classification by taking segmented superpixel as input
to alleviate the interference of interfering pixels [33]–[35].
Superpixel-based methods are subject to the preselected
superpixel segmentation algorithm. Moreover, different
neighborhoods should make differentiated contributions to the
centric pixel recognition. How to emphasize informative pixels
and suppress interfering pixels in spatial region is a challenging
yet hot topic in HSI field [36]–[38]. Inspired by the human
visual perception, attention mechanism (AM) has also been
encoded into HSI classification, which selectively attend to the
most task-relevant parts of the input signal [39]. By highlighting
discriminative features, AM aided CNN model shows the supe-
riority of HSI classification on both spectral and spatial domains.
Given that not all bands are equally informative and predictive
for HSI classification, Mou et al. [40] designed spectral attention
module to adaptively recalibrate spectral bands by selectively

emphasizing informative bands and suppressing less useful
ones. By merging spatial information, a spectra-wise AM with
3-D patches was introduced to enhance the distinguishability
of spectral features by Fang [41]. In this study, although spatial
information was considered, in influence of interfering pixels
was not mentioned [41]. Zhu et al. [22] proposed spectral–spatial
attention network by cascading spectral AM and spatial AM in
sequential, which emphasizes useful bands and pixels simulta-
neously. Two-branch spectral–spatial attention networks, such
as SSAtt [37], DBMA [42], and DBDA [43], were also proposed
for HSIC by exploiting spectral attention subnetwork and spatial
attention subnetwork separately. However, the two subnetworks
have no necessary interaction until the eventual combination.
In addition, most of AM-based methods intermix spatial pixels
by performing 2-D or 3-D CNN. The complementarity between
the spectral and spatial branches is well exploited. However,
the exact relationship between spatial and spectral information
has not been well investigated yet.

Through the review of the abovementioned literature, some
problems arise as follows.

1) Is it feasible and reliable to identify the land-cover labels
using only spectral signature without dealing with com-
plex spatial information? If so, how to extract discrim-
inative and robust spectral features with fewer training
samples?

2) Is it necessary to perform a subtle identification of every
pixel located in the 3-D input cube to obtain prominent
label separability. If not, how to alleviate the influence of
harmful neighborhood pixels?

An end-to-end siamese spectral attention network with chan-
nel consistency (SSACC) for HSIC is proposed to address
the abovementioned problems. The goal of this article is to
improve spectral representation ability by exploring the cor-
relations within a continuous spectrum aided by the adjacent
spatial information. Different from previous spectral and spatial
attention-based two-branch methods, the proposed SSACC ap-
plies only spectral attention to the multipatches with different
scales. The multiscale patches are of the same centric pixel and
with the same semantic labels. The SSACC is proposed based on
the assumption that different patches with the same centric pixel
may pay close attention to the spectral channels (see Fig. 1).
From the perspective of AM, the emphasized spectral chan-
nels should be as similar as possible. The spatial information
is used to reduce the interference of spectral representability.
Specifically, a pixel can be represented as two pixel centric
3-D cubes with different patch sizes that can act as different
branches to capture spectral features, respectively, by perform-
ing siamese spectral networks. Spectral AMs are then performed
on the two branches to adaptively learn the weights of each
spectral channels. The interactions between the branches are
established by conducting the channel consistency assumption
on the attention maps. The channel consistency term is exploited
on the two branches to promote the robustness of learned spec-
tral features for HSI classification. Different from traditional
spectral–spatial-based methods, all convolutions are conducted
on the spectral domain with the kernel size of 1 ∗ 1 ∗ d to keep
the original spatial relationship without any transformation. As
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Fig. 1. Schematic diagram of spectral structure for the proposed methods. The
input cubes for the same centric pixel with similar spatial size should share the
similar spectral structure when identifying the same land-cover. The spectral
consistency may improve the generalization ability of network, alleviating the
dependency on the number of labeled samples.

an auxiliary information, neighborhood pixels are explored to
enhance the discriminative spectral features.

The main contributions of this article are as follows.
1) A siamese spectral attention network is proposed to estab-

lish the implicit interaction between two branches. The
siamese strategy is exploited to allow the two branches
to possess the identical network structure and share the
same parameters. The convolution operations are con-
ducted only on the spectral dimension, and the subtle
identification of every pixel is not required to alleviate
the influence of interfering pixels.

2) The channel consistency term is proposed to establish
the explicit interactions between two different spectral
branches. The channel consistency is performed to enforce
the two branches to possess similar spectral patterns when
identifying the same centric pixel.

3) Extensive experiments are conducted on the three public
HSI datasets. Experimental results demonstrate that the
proposed SSACC achieves the best performance with
fewer parameters compared with the state-of-the-art two-
branch networks.

The rest of this article is organized as follows. Section II in-
troduces the related work and Section III describes the proposed
SSACC in detail. Next, the experimental results and compre-
hensive analysis are given in Section IV. Finally, Section V
concludes this article.

II. RELATED WORK

In this section, the background information of AM is reviewed
and a summary of the double-branch methods in HSI classifica-
tion is presented.

A. Attention Mechanism

The sophisticated data processing capability of humans en-
ables them to perceive the information efficiently and achieves

precise consciousnesses and awareness. Inspired by the hu-
man perceptions, the AM is exploited to selectively focus on
the informative elements and ignore the irrelevant contents,
which has been a popular concept in the DL community in
recent years. Various AMs (e.g., self-attention [44], CBAM [45],
nonlocal [46], GCA [47], ECA [48]) are proposed to handle
different tasks (e.g., image caption [49], object localization [50],
and image classification [51]). No matter what AMs is, the
crucial issue lies in the identification of the parts worthy more
attention of the task. In the HSIC community, the AM has also
been widely used to selectively focus on important spectral
of spatial information. Mou et al. [40] proposed a learnable
spectral attention module that explicitly allows the spectral
manipulation of hyperspectral data within a CNN. However, the
model did not take spatial information into consideration. Pan
et al. [52] proposed to combine bi-RNN-based spectral attention
and CNN-based spatial attention. For spectral domain, each
pixel was represented as a continuous spectral curve. Different
attention weights were assigned by modeling relationships of
inner channels. For spatial domain, spatial features are regarded
as a complementary to spectral ones, where the inner-spatial
dependency were exploited to support spatial attention. Gao
et al. [53] added the AM into the preactivation residual block.
Sun et al. [54] make a attention module that can be embedded
anywhere in the spectral module and spatial module for HSIC.
Based on this model, Lu et al. [55] proposed a 3-D attention
module that consists of a channel attention module and a spatial
attention module. Swalpa et al. [56] proposed an attention-based
adaptive spectral–spatial kernel module that was introduced for
the first time to learn selective 3-D convolutional kernels for
HSIC. The abovementioned methods have achieved satisfactory
results by applying AMs to spectral or spatial domain. However,
this increased demands for training samples meet the need of
complex networks, which is a challenge for HSIC at this stage.

B. Double-Branch Methods

In the HSIC community, the double-branch is a representative
structure by taking advantage of the complementarity of spectral
and spatial information. Since HSIs have not only certain spatial
information but also rich spectral information, Xu et al. [57]
proposed a band grouping-based LSTM and a multiscale CNN
as the spectral and spatial feature extractors, respectively. Zhong
et al. [25] developed two consecutive residual blocks to learn
spectral and spatial representations separately, through which
discriminative features can be extracted. Wang et al. [58] pro-
posed an end-to-end fast and dense spectral–spatial convolu-
tion network framework for HSI classification. Ma et al. [42]
proposed a double-branch multiattention mechanism network
(DBMA) for HSI classification. With two branches to extract
spectral and spatial feature, respectively, this network can re-
duce the interference between the two types of features. Deng
et al. [59] incorporated active learning into double-branch net-
work, where the learned deep joint spectral–spatial features are
more generic and robust. Hao also proposed a double-branch
methods for HSIC, with one branch employing a stacked de-
noising autoencoder to encode the spectral signatures and the
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Fig. 2. Overall framework of SSACC. The siamese strategy is used in the top and bottom branches of spectral feature refinement module, aiming to capture
effective spectral features with 1 ∗ 1 ∗ d convolutions. The spatial information is incorporated in the spectral feature enhancement module, where the channel
consistency is used to promote the robustness of spectral features, meanwhile, suppress the influence of interfering pixels. The channel consistency can also be
regarded as the constraint strategy of the siamese structure. Finally, the refined features are squeezed after global average pooling for classification.

other branch exploiting a CNN to deal with the corresponding
HSI cubes. However, most of the methods mentioned above
incorporated the spectral branch and spatial branch separately,
which simply aims to improve the accuracy of classification, and
they failed to improve the quality of spectral or spatial features.
The aim of this article is to obtain a highly discriminative spectral
feature by establishing the interactions between the separated
branches.

III. METHODOLOGY

A. Problem Formulation

Given an HSI dataset, it is denoted as X =
{x1, x2, . . ., xHW } ∈ RH×W×B , where H and W are
the spatial height and weight, respectively, and B is the
band number of spectral signature. Consequently, the
total number of pixels in X is represented as N = HW .
Without loss of generality, the first Nl pixels are randomly
sampled from each land-cover category, where Nl � N . Let
XL = {x1, x2, . . ., xNl

} be the available labeled pixel set, and
the land-cover label set that corresponds to XL be denoted as
YL = {y1, y2, . . ., yNl

} ∈ R1×1×L, where L is the number of
land-cover categories with yi ∈ {1, 2, . . ., l}. The unlabeled
pixel set is then represented as XU = {xNl+1, xNl+2, . . ., xN}.
The task of HSI classification on X is to assign a proper
land-cover label to each pixel xi ∈ XU by building HSIC
models on (XL,YL).

B. Overview of SSACC

The motivation of this article is to extract discriminative
spectral feature to alleviate the spectral mixing effect by in-
troducing channel consistency hypothesis, which refers to that
the same material may appear with different spectral or different
materials may have the same spectral signatures [60]. Therefore,
the double-branch spectral attention network is exploit based on
the channel consistency hypothesis.

The introduced channel consistency hypothesis is:

When ε is infinitely small, a centric pixel xi with different
window length p and p+ ε may show similar spectral patterns
and obtain the same results on identifying and classifying the
land-cover categories.

In order to clearly illustrate the proposed SSACC, the overall
framework is shown in Fig. 2. In general, SSACC combines
the double-branch strategy with channel consistency to avoid
spectral redundancy and achieve better class separability. As
shown in Fig. 2, the proposed SSACC contains two parallel
branches, and both branches have the same modules. Specifi-
cally, the framework is split into the following five modules.

1) Dataset generation. Preparations are made to generate two
different sized patch sets for the inputs of the model.

2) Spectral feature refinement. The highly correlated spectral
signatures are generally refined with the dense block [61].

3) Spectral feature enhancement. The spectral feature is en-
hanced by highlighting the key channel with the applica-
tion of AM.

4) Channel consistency regularization. A special bond is es-
tablished to link the top and bottom branches by modeling
the channel consistency hypothesis.

The classification losses from the two branches and channel
consistency loss are integrated into a unified network for the
end-to-end training. In the inference stage, the final prediction
results are obtained by fusing predictions from the top and
down branches, without considering channel consistency. In the
following sections, each module is be presented in detail.

C. Dataset Generation

In the CNN-based HSIC models, each pixel xi ∈ X is
routinely cropped into a square box with fixed length p1 to
generate a 3-D cube set Z = {z1, z2, . . ., zN} ∈ Rp1×p1×B

with xi as the central pixel vector. The label of HSI cube
zi is considered as the same as that of xi, i.e., yi. The
labels of other neighboring pixels in the p1 × p1 centric
window are unknown. Different from traditional CNN-based
HSIC methods, another 3-D cube set Z̃ is established by a
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new square box during the dataset generation phase, whose
length is a tiny increment ε on p1, denoted as p2 = p1 + ε.
Based on the original split principle on X = {XL,XU}, the
training set is generated as Ztrain = {ZL, Z̃L, YL} and the
validation set is generated as Zval = {ZV , Z̃V , YV} and the
testing set is represented as Ztest = {ZU , Z̃U}, where ZL =

{z1, z2, . . ., zNl
} ∈ Rp1×p1×B , Z̃L = {z̃1, z̃2, . . ., z̃Nl

} ∈
Rp2×p2×B , ZV = {zNl+1, zNl+2, . . ., zNl+l} ∈ Rp1×p1×B , Z̃V
= {z̃Nl+1, z̃Nl+2, . . ., z̃Nl+l} ∈ Rp2×p2×B , ZU ={zN2 l+1,

zN2 l+2, . . ., zN} ∈ Rp1×p1×B , and Z̃U = {z̃N2 l+1, z̃N2 l+2,

. . ., z̃N} ∈ Rp2×p2×B . After that, (ZL, YL) and (Z̃L, YL) are
then fed into the top and bottom branches, respectively, to train
the model. The input of each branch has the same channel
number, but different in the spatial size.

D. Spectral Feature Refinement

The high spectral resolution is the most prominent characteris-
tic of HSI, which provides hundreds of spectral bands. However,
the highly correlated spectral signatures result in high intraclass
variation and low interclass difference. Therefore, direct explo-
rations of the original spectral signatures may yield a poor class
separability caused by the spectral redundancy. Inspired by the
dense connections, the spectral dense block serves to handle
the complex spectral property preliminarily. The role of the
spectral feature refinement module is similar to that of principal
component analysis. However, the spectral feature refinement
module benefits the whole framework from joint training in an
end-to-end manner with other modules.

Siamese strategy is adopted in the spectral feature refine-
ment module, i.e., the top and bottom branches have the same
configuration with the same parameters and weight. Siamese
focuses on learning discriminative embeddings that aggregate
the same classes. Parameter updating is mirrored across both
subnetworks, promoting its feasibility under small-samples con-
ditions.

To protect the original spatial relationship from being tam-
pered with by convolution operations, the convolutional kernels
of 1 ∗ 1 ∗ d (height * width * channel) are used throughout the
entire spectral feature refinement module, without spatial infor-
mation aggregations. d is a predefined convolutional parameter
in the channel dimension. Considering the large number of input
cubes, a 1 ∗ 1 ∗ d, k0 convolutional layer (CON1) with the down
sampling stride (1,1,2) is first applied to reduce the number of
bands for both branches, where k0 is the kernel number of the
3-D convolution. Consequently, feature maps in the shape of
(p1 ∗ p1 ∗ c, k0) and (p2 ∗ p2 ∗ c, k0) are obtained, respectively,
where c = (B − d+ 1)/2.

Then, the obtained feature maps are fed into m spectral dense
blocks sequentially, in which the kernel size, padding and stride
of convolution (CON2) are (1 ∗ 1 ∗ d, k1), “same” and (1, 1, 1).
The spectral dense block layer is designed to ensure maximum
information transmit during automatic feature learning, includ-
ing several convolution operations with direct connections. The
direct connections allow the previous features to be passed to
the all subsequent layers, which is regarded as a kind of feature

reuse. As a result, the output feature maps of the mth layer for
the top branch can be represented as

fm = Fm([f0, f1, . . ., fm−1]) (1)

where [f0, f1, . . ., fm−1] denotes the concatenation of feature
maps from layers 0, . . .,m− 1 in the channel dimension. Fm is
a module containing operations, such as convolution, activation
and batch normalization (BN). Similarly, the output feature maps
of the mth layer for the bottom branch can be found as

f̃m = F̃m([f̃0, f̃1, . . ., f̃m−1]). (2)

Therefore, two feature maps of (p1 ∗ p1 ∗ c, k0 +mk1) and
(p2 ∗ p2 ∗ c, k0 +mk1) are generated.

At last, another convolution (CON3) of (1 ∗ 1 ∗ c, C) are
adopted to get the refined spectral representations (p1 ∗ p1 ∗
1, C) and (p2 ∗ p2 ∗ 1, C), where C is the kernel number of
CON3. During the whole of this session, the convolutions are
conducted only on the spectral dimension of HSI cubes to keep
the original spatial information without neighbor aggregations.
Fig. 3 shows the detailed architecture of the spectral feature
refinement module.

E. Spectral Feature Enhancement

The representation of input HSI cubes is refined through the
spectral feature refinement module. However, the obtained C
channels make different contributions to HSIC. Inspired by the
AM, correlations among the C channels are captured to adjust
bands weights adaptively. Informative channels are highlighted
to enhance the spectral feature representation. Various AMs can
be used in this session, such as self-attention, context atten-
tion. To illustrate the effectiveness of channel consistency, the
classical self-attention is applied in SSACC. The procedure is
presented in Fig. 4.

By squeezing the output of the spectral feature refinement
module, the inputs of this module for the top branch are rep-
resented as A ∈ Rp1×p1×C . Without additional parameters, the
query, key, and value matrices are obtained by reshaping the
input A, denoted as Q, K, and V . Specifically, the shape
of Q, K and V are RC×n, Rn×C , and RC×n, respectively,
where n = p1 × p1 is the spatial area of input cubes. Then,
a matrix multiplication operation is conducted on Q and K,
following a softmax layer to obtain the normalized attention
map D ∈ RC×C

Dji =
exp(Qi ∗Kj)∑n
i=1 exp(Qi ∗Kj)

(3)

where D describes the similarity between query and key and Dj

indicates the correlation of other channels with the jth channel
of HSI cubes. After that, a matrix multiplication operation is ex-
ecuted on V and D with a reshape operation r(.) to generate the
attention feature. Finally, a summation operation is performed
on the attention feature and the inputAwith the skip connection.
As a result, the final output of spectral feature enhancement for
the top branch E ∈ Rp1×p1×C could be obtained

E = r(DV ) +A (4)
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Fig. 3. Detailed architecture of the spectral feature refinement module.

Fig. 4. Architecture of self-attention in the spectral feature enhancement
module.

where reshape is utilized to convert attention feature RC×N

to Rp1×p1×C . The channel AM aims to enhance the extracted
spectral features to benefit the feature representations.

Likewise, the attention map D̃ ∈ RC×C and enhanced feature
Ẽ ∈ Rp2×p2×C for the bottom branch can also be obtained
through the spectral feature enhancement module.

In the process, spatial information is used in the spectral AM
to learn the enhanced spectral representation. The neighborhood
pixels could improve the generalization ability of learned spec-
tral feature. Meanwhile, the influence of harmful neighborhood
pixels is alleviated. Compared to the traditional spatial branch,
there is no need to perform a subtle identification of every pixel
located in the 3-D input cube.

F. Channel Consistency Regularization

In the classification stage, the enhanced features E and Ẽ
are fed into batch normalization and nonlinear layer in order to

stress the nonlinear internal structures hidden in the data. Then,
the features are squeezed through the global average pooling
layer to generate a channel descriptor for each channel. The
squeezed descriptors S ∈ RC and S̃ ∈ RC , which are served as
the final representation of the input cubes, are sent to the fully
connection layer with a softmax activation function to determine
the final categories, respectively. Cross entropy is employed as
the loss function of SSACC for classification. The classification
loss functions for top (Lt) and bottom (Lb) branches are given
as follows:

Lt = − 1

K

K∑
k=1

L∑
l=1

1{yk = l}log
eθ

T
l Sk∑L

l=1 e
θT
i Sk

(5)

Lb = − 1

K

K∑
k=1

L∑
l=1

1{yk = l}log
eθ

T
l
˜Sk∑L

l=1 e
θT
i
˜Sk

(6)

where Sk and S̃k represent the final extracted features of the
original HSI cube xk for top and bottom branches, respectively,
yk is the truth land-cover label of HSI cube xk, K is the number
of samples in a minibatch, L is the number of land-cover labels,
1{yk = l} is the indicator function

1{yk = l} =

{
1 yk is the same as l

0 otherwise
. (7)

3-D cube-based HSIC methods hold the rule that the HSI
cube can be identified as the label of centric pixel. Therefore,
different views (path size) of the same central pixel have the
identical land-cover labels. Furthermore, different views within
a certain scale should also show similar spectral patterns. To
address the issue, a channel consistency regularization is intro-
duced to extract the discriminative spectral features. It serves
to compare the difference between the attention maps D and
D̃ produced in the spectral feature enhancement module. The
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channel consistency regularization is formulated as

Lc =
1

K

K∑
k=1

‖ Dk − D̃k ‖ (8)

where ‖ . ‖ calculates the distance of Dk and D̃k. The channel
consistency regularization enables the network to learn discrim-
inative spectral features by forcing the top and bottom branches
to receive homologous channel correlations explicitly.

The final loss function pays attention to the loss of the correct
category, and considers the loss of channel structure consistency.
Therefore, the final loss function is defined as follows:

L = Lb + Lt + λLc (9)

where λ is a hyperparameter to balance the classification loss
and channel consistency regularization. The parameters in the
SSACC are learned by back propagation and stochastic gradient
descent.

For testing, the final land-cover labels are determined by
averaging the results of the two branches. However, the channel
consistency regularization is not carried out in the testing phase.

IV. EXPERIMENTS AND ANALYSIS

A. Datasets Description

Indian Pine (IP): IP was captured by the AVIRIS sensor over
the IPs test site in North-Western Indiana. It consisted of 145×
145 pixels with a spatial resolution of 17 m/pixel. There were
224 spectral reflectance bands in IP, where the wavelength ranges
from 400 to 2500 nm. By removing the bands covering the region
of water absorption, the final number of bands was reduced to
200. The ground truth covered 16 classes of interest, which were
mostly various crops in different growth phases. The numbers
of training, validation, and testing samples for each class are
detailed in Table I.

Pavia University (PU): PU data were gathered by the ROSIS
sensor during a flight campaign over Pavia, northern Italy.
It consisted of 610× 340 pixels with a spatial resolution of
1.3 m/pixel. There were 115 spectral reflectance bands in PU
with a spectral resolution of 4 nm, where the wavelength ranges
from 430 to 860 nm. By removing 12 noisy channels affected
by the absorption of water vapor, the final 103 bands were used
in the experiments. The samples contained 9 classes of interest,
which were mostly various crops in different growth phases. The
numbers of training, validation and testing samples for each class
are detailed in Table II.

Salinas Valley (SV): The SV dataset was acquired over Salinas
Valley, California by the Airborne Visible/Infrared Imaging
Spectrometer sensor. It consisted of 512× 217 samples with
a spatial resolution of 3.7 m/pixel. There were 224 spectral
reflectance bands in SV ranging from 400 to 2500 nm. After
removing 20 water absorption bands, the final 204 bands were
retained in the experiments. The available land-cover category
covered 16 classes of interest. Table III shows the detail informa-
tion on the numbers of training, validation, and testing samples
for each class of interests.

TABLE I
NUMBER OF TRAINING, VALIDATION, AND TESTING SAMPLES FOR THE

IP DATASET

TABLE II
NUMBER OF TRAINING, VALIDATION, AND TESTING SAMPLES FOR THE PU

DATASET

B. Experiments Setup

In the experiments, overall accuracy (OA), average accu-
racy (AA), and Kappa coefficient (κ) was used to evaluate
the proposed method quantitatively. OA indicates the ratio of
the number of correctly predicted pixels to the total number
of pixels. AA refers to the mean of accuracies in different
categories. κmeasures the consistency between the ground truth
and classification results. The higher of the three metric values,
the better the classification results are.

All experiments were carried out on a system with NVIDIA
GeForce RTX-2070 GPU and 16 GB main memory. The Adam
optimizer with the learning rate of 0.0005 was used for model
training. The convolutional kernels used in the spectral feature
refinement module were all 1× 1× 7. The balance parameter λ

was set to 0.1. The channel of refined spectral feature C and the
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TABLE III
NUMBER OF TRAINING, VALIDATION, AND TESTING SAMPLES FOR THE SV

DATASET

length of squeezed channel descriptor were both set to 60. The
optimal patch sizes combination were p1 = 7, p2 = 11 for IP,
p1 = 5, p2 = 13 for PU and p1 = 9, p2 = 11 for SV. Table IV
provides the implementation details for IP. The implementation
details for PU and SV are displayed in the same way.

C. Comparing With Other Methods

To demonstrate the effectiveness of the proposed method,
we compared the proposed SSACC method with several
widely used methods such as SVM, SSRN [25], FDSSC [58],
DBMA [42], MAFN [62] and the state-of-the-art double-branch
dual-AM network DBDA [43] methods. All parameters of each
classifier were set according to the original papers.

As shown in Tables I–III, 1%, 0.5%, and 0.5% of the pixels
were randomly chosen as training samples for IP, PU, and
SV, respectively. Tables V–VII reports the average values and
standard deviations for the metrics: OA, AA, and κ over 10 runs
on the three datasets. Generally, the proposed SSACC achieves
the best results. In all but one case, it shows great advantages over
other methods for all the metrics, which verify the effectiveness
of the proposed SSACC.

Specifically, SVM performed the worst among all the
methods, which confirmed that the deep models have their
advantages on HSIC than the conventional methods. Among
the deep models, the classification accuracy of SSRN was lower
than other methods on the three datasets. This was due to the

fact that the SSRN adopts Resnet as backbone, while other
methods employed DenseNet. It demonstrated the superiority of
dense connection structure for HSIC, where multilevel features
were reused to improve the generalization ability of network.
Furthermore, the results of FDSSC were lower than most of
attention-based methods, such as DBDA, MAFN, and SSACC.
The main reason was that the AM can suppress interfering
information for feature learning, which was useful and beneficial
for HSIC. However, DBMA performs worse than FDSSC on the
IP dataset, where attention was also used for HSIC. The results
demonstrated that the AM could not fully resolve the problem
of discriminative HSI feature extraction, especially when the
number of training samples was insufficient. Moreover, DBMA,
DBDA, and SSACC are all double-branch methods. DBMA and
DBDA employed the two branches to extract spectral and spatial
features separately, aiming to utilize the complementarity of
spectral and spatial features to improve the performance of
HSIC. Nevertheless, the purpose of the proposed SSACC is
to find effective spectral structure hidden in the HSI. It is
believed that HSI provides a wealth of spectral information,
which is the most important information for HSIC. As shown
in Tables V–VII, SSACC achieves the best performance by
only spectral features, demonstrating the effectiveness and
discriminability of the extracted spectral features. SSACC built
the explicit and implicit interactions between the two branches,
which was the major competitive advantage on obtaining
discriminative spectral features. The implicit interaction
derived from the siamese structure, while the explicit one
stems from the channel consistency regularization. The channel
consistency assumption could also alleviate the influence of
interfering pixels with similar effects as that of spatial attention.
Finally, SSACC was noted to have the minimum standard
deviations, which was an important characteristic related to
the generalization capability of the HSIC methods. Variance
reduction of the network guarantees a reduction in generalization
error [60]. The special effect could also be attributed to the
effects of interactions between the top and bottom branches.

Figs. 5–7 visualize the classification maps of different meth-
ods on the three datasets. The visual classification maps are
consistent with the results listed in Tables V–VII. It can also be
found that SSACC obtains smooth classification maps, which
alleviates the influences of spectral variability effectively.

D. Comparisons With a Varied Number of Training Samples

In this part, the generalizability of the compared methods
toward different numbers of labeled training samples was inves-
tigated. 0.5%, 1%, 3%, and 5% labeled samples were randomly
selected as training data for the IP dataset while. 0.25%, 0.5%,
1%, and 2% labeled samples for the PU and SV datasets. Fig. 8
shows the overall accuracies of different methods on the three
datasets with varied training samples proportions. Generally,
more training samples could improve the performance of all the
methods. It could be found that SSACC produces the highest OA
values in all cases. The merit was superior particularly when
the percentage of labeled samples for training was small. It
demonstrated that SSACC captures more discriminative
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TABLE IV
IMPLEMENTATION DETAILS OF THE MODULE

TABLE V
CATEGORIZED RESULTS FOR THE IP DATASET WITH 1% TRAINING SAMPLES

The bold numbers indicate the best performance.
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TABLE VI
CATEGORIZED RESULTS FOR THE PU DATASET WITH 0.5% TRAINING SAMPLES

The bold numbers indicate the best performance.

TABLE VII
CATEGORIZED RESULTS FOR THE SV DATASET WITH 0.5% TRAINING SAMPLES

The bold numbers indicate the best performance.

features than other methods. Meanwhile, SSACC improved the
generalization ability of network due to the implicit and explicit
interactions between the double branches.

E. Comparisons on the Parameters

Fig. 9 reports the model complexity and OA of different
methods in terms of the number of trainable weight parameters
updated during backpropagation. It could be seen that the
proposed SSACC achieves the best classification accuracy with
the least number of trainable parameters for all three datasets.
Noteworthily, FDSSC, DBMA, DBDA, and SSACC were all
DenseNet based methods. FDSSC obtained the spectral–spatial
by performing spectral and spatial networks sequentially. In
contrast, DBMA and DBDA employed spectral and spatial

networks parallelly, which reduced the number of parameters.
Moreover, the proposed SSACC had a similar architecture
as DBDA and DBMA. The difference was that SSACC
performs two parallel spectral networks where only 1× 1× d
convolution kernels were used, without spatial convolutional
operations. In addition, channel consistency regularization
would not introduce any additional trainable parameters.
Therefore, SSACC achieved the best classification accuracy
with the fewest parameters among the compared methods.

F. Influence of ε

The patch size of cropped HSI cubes has a great influence
on HSIC results. For SSACC, it was essential to set patch sizes
for the top and bottom branches, respectively. To evaluate the
influence of the patch size combination, the performance of



10236 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

Fig. 5. Classification maps for the IP dataset. (a) Ground-truth.(b)–(h) Classification map of SVM, SSRN, FDSSC, DBMA, DBDA, MAFN, and SSACC.

Fig. 6. Classification maps for the PU dataset. (a) Ground-truth. (b)–(h) Classification map of SVM, SSRN, FDSSC, DBMA, DBDA, MAFN, and SSACC.

SSACC was investigated by fixing the patch size of the bottom
branch (p2) and vary the patch size of the top branch (p1) to
investigate the performance of SSACC. The fixed p2 is set to
11, 13, and 11 for IP, PU, and SV, which was the optimal
value through experimental verification for a single branch.
p1 was chosen from {1, 3, 5, 7, 9, 11}. As shown in Fig. 10, a

proper spatial size deviation ε = p2 − p1 can improve the OA
of classification. A small ε did not take spatial differentiation
into account, which was not conducive to obtaining discrimi-
native features. In contrast, a large ε might bring unanticipated
interfering pixels beyond the scope of the channel consistency
hypothesis.
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Fig. 7. Classification maps for the SV dataset. (a) Ground-truth. (b)–(h) Classification map of SVM, SSRN, FDSSC, DBMA, DBDA, MAFN, and SSACC.

Fig. 8. OA (%) with varied training samples proportions for different methods in the three datasets.

Fig. 9. Comparisons on the number of parameters and OA (%) for different methods in the three datasets.
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TABLE VIII
CLASSIFICATION ACCURACIES OF SSACC WITH VARIED λ IN THE THREE DATASETS

TABLE IX
ABLATION STUDY IN TERMS OF OA(%) FOR THE PROPOSED SSACC

Fig. 10. OA (%) of SSACC with different input patch sizes in the three datasets.

G. Influence of λ

Parameter λ was employed to balance the classification loss
and channel consistency regularization in SSACC. To verify the
contribution of channel consistency regularization, experimental
results were reported with varied λ on the three datasets in Ta-
ble VIII. Parameter λ was chosen from {0, 0.01, 0.1, 1, 10, 100}.
It was observed that SSACC achieves the best performance when
λ was around 0.1 for all the three datasets, indicating that the
channel consistency regularization played an important role in
capturing discriminative spectral structure. Meanwhile, λ was
insensitive when the value varies from 0.01 to 1. It demonstrated
that channel consistency regularization was an effective auxil-
iary term for HSIC. When λ ≥ 10, the classification accuracies
dropped rapidly. If we overemphasize on spectral structure con-
sistency, the network could pay more attention to assign the same
weights to spectral structure, regardless of what the semantic
label should be. Therefore, an overemphasis of spectral structure
consistency would cause the performance degradation.

H. Ablation Study

In this part, experiments were conducted to verify the
effectiveness of siamese structure and channel consistency reg-
ularization. The siamese structure was employed in the spectral
refinement module and channel consistency regularization was
conducted on the attention maps. Both of the two measures were
exploited to obtain discriminative spectral features and high
generalization HSIC models. To shed light on the contributions
of the two components, Table IX reports the classification results
of SSACC without siamese structure or channel consistency
on the three datasets. SSACC-P represents that pseudosiamese
structures are adopted to replace the siamese structure in the
spectral refinement module, where the parameters are not shared
between the double branches. SSACC-O denotes the reduced
SSACC by removing channel consistency regularization.
SSACC-PO represents both the components are replaced. It
can be observed that lacking any one of the components will
inevitably hurt the OA and standard deviation. Therefore,
the siamese structure and channel consistency regularization
turned out to be contributive for discriminative spectral feature
extraction. The two components work collaboratively to render
satisfactory classification performance for HSIC.

I. Consistency Visualization

To validate that the spectral consistency are captured by
the proposed SSACC, we visualize the difference values of
attention maps of top branch D1 and bottom branch D2. Three
kinds of input combinations for top and bottom are chosen for
visualization. The visualization results are shown in Fig. 11.
Comparing the difference values of attention maps, the proposed
SSACC obtains cleaner maps by performing siamese strategy
and channel attention consistency, which validates SSACC can
capture the spectral consistency.
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Fig. 11. Spectral consistency visualization.

V. CONCLUSION

In this article, an SSACC was developed for discriminative
spectral feature learning and HSI classification. The proposed
SSACC consists of two branches with implicit and explicit
interactions. The siamese structure is the implicit interaction,
which reduces the demands for the number of training samples
to a certain extent. The channel consistency regularization is the
explicit interaction, which is a key term to capture discriminative
spectral features. These measures improve the classification
accuracy and generalization ability of the proposed SSACC.
The experimental results on three public HSI datasets indicate
that the proposed SSACC can yield better performance than the
state-of-the-art HSI classification methods with fewer number
of parameters.
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