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A Segmentation Map Difference-Based Domain
Adaptive Change Detection Method

Huakang Tang , Honglei Wang , and Xiaoping Zhang

Abstract—Deep neural network (DNN) has been widely used in
remote sensing image change detection (CD) in recent years. Due
to the scarcity of training data, a large number of labeled data
onto other fields become the source of DNN concept learning in
remote sensing image CD. However, the distribution of features of
the CD data and other data varies greatly, which prevents DNN
from being better applied for one task to another. To solve this
problem, a domain adaptive CD method based on segmentation
map difference is proposed to this article, which includes the
pretraining stage and the CD stage. In the pretraining stage, the
domain adaptive UNet (Ada-UNet) is applied as the basic network
of remote sensing image segmentation for network training with
the purpose of learning the concepts of different features. In the
CD stage, strict threshold segmentation results are used to train
the channel attention network, which makes it more efficient to
utilize the high-dimensional feature map. The probabilistic map
generated by the three-channel attention networks is evaluated,
and then it is used to accurately classify the changing pixels. In
this article, experiments are carried out on datasets with different
feature distributions. The results show that this method has strong
domain adaptability and can greatly reduce the influence of the
difference in feature distributions of the CD results.

Index Terms—Change detection (CD), channel attention,
domain adaptive, feature extraction, remote sensing.

I. INTRODUCTION

R EMOTE sensing image is the main form of remote sensing
data at present, which directly reflects the information

of land utilization and land cover. The change detection (CD)
based on remote sensing image has a wide range of applications
in environmental monitoring [1], military reconnaissance [2],
urban planning [3], etc. In recent decades, the large increase
of geodesic satellites and the enhancement of imaging capabil-
ity has put forward new requirements for the CD method. In
practical applications, it is necessary to quickly obtain accurate
information from massive image data.
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CD is one of the most important means in remote sensing
image analysis and interpretation [4]. It aims to identify differ-
ences in remote sensing images of the same geographic location
at different times. At present, the CD method can be divided
into two categories. One is based on the original difference
map of two images to generate the difference map through the
log-ratio operator [5], mean-ratio operator [6], PCA [7], and
other methods. The difference maps are divided into changed or
unchanged categories through threshold-based [8], clustering-
based [9], or level set [10] to generate the change map. The other
is based on the classification or segmentation method. In this
kind of method, images are classified by using neural network
[11], and all kinds of generated feature images are fused and
processed. The difference map method is a pixel-level method,
which usually produces a lot of noise and cannot identify false
changes such as shadows. The method based on classification
requires deep neural network (DNN) to extract image features.
In the process of feature extraction, the ability of DNN to extract
unbalanced features will be greatly reduced because the features
of ground objects contained in a large range of remote sensing
images are usually not evenly distributed [12].

There have been many studies that have applied the
classification-based method and the difference map-based
method to the CD task [13]–[15]. The classification-based or
segmented method can learn the global feature changes. How-
ever, it is not enough to reflect the image detail changes [16].
Based on the difference map processing method, the difference
map of the three-channels can retain the original change informa-
tion to a greater extent, but it is not enough to reflect the change
of the global features of the image [17]. It is a natural method
to combine the difference map of the three-channel s with the
segmentation difference map. This combination leads to two
problems. First, as a feature extractor, the deep learning method
often has a poor effect on data with different feature distributions
[18]. Second, the high-dimensional feature map processing after
the combination becomes the key to the effect of CD, because
the high-dimensional feature map is often interrelated [19].

Domain adaptive is an excellent method to solve the problem
of unbalanced feature distribution in the CD dataset [20]. In
recent years, domain adaptive transfer learning has developed
rapidly in various computer vision tasks due to the lack of natural
image data and the difficulty in labeling [21]. The domain adap-
tive method can shorten the distance of feature distribution so
that the neural network can better extract features [22]. Domain
adaptive method has extensive applications, such as image clas-
sification [23], target detection [24], streetscape classification
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[25], etc. The channel attention module can effectively extract
the correlation between channels. In recent years, many channel
attention networks have been proposed and used to solve various
visual problems. The channel attention models, such as SKNet
[26], CCNet [27], and SENet [28], have been used for semantic
segmentation and achieved good results.

In this article, we propose a new CD method based on seman-
tic segmentation feature maps to generate change maps from
high-resolution remote sensing images. This structure requires
less target domain data to train the channel attention network,
which can effectively improve the precision of CD. Our main
contributions are threefold.

1) To solve the problem of multiscale CD, we use a
lightweight UNet to extract features, and the segmented
feature map and the original difference map are stacked
as the input of the CD network. This structure can extract
image features with fewer parameters.

2) To reduce the difference of feature distribution between
different CD datasets, this article uses the adaptive batch
normalization (AdaBN) to improve the UNet network. The
AdaBN can narrow the difference of feature distribution
between different data domains.

3) To make it more efficient to use high-dimensional fea-
ture maps, the ability of three-channel attention net-
works is evaluated to extract channel correlations of high-
dimensional feature maps, and the balanced cross-entropy
loss function is used to balance the changed and unchanged
pixels in the ground truth.

The rest of this article is organized as follows. Sec-
tion II discusses the related work, Section III introduces the
method we proposed in detail, Section IV is the experiment,
Section V further discusses the method, and Section VI con-
cludes the article.

II. PREVIOUS WORK

In this section, we first briefly review the current CD network.
Then we analyze the application of the domain adaptive method
in remote sensing images. Finally, we review the application
of the channel attention method in the convolutional neural
network.

A. Change Detection Network

The main factor limiting the improvement of pixel-level CD
precision is the extraction of spatial features. To extract spatial
feature information, some network structures are designed to
extract high-level features of images [29], [30]. Different from
conventional deep learning tasks, the CD task is to detect the
difference between two images, and many existing structures
need to be further processed to obtain the CD map.

The structure based on a deep belief network can extract
the low-level features of images, but it is difficult to select the
appropriate pixel based on the pixel method. The CNN-based
method preprocesses the difference maps of various operators,
then classifies them with CNN, and obtains the change binary
graph by voting. This method does not directly use the fea-
ture extraction ability of CNN, and still cannot extract ground

changes from the perspective of features. Siamese network [31],
[32] is very popular in the field of CD. The conventional CD
process directly uses the convolutional neural network to extract
features and then uses the Siamese structure method to obtain
the differences between two images. After further processing,
most of the information can be detected. Based on the idea of
the Siamese neural network, features can be extracted directly
from two images.

Due to its concise structure and the small number of pa-
rameters, UNet [17] is widely used in semantic segmentation
and other fields. It can integrate features of multiple scales
to generate a semantic segmentation map. In this article, the
traditional semantic segmentation structure UNet is used as the
feature extraction network of Siamese neural network, and a
Siamese neural network based on UNet is constructed.

B. Domain Adaptive

Although deep learning has powerful automatic feature ex-
traction capability, it is a part of machine learning. Therefore, one
of the most important criteria of machine learning needs to be
met, that is, the distribution of data features used for training and
testing needs to be consistent [33]. For tasks with inconsistent
data feature distribution, if the deep learning method is directly
used without considering data distribution, the tasks will only
stay at the research level, rather than a specific application. Do-
main adaptive [34] for the study of modern deep learning is very
important because the deep learning algorithm is data-driven
[35], nature has all kinds of data distribution, to seek a deep
learning algorithm that can adapt to all kinds of data distribution
was very hard. Instead of seeking a deep learning algorithm that
can adapt to various data distributions, it is better to study how
to shorten the feature distribution distance in the data domain.

Many existing studies have made great contributions to reduc-
ing the difference of feature distribution among similar data sets,
which are mainly divided into several levels of domain adaptive
algorithms [36]–[38]. By resampling the samples in the source
domain, the sample adaptive algorithm makes its distribution
approach to the distribution of the target domain, finds out the
samples that are closest to the target domain from the source
domain, and lets them join the data learning in the target domain
with high weight. The feature-level adaptive algorithm projects
the source domain and the target domain into the common
feature subspace so that the training knowledge from the source
domain can be directly applied to the target domain. Taking into
account the error of the target domain, the model level adaptation
is mainly through modifying the error function of the source
domain.

Generally speaking, there are obvious differences between
different data domains at the data feature level. There are
many adaptive algorithms at the feature level from the follow-
ing aspects: data distribution [39], feature selection [40], and
feature transformation [41]. Since the problem of unbalanced
data distribution mainly exists among the datasets of the CD
task of remote sensing images, this study considers solving the
problem from the perspective of data distribution. Minimizing
the probability distribution distance is designed to balance the
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probability distribution of the data, common methods include
TCA [42] and JDA [43].

To better combine domain adaptation with feature extraction
network, this article introduces adaptive batch normalization
(AdaBN [44]) improved UNet network. The ordinary BN layer
can only accelerate the network calculation process and can
do nothing about the difference in data distribution. AdaBN is
used to improve the UNet structure to minimize the distance of
feature distributions among different datasets. When the network
model expands to an unknown domain, the AdaBN algorithm
first calculates the mean and variance of the domain through a
forward propagation. Then it updates the parameters of the BN
layer of the entire network, freezing the BN parameters, and then
trains the network.

C. Channel Attention

Adding the learning mechanism of acquiring spatial cor-
relation to the network can effectively improve the network
performance without additional supervision. Channel attention
is a kind of spatial attention [45]–[48]. After the image passes
through the convolution layer, the local spatial information can
be extracted. Although nonlocal blocks can produce long range
dependence on images, it is difficult to determine the weight of
each data set. As a good channel attention algorithm, CCNet is
introduced into semantic segmentation. Although it can obtain
the context information on the cross paths, it does not pay
enough attention to the single-channel as a whole. SKNet is
also used for channel attention extraction, but adding SKNet to
the network will add a lot of parameters. Since the CD task has
further operations after feature extraction, SKNet will add a lot
of parameters, making the model difficult to train.

The SE block [28] is a lightweight threshold mechanism
designed to model the relationships between channels. The goal
of our introduction of SE Blocks is to enhance the features with
more information when the network is processing the multiscale
feature map. The main reason for this is to make full use of these
features later and to suppress unwanted features. SENet can
capture the overall attention of a single map and can represent
the relationships between channels.

SENet have three steps. First, it investigates the signals that
characterize each channel, compresses the global spatial infor-
mation into channel descriptors, and uses rms pooling to gener-
ate statistics for each channel. Then, the degree of dependence
of each channel is investigated with the threshold mechanism
of the sigmoid activation function. The final sigmoid function
is to adjust the weight of each channel feature according to the
input data according to the weight of each channel, which helps
to better distinguish important features.

III. PROPOSED METHOD

In this section, we describe the proposed CD method in detail.
The structure of this method is shown in Fig. 1.

This method consists of three steps. First, the feature ex-
traction network is trained in the source domain. Second, the
channel attention network is trained by a high-dimensional fea-
ture map combined difference map and original difference map.

Fig. 1. Flowchart of the proposed method.

Third, using the probabilistic map generated by the network
obtains the result through threshold segmentation.

Here, we set the T1 temporal image of the target domain as
X1 and T2 temporal image as X2.

DM represents the difference map of two images, FM rep-
resents the feature map, TM represents the ground change
map after simple threshold segmentation, and ST represents the
threshold segmentation under strict conditions.

A. Training Feature Extraction Network

According to whether spatial neighborhood information is
used or not, feature extraction methods are mainly divided into
two categories. One type is to use one-dimensional data for
feature extraction, which mostly utilizes neural networks such
as deep belief networks [49] and stack autoencoder [50]. The
other is CNN [51], which has achieved great success in most
image tasks. CNN is undoubtedly suitable for feature extraction
tasks. SegNet [52] and UNet structures are commonly used for
image feature extraction. SegNet extracts image features using
sampling structure from top to bottom, which is different from
other sampling structures.

SegNet network can locate the pooling of the operation;
therefore, points can be more accurate image information on
the sampling stage. But the multiscale features of the sampling
stage under the figure have not been fully used and this will lead
to the loss of valuable information.

UNet structure can extract multiscale features very well. Like
most CNNs, it has obvious defects for the problem of inconsis-
tent feature distribution between training data and test data. Cur-
rent CD methods almost do not consider the difference of feature
distribution between data domains. However, the reason for the
great success of deep learning is a basic assumption, which is
the data feature distribution used in the process of training and
testing is consistent [53]. To overcome this problem, an AdaBN
operation that can feature the alignment of data is introduced in
UNet. Adaptive batch standardization can shorten the distance
between two data domains and enhance the adaptability of the
network to different datasets.

In the feature extraction stage, this article uses an improved
UNet model structure, as shown in Fig. 2. UNet consists of
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Fig. 2. Ada-UNet network. The difference with UNet is we replace BN with
AdaBN, a forward propagation is required to update the parameters of AdaBN
before Ada-UNet training.

Fig. 3. Features of the same ground object at different scales. (a) is the ground
truth, (b) is one of the channels of difference map, and (c) is one of the channels
for segmentation of difference map.

four downsampling layers and four upsampling layers. Each
downsampling layer and the convolution layer at the end of
the upsampling combines ReLU and AdaBN and finally carries
out semantic segmentation. Semantic segmentation training is
performed on the GID dataset [54], and then network weights
are shared so that the two networks output consistent feature
mappings. Finally, the subtraction is carried out directly to retain
as much feature information as possible.

The same object in different scales of the characteristic map is
shown in Fig. 3. Fig. 3(a) is the ground truth, Fig. 3(b) is one of
the original image subtraction resulting directly channel feature
map, Fig. 3(c) is the transformation of the CD task of remote
sensing image into the processing task of multiscale feature
difference map obtained by the subtraction of a channel feature
map.

B. Adaptive Segmentation Difference Map CD Network

Aiming at the problem of inconsistent feature distribution in
different data sets, this article designs an adaptive attention CD
network for feature maps. The network structure is composed
of three parts as follows:

1) Ada-UNet Feature Extraction: In this article, a two-
channel structure of UNet based on the idea of Siamese neu-
ral network is proposed to solve the problem of insufficient
training samples. Multiscale feature maps were extracted from
X1 and X2. The original UNet was composed of four upsam-
pling layers and four downsampling layers. Considering that the
high-dimensional feature map contains more information, we
finally selected the 16-dimension output feature map to retain the
maximum object-level feature extraction information. The input
image X of the proposed adaptive UNet (Ada-UNet) structure is
400 × 400×3, and the output Y of the Ada-UNet substructure
is 400 × 400×16.

2) Difference Map Fusion: In order to make the data distri-
bution of the feature difference map more reasonable, Z-score
standardization [55] was first performed on the data. Z-score is
described as follows:

Y ∗
i =

Yi − μ

σ
, i = 1, . . . , N (1)

whereY ∗
i is the normalized multidimensional difference map,Yi

represents the multidimensional difference map, μ is the mean
value of all feature maps,σ is the standard deviation of all feature
maps, and N represents dimension.

After the standardized difference map is obtained, the DM
with the most image change information is fused for stacking in
the channel dimension direction. Finally, the multiscale differ-
ence map containing the most change information is obtained
with a dimension of 400 × 400 × 19.

3) Multiscale Channel Attention Network: In order to ex-
plore the relationship between channel direction of feature map,
this article introduces the weight between channel attention
network learning channels. We introduce the strict threshold
segmentation map as the reference data for training, aiming to
learn the weight relationship between channels. Generally, there
are a few changed pixels in the CD data set and more pixels do
not changed. Data types are unevenly distributed. In order to
alleviate this problem, this article introduces root mean square
pooling [56], which can better reflect the dispersion degree of a
feature layer.

The introduction of channel attention network can effectively
learn the correlation between feature layers, but how to better
use channel attention module needs experiments. In order to
make reasonable use of multiscale difference map, we have
designed three different levels of encoding decoding structure
for experiments. The results show that high dimension map can
retain the maximum reservation details, but might introduce
more noise. Coding decoding structure part can restrain noise,
but it may ignore details. The last layer of the network was
trained with 1×1 Conv and two filters, and the network was
trained with Sigmoid. A single filter was used during the test,
and softmax was used to activate the probabilistic map. Network
Settings is very important. Thus the three network in this article
are verified through experiments.

4) Loss Function: Using the appropriate loss function can
effectively improve network performance and reduce training
time. Contrastive loss function, softmax loss function, and
cross-entropy loss function [57] are the most commonly used
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loss functions for CD. Contrastive loss is used to evaluate the
similarity between two images, while softmax loss is usually
used for multiclass classification. Cross-entropy loss is used to
measure the similarity between two probability distributions and
is more suitable for CD tasks, since the purpose of CD is to
classify pixels as changed or unchanged. The cross-entropy loss
function can be expressed as follows:

L = − 1

N

N∑

n=1

[yn log ŷn + (1− yn) log(1− ŷn)] (2)

where N represents the number of samples, yn represents the
true value of samples, with a value of 0 or 1, ŷ represents the
pixel that is unchanged or changed and represents the network
prediction result. In the CD task, the number of unchanged pixels
is generally far less than the number of changed pixels, which
means that the network prediction result is more inclined to have
no change, because the pixels of yn = 0 are far more than the
pixels of yn = 1 , which will lead to some changes in the original
loss function and yn log ŷn will tend to 0.

Because the training data samples are not balanced, the loss
function may fail and the network tends to predict samples
that are easy to learn. Therefore, for the bias sampling, the
conventional cross-entropy function must be improved to make
it more suitable for the sample imbalance problem. The balanced
cross-entropy loss [17] is introduced, which can solve the above
two problems, and it can be expressed as follows:

Lfl = − 1

N

N∑

n=1

[βyn log ŷn

+ ŷn(1− β)(1− yn) log(1− ŷn)] (3)

where N represents the sample number; yn represents the true
value of the sample, with a value of 0 or 1, represents the pixel
that has not changed or changed; ŷ represents the network pre-
diction result; and β represents the balance factor, β = p−

p−+p+

The addition of balance factor is mainly to reduce the influence
of sample imbalance on network preference and to balance the
training loss of the two kinds of samples.

C. Threshold Analysis

Through data processing, it is found that the difference graph
of the two-phase images mainly presents a bimodal distribution,
as shown in Fig. 4, in which the pixels with higher values tend
to be the parts that actually change. That is to say, D is the pixel
that actually changed. Therefore, pixels in part D are used as
truth values to train the network in order to obtain the weights
between feature maps. In the CD task, the pixels that are most
difficult to determine whether they have changed are parts B and
C, so we regard them as uncertain parts.

In order to better train channel attention CD network, this
research uses strict threshold segmentation maps as the training
samples of the network. We restrict the result between the two
conditions by a strict condition and a relaxed condition, which
obtain a more accurate result.

Fig. 4. Multiscale channel attention network. (a) is the encoding and decoding
structure with two up-down sampling, (b) is the encoding and decoding structure
with one up-down sampling, and (c) is the attention convolution layer of 1×1
channel.

Fig. 5. Grayscale distribution of pixels.

If the result obtained by an untrained Ada-UNet network is
regarded as a looser result, the stricter result is the pixel in part
D of Fig. 4.

To contribute to the geoscience community, the implementa-
tion of our proposed method will be released through GitHub.1

IV. EXPERIMENT

First, this section provides a detailed description of the
datasets used and selects reasonable evaluation indicators. Sec-
ond, some basic methods used in CD are analyzed. Finally, the
proposed method is used to detect the change of datasets with
different feature distributions.

A. Datasets and Evaluation Metrics

1) Datasets Description: The experimental data set adopted
in this article is shown in Table I, including two training sets and
three test sets.

This study first completes the remote sensing image seman-
tic segmentation in Ada-UNet network. Then, the feature is
extracted with UNet network and the AdaBN, which has the
ability to align the different data set features. In order to test
the network’s ability to solve tasks only with few samples, we
choose two training datasets containing less data. The training
set is the semantic segmentation data of remote sensing images,

1[Online]. Available: https://github.com/tanghuakang/A-SMD-Based-
Domain-Adaptive-Change-Detection-Method

https://github.com/tanghuakang/A-SMD-Based-Domain-Adaptive-Change-Detection-Method
https://github.com/tanghuakang/A-SMD-Based-Domain-Adaptive-Change-Detection-Method
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TABLE I
DATASETS DESCRIPTION

Fig. 6. Categories and weights of features in the datasets.

among which there are 15 images in Gaofen Image Dataset,
including training data and test data. There are five images of
training data and 10 images of test data. The Image size is 6800×
7200 pixels and the resolution is 1 m. Zurich Summer Semantic
Segmentation Dataset [58] contains a total of 20 images, each
of which has a size of 600 × 1600 and a resolution of 0.62 m.
The location of the images is Switzerland.

In order to test the generalization ability of this method for
datasets with inconsistent feature distributions, several datasets
with obvious differences in feature distributions were selected
for testing. Through the analysis of these datasets, we found
that the feature distribution of the dataset was significantly
different, as shown in Fig. 5. The SZTAKI dataset [59] was
sampled from three prefectures in Japan, with a total of 13 pairs
of time-stage images. The image size was 952 × 640 and the
resolution was 1.5 m. The Guangzhou dataset [60] was sampled
in Guangzhou, China, with a total of 20 pairs of temporal images
with a resolution of 3 m. The LEVIR dataset [61] was sampled
from all over the world and verified 64 pairs of two-stage images
with a resolution of 1 m and an image size of 800 × 600.

The ground object distribution of the three test datasets is
shown in Fig. 5. As can be seen from the figure, the feature distri-
bution of the three data sets is greatly different. The Guangzhou
dataset has almost all the features, and the features are evenly
distributed. The SZTAKI dataset lacks some features, and its
distribution presents a bimodal trend. LEVIR dataset does not
have a lot of features, the distribution of features is completely
irregular.

2) Evaluation Metrics: In order to verify the effectiveness of
the method we proposed, we selected the following evaluation
indicators. The first metrics are TP and FN. Since the labeling
of the CD task is all made manually, the labeling is highly

subjective. Some data sets are mainly biased to the architectural
change, while others are mainly biased to the change of land use
type. Although the labeling tendency of the data set is different,
the changes of the labeling must be the changes of the actual
ground objects. Therefore, our method at least needs to detect
the changes of man-made labeling. Thus, precision and recall are
required to evaluate whether the labeled changes are detected.
OA was used to evaluate the precision of the changed and
unchanged pixels judged by the network. Taking into account
both accuracy and recall rate, the F1-score was the harmonic
average of the model’s precision and recall rate. To sum up,
four evaluation indexes were adopted: precision, recall, OA, and
F1-score. As shown in the following equations:

P =
TP

TP + FP
(4)

R =
TP

TP + FN
(5)

OA =
TP + TN

TP + TN + FP + FN
(6)

F1 = 2× P ×R

P +R
(7)

where TP, FP, TN, and FN denote the number of true positives,
the number of false positives, the number of true negatives, and
the number of false negatives, respectively.

B. Experimental Setup

1) Data Processing: Gaofen Image Dataset contains a total
of five training data and 10 test data. We make the detailed
classification of 10 test data for network training and cut 6800
× 7200 pixels image into 400 × 400 pixels image according to
the size of input of network. Zurich Summer data set has a total
of 20 images which are also cut into 400× 400 pixels image. The
above images are used for network training. Through the above
sampling, the GID data set is cropped into 3060 images of 400
× 400 pixels, and the Zurich Summer data set is cropped into
160 images of 400 × 400 pixels. The principle of data selection
in the target domain is as follows. Appropriately sample from
each dataset, use a small amount of data for strict threshold
segmentation and extract feature for CD. We randomly selected
20 images of 400 × 400 pixels from each data for network effect
verification and calculated evaluation indexes.

Although the UNET network can show a strong feature fitting
ability under the condition of a small amount of data, for the
image task, 3220 images are obviously not able to meet the
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need of the network training, so we adopted some necessary
data enhancement means in the network pretraining stage. The
data enhancement methods used in this article include random
flip and random rotation.

2) Network Setup: The network structure proposed in this
study is shown in Fig. 1, and the detailed description is as
follows.

The Ada-UNet network for semantic segmentation consists
of four downsampling layers and four upsampling layers. The
downsampling layer consists of Conv + ReLu + AdaBN +
Conv + ReLu + AdaBN + MaxPooling. The upsampling layer
consists of Conv_Transpose + ReLu + AdaB + Conv + ReLu
+ AdaBN + Conv + ReLu + AdaBN, and finally consists of
two sorting layers: Conv + ReLu + AdaBN + Conv + ReLu
+ AdaBN + Conv + softmax. Fig. 2 is the detailed parameter
information.

After the semantic segmentation, the three-channel difference
diagram, which is a subtraction result of the segmentation feature
map and the original image channel by channel, is stacked with
channel dimensions to obtain the feature map of 19 channels.
Then, the channel weight is learned by the channel attention
network. If there are fewer 3 × 3 convolution layers in the
network, the network will only pay attention to the channel
weight but ignore the spatial information of the feature graph. If
there are more 3 × 3 convolution layers, the network space in-
formation will account for a large weight but ignore the channel
information. Here, we design three-channel attention network
schemes, as shown in Fig. 6. Fig. 6(a) and (b) consists of two
upsampling and downsampling structures and one upsampling
and downsampling structure, respectively. The lower sampling
structure is: 3 × 3 Conv + ReLu + AdaBN + MaxPooling. The
upsampling structure is: Conv_Transpose + ReLu + AdaBN;
Fig. 6(c) is 1 × 1 Conv. Different from conventional SENet, rms
pooling is adopted in this article, which is different from global
average pooling. rms pooling can better express the contribution
degree of feature information in feature graph for the final result.
The channel attention network is trained with the results of strict
threshold segmentation to obtain the channel weight.

This study is implemented through tensorflow. The source
domain image semantic segmentation training the optimizer for
stochastic gradient descent, we use learning rate is 0.01, the
batch size is 32, training target domain CD, we use the optimizer
is stochastic gradient descent, the vector is 0.01, the batch size is
16 strict threshold segmentation to produce training data, we use
part D of Fig. 4 as the training ground truth of multiscale channel
attention network, finally to threshold segmentation results using
the conventional threshold.

3) Loss Function: Since the balance loss function is adopted
in this study to balance the imbalance between the changed
samples and the unchanged samples in the training data, the
calculation method of β is as follows:

β =
pn

pn + pc
(8)

1− β =
pc

pn + pc
. (9)

pn represents the total number of pixels that have not changed,
and pc represents the total number of pixels that have changed.

C. Baseline Method

Because this research focuses on migration domain adaptive
problems in the field of study, in order to highlight the effec-
tiveness of this method in our study, we selected the method to
compare as follows.

1) The threshold segmentation method [8].
2) PCA [62]: The traditional PCA method to construct the

difference image is to carry out PCA transformation on
the two stages of the image respectively, and then use
the first principal component to carry out the difference
calculation. In this article, the variance contribution rate
is set as 80, and then the classification is carried out by
k-means.

3) Fuzzy C-means [9], membership matrix index is set as 2,
the maximum number of iterations is set as 1000, and the
pixels in the difference map are clustered.

4) Random forest [63].
5) Siamese-KNN [64] generate differences variation graph

by using CNN and K-nearest neighbors.
6) VGG16_LR uses the feature map generated by VGG16 to

perform low-rank decomposition.
7) PCANet [65].

D. Result Evaluation

By training 87 epochs, the segmentation accuracy of Ada-
UNet reached 94.5%. The cross-entropy loss function is used in
the pretraining process. Under this precision, it can be considered
that the segmentation feature map generated by our semantic
segmentation network can well represent the real situation on
the ground. In order to demonstrate the effect of our proposed
method on different feature distribution data sets, this section
demonstrates the effectiveness of this study through the fol-
lowing experiments. Then, the ablation study was carried out
to determine the contribution of each module of the proposed
method to the network. Finally, the number of parameters of the
proposed method was calculated and compared.

1) Dataset With a Balanced Distribution of Features: By
analyzing the distribution of ground objects in the dataset, we
find that the Guangzhou data set is a dataset with a balanced
distribution of ground features.

In order to verify the generality of the proposed method,
we first conduct a CD experiment on the Guangzhou dataset.
According to the description of the previous method, we use the
strict threshold segmentation results to train the channel atten-
tion network and then use the general threshold segmentation to
detect the change of gray image.

The changes of a large number of artificial targets are marked
more in the Guangzhou dataset, such as building roads, etc.,
while the changes of ground vegetation, water bodies, and rocks
are considered less. The results of a comparison between the
method in this article and other methods are shown in Table II.
Structure B of the method proposed in this article achieves the
best results.

The comparison between the probabilistic map generated by
the network proposed in this article and the ground truth is
shown in Fig. 7. Figs. 8(a) and 7(b) are images of two-time
stages of a certain area on the ground in the Guangzhou dataset,
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TABLE II
COMPARISON OF DETECTION RESULTS OF GUANGZHOU DATASET

Fig. 7. Comparison of real ground change map and probabilistic map. (a) and
(b) represent remote sensing images in time periods T1 and T2, (c) represents
marked real ground truth, and (d) represents probabilistic map generated by this
method.

Fig. 8. Comparison of detection effect of feature distribution balanced dataset.
(a) Threshold. (b) PCA. (c) FCM. (d) Random forest. (e) Siamese KNN. (f)
VGG16-LR. (g) PCANET. (h), (i), and (j) are the results obtained by the three
structures proposed in this article.

respectively. It can be seen that there are few buildings in the
area in time T1, while great changes have taken place in time
T2. It can be seen from Fig. 7(c) and (d) that the real ground
change is basically consistent with the high probability area
of the probabilistic map, but the result cannot be obtained by
simple visual measurement. In this article, the probability map
is divided by the conventional threshold value to generate the
change map.

The traditional pixel-based methods are shown in Fig. 8(a),
(b), (c), and (d), respectively, and the results in all aspects are
still superior to the method proposed in this article.

By comparing the results of each method, we find that the
threshold segmentation method can obtain the most complete
land surface changes, but many of the land surface changes
generated by the threshold segmentation method are pseudo
changes, that is, this method cannot distinguish pseudo changes.

TABLE III
COMPARISON OF DETECTION RESULTS OF SZTAKI DATASET

Fig. 9. Comparison of real ground change map and probabilistic map. (a) and
(b) represent remote sensing images in time periods T1 and T2, (c) represents
marked real ground truth, and (d) represents probabilistic map generated by this
method.

Actually, PCA, random forests, and FCM also cannot elimi-
nate pseudo changes; the cause of this phenomenon is mainly be-
cause traditional pixel-based method cannot identify advanced
features, and CD data set of tag data is usually carried out for
calibration, generally has an obvious tendency, is negligible for
some very slight change. Fig. 8(e), (f), and (g) shows some
advanced methods in the field of remote sensing image CD
results, but is ahead of the results of the methods in this article.

2) Dataset With Uneven Distribution of Features: Through
the analysis of the distribution of the ground object of data
collection, we found that the SZTAKI dataset is a ground fea-
tures distribution imbalanced dataset. SZTAKI dataset in Japan
contains 13 images, mainly with the variation of buildings and
roads, and methods to the spring and autumn period and the
change does not take into account the ground vegetation part
puts forward three types of channel attention network, we use
each picture of strict threshold figure of three network training,
the results such as Table III, visible, the best comprehensive
performance is our structure B.

In the process of training and testing, first of all, based on
datasets SZTAKI adaptive semantic segmentation, segmentation
feature difference image, then to strict threshold segmentation
of image difference figure, get variation, using the feature dif-
ference and variation of network training.

Then, the cross-validation method was used to carry out the
experiment and the heat map of the multiscale channel attention
CD network B completed by training was shown in Fig. 9(d).
Fig. 9(a), (b), and (c) were the time stage T1, time stage T2, and
ground truth, respectively.

In unbalanced distributed datasets, structure B proposed in
this article performs best. The traditional pixel-based methods
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Fig. 10. Comparison of detection effects of dataset with uneven feature dis-
tribution. (a) Ordinary threshold segmentation. (b) PCA. (c) FCM. (d) Random
forest. (e) Siamese KNN. (f) VGG16-LR. (g) PCANET. (h), (i), and (j) are the
results obtained by the three structures proposed in this article.

are shown in Fig. 10(a), (b), (c), and (d), respectively. Compared
with the pixel-based method, the method proposed in this article
undoubtedly surpasses the traditional unsupervised method in
every aspect, because the pixel-based method does not have the
ability to learn advanced features from the image. By comparing
the results of each method, we can also find that the threshold
segmentation method can fully find out the changes between two
images, and the selection of threshold is the key to the good or
bad results.

As shown in Fig. 10(a), we choose a strict threshold, which
leads to many real changes not being detected. PCA and random
forest method can identify most of the changes, but cannot ef-
fectively exclude the false changes. The fuzzy C-means method
eliminates a lot of pseudo changes, but the change diagram
is rather disorderly because there are no learning advanced
features. Fig. 10(e), (f), and (g) shows some advanced methods
in the field of CD of remote sensing images. Siamese KNN
and VGG16_LR methods can detect a lot of changes, but the
detection of subtle changes is relatively rough. PCANet can
distinguish some ground features and eliminate the interference
of noise well, but the recognition of ground features using
PCANet is not accurate enough.

3) Dataset With Extremely Uneven Distribution of Features:
In order to obtain the detection effect of this method when the
feature distribution is extremely uneven, the LEVIR dataset is
used for testing. Through data analysis, we found that the data
collection of all the characteristics of the rural, residential, and
irrigated land is the most significant and other characteristics are
less, and none of the characteristics of the data set river, lakes,
and other water features, and characteristics of the distribution
is very uneven.

This dataset can be used to test the ability of the proposed
method to detect the data with great differences in feature
distribution. In this article, the method and the results of the
benchmark method for such as shown in Table IV, according
to the results we can see various methods based on the DNN
indicators are lower than before the results of the two datasets,
for the uneven characteristic distribution difference of the data,
the conventional method based on pixel almost has no effect,
but the need for using the methods of extracting features of the
DNN became the accuracy of a block. Fortunately, the proposed
approach is still in a variety of methods to obtain the best results.

TABLE IV
COMPARISON OF DETECTION RESULTS OF LEVIR DATASET

Fig. 11. Comparison of real ground change map and probabilistic map. (a) and
(b) represent remote sensing images in time periods T1 and T2, (c) represents
marked real ground truth, and (d) represents probabilistic map generated by this
method.

Fig. 12. Comparison of detection effects of dataset with extremely uneven
feature distribution. (a) Ordinary threshold segmentation. (b) PCA. (c) FCM.
(d) Random forest. (e) Siamese KNN. (f) VGG16-LR., (g) PCANET. (h), (i),
and (j) are the results obtained by the three structures proposed in this article.

The comparison between the real ground change diagram and
the probabilistic map is shown in Fig. 11. Fig. 11(a) and (b)
shows the real pictures of two-time stages in a certain region in
the LEVIR dataset, respectively.

It can be found that the former stage is mainly roads and
wasteland, while the latter stage is mostly wasteland and trees
turned into buildings. From the comparison of real change and
probability map, this method can basically identify the ground
change, and the gray level distinction between the changed area
and the unchanged area is obvious.

Fig. 12 is a comparison of the effects of the various methods
with those presented in this article. Fig. 12(a), (b), (c), and (d)
shows the results generated by the pixel-based method. As the
pixel-based method focuses more on the change of details, the
overall effect of the pixel-based method is obviously worse than
that of the feature-level method. Fig. 12(e), (f), and (g) shows
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Fig. 13. Ablation study.

the performance of some advanced methods on the data with
extremely uneven feature distribution. These results are obtained
after the training of the whole dataset sample.

Although the effect is good, the training cost is much higher
than the method proposed in this article. Fig. 12(h), (i), and
(j) show an experiment of the attention CD network of three-
channel s. According to the data, the convolution of upper
and lower sampling of one layer is more suitable for feature
extraction of multichannels. The two-layer network with up
and down sampling makes the changing regions stick together.
Although convolution can extract features, too many layers make
the network pay more attention to features than to channels.
The channel attention network without up and down sampling
structure recognizes many false changes.

4) Ablation Experiments: In this section, the ablation ex-
periment was used to verify the effectiveness of the proposed
method. In order to reduce the difference in data feature distri-
bution, AdaBN was introduced into UNet. Since there is a strong
correlation between each segmentation feature difference map
and the final CD result, to make efficient use of this correlation,
we introduce the correlation between SENET learning channels
in the generation stage of the change probability map. The
following experiments will respectively discuss the absence of
AdaBN and SENet in the method. Both modules are absent and
both modules are present.

To make the proposed method more convincing, we conducted
experiments on LEVIR, a data set with the largest difference
in feature distribution. The other settings of the experiment
were not changed at all. Since structure B performed best in
the channel attention network, we chose structure B to test the
detection effect of each module in the ablation experiment. The
experimental indicators are shown in Fig. 13.

As can be seen from the figure, when the two modules are not
added, the indicators of the method are low, which is similar
to the effect of the traditional deep learning method. In the
experiment of “without SENet,” AdaBN was added separately,
and it can be seen that AdaBN can effectively improve the
detection effect of the method, and all indicators in the results
have been significantly increased. However, in the experiment of
“without AdaBN,” the improvement of network detection effect
by adding SENet alone was not so great. The experiment with
both AdaBN and SENet achieves the highest detection precision
and recall, which proves that the combination of AdaBN and
SENet enables the network to detect changes in the ground more
accurately.

V. DISCUSSION

A. Adaptive Semantic Segmentation

The CD method proposed in this article shows that the dif-
ference in feature distribution among different remote sensing
image data sets can be solved by improving the structure of the
feature extraction stage. In this paper, UNet structure is used
to extract image features. In order to extract the distribution
characteristics of different data sets, the structure of UNet is
improved by adding AdaBN layer. The addition of AdaBN layer
can balance the feature distribution distance between different
data. This simple change enables Ada-UNet to improve the
semantic segmentation accuracy of source domain data to 94.5%
in the case of a small number of training data sets.

In the target domain data, we use the method of weight sharing
to make the semantic segmentation conditions of different stages
in the same region the same. Since AdaBN needs to propagate
forward once to update the parameters of batch normalization
processing, we first use images of different stages in the same
region as input data to propagate forward once. In this stage,
this study did not evaluate the semantic segmentation effect but
directly reflected the detection result in the CD graph in the next
stage, which needs to be considered in future research.

B. Channel Attention Network

If the channel attention network is directly used in the 1× 1
Conv, many noises may be judged as changing pixels. However,
too many convolutional layers will lead to too many parameters
to be trained, making it difficult for the network to be trained.
It is more likely to encounter the problem of fewer training
samples. Therefore, the attention CD network of three-channel
proposed according to the problem with a small number of
samples is shown in Fig. 6. In the experiment, we also carried
out corresponding effect verification. Fig. 6(b) has the best effect
among the three structures. According to the evaluation index,
it can be found that the more unbalanced the data distribution is,
the better the effect of Structure B in this method is compared
with other methods.

For the channel attention network in this article, we find that
the overall accuracy is around 90%. Although it performs well
in unsupervised tasks, strict threshold segmentation of the data
set is still needed in the method. By analyzing the results of
strict threshold segmentation, we find that even under such strict
conditions, there are still a small number of pixels that are false
changes. Therefore, future research can focus on how to use
reinforcement learning, continuous learning, and other means
to improve the authenticity of network training data.

C. Threshold Analysis

From the analysis of the above results, it can be found that
among the three kinds of channel attention networks proposed
in this article, structure (b) has the best comprehensive perfor-
mance.

So we only analyze the strict threshold difference diagram
required by training structure (b) and the probabilistic map
generated by structure (b) when analyzing the threshold value.
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Fig. 14. Pixel distribution of difference map and probabilistic map. (a) and (b),
(c) and (d), and (e) and (f) are the gray value distribution and probability value
distribution of difference map in Guangzhou, SZTAKI, and LEVIR, respectively.

The difference map used in the experiment on the three
datasets and the pixel distribution of the generated probabilistic
map is shown in Fig. 14. Among them, the difference between
the data sets a and b is Guangzhou figure and probabilistic map
pixel distribution, can be seen from the diagram, the figure to take
advantage of the critical threshold segmentation results training
channel network, 0.85, the threshold value is greater than 0.85
pixels as a real ground probabilistic map generated by the pixel
0.46 threshold value can get Fig. 8(i). The rest of the two data
sets are as shown.

By analyzing the threshold changes, we can find that the net-
work can draw away the distance between the changed pixels and
the unchanged pixels in the data set with a balanced distribution
of features, making it easier to use the conventional threshold
for segmentation.

But for the balance of the distribution characteristics of
data sets, feature extraction has a certain influence, Fig. 14(f)
said LEVIR probabilistic map of a data set that obvious than
Guangzhou dataset and SZTAKI more fuzzy pixel distribution
of the dataset, this is because the characteristics of the distribu-
tion of unbalanced datasets feature extraction difficulty bigger
although there are very strong in this article, the structure of the
domain adaptive feature extraction ability, but the distribution
characteristics of balanced data still have some influence.

D. Comparison of Parameters

In order to better illustrate the superiority of the proposed
method, we make a horizontal comparison in terms of the
number of parameters. The deep learning methods used in the
experiment of this article mainly include VGG-LR based on the
VGG network and PCANet based on CNN. At the same time,
we also compared the parameters before and after the addition of
the SENet module and AdaBN module. The results of parameter
comparison are shown in Fig. 15.

By calculating the parameters in the experiment, it can be
found that the method proposed in this article has a relatively
small number of parameters. This is not only because UNet is a
lightweight neural network, but also because SENet and AdaBN
modules almost do not add any parameters to the network. This
means that adding AdaBN and SENet into the same network

Fig. 15. Comparison of parameters.

structure can greatly improve the accuracy of the model without
greatly increasing the model parameters.

SENet plays a significant role in the proposed approach and
does not result in a significant increase in the number of pa-
rameters. At the same time, CCNet, SKNet, and other modules,
which have similar functions with the SENet module, did not do
experiments to verify the relationship between parameters and
accuracy. These will be the focus of our future research.

VI. CONCLUSION

In this article, we propose a domain adaptive CD method
based on segmentation map difference. In this method, the pre-
trained Ada-UNet is used for semantic segmentation of the origi-
nal image in the CD datasets. The semantic segmentation feature
map and the original image difference map was combined,
and then strict threshold segmentation was performed on the
original image difference grayscale image. The combined high-
dimensional feature map and strict threshold segmentation map
were used to train the channel attention network. A probabilistic
map is generated by the trained channel attention network, and
the CD results are obtained by dividing the probabilistic map.

Compared with the existing methods, our method has a better
comprehensive performance when the experiments are carried
out in datasets with different feature distributions. More im-
portantly, it is a method that can be trained with only a small
amount of data, which solves the problem that the data feature
distribution for training and testing needs to be consistent, and
it is more applicable to practical situations.
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