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Retrieval of Ocean Surface Radial Velocities With
RADARSAT-2 Along-Track Interferometry
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Abstract—This article provides a detailed presentation of the
dual-aperture synthetic aperture radar (SAR) data processing
scheme for the retrieval of ocean surface radial velocities.This
scheme includes processing of raw SAR data, coregistration
of along-track interferometric samples, magnitude and absolute
phase calibration, and coherent averaging (multilooking). Several
approaches for the absolute phase calibration are provided and
compared. Some of the attempted approaches can potentially be
used over open ocean (i.e., in scenes that do not contain any land).
Main goal of attempting different approaches for the absolute
phase calibration was to determine their relative performance, and
determine the potential feasibility of some approaches over open
ocean. The data processing scheme is applied to a RADARSAT-2
dual-channel MODEX-1 acquisition over a section of the Florida
Current. For the dataset used in this study, different absolute
phase calibration methods yielded similar radial velocity estimates,
with relative mean and RMS differences within approximately
0.1 m/s. Estimates from SAR ATI were also compared to estimates
from NASA’s OSCAR dataset. Comparison of visually identified
currents showed close spatial overlap between estimates from the
two sources. The RMS difference was found to be approximately
0.30 m/s. This difference can be attributed to the physical and
temporal differences between the estimates.

Index Terms—Along-track interferometry (ATI), calibration,
detection, estimation, radial velocity, surface currents, synthetic
aperture radar (SAR).

I. INTRODUCTION

OCEAN currents can be used by vessels for navigation
and routing (e.g., to save travel time and fuel). Ocean

currents also play a significant role in determining weather and
climate. For example, the Gulf Stream (GS) shapes the climate
on four continents. Climate-related changes, such as melting ice,
can significantly affect the flow of such currents. In particular,
the melting ice from Greenland can potentially alter the flow
of the GS current, which can have significant impact on both
sides of the Atlantic. Frequent monitoring of such currents is,
therefore, essential when studying climate change and its impact
on resources and environmental security [1]. Space-based SAR
can be used to fill gaps and provide validation for existing data
streams.

First reported experiments to measure surface currents with
multichannel airborne SAR for along-track interferometry (ATI)
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were performed by the L-band AirSAR system from NASA Jet
Propulsion Laboratory [2]. In SAR ATI, measurements from
multiple antenna phase centers, which are separated in the plat-
form along-track direction, are used to compute the interferomet-
ric phase that can be converted into platform line-of-sight (LOS)
velocity vector—referred as radial velocity—using the imaging
geometry. The 1989 Loch Linnhe experiment conducted by the
AirSAR system involved concurrent acquisition of ATI data
with in situ measurements of surface currents, surface wave
field, and meteorological conditions [2]. Significant discrepancy
was reported between velocity estimates obtained from ATI and
in situ data. This experiment showed that ATI measurements
are not exclusively determined by surface currents, but they
also include contributions from wind-dependent surface wave
motions. The Loch Linnhe experiment and further work in [3]
showed that these contributions are dependent on the wind
speed and direction, and radar parameters such as wavelength,
polarization, and incidence angle.

First experiment to measure sea surface currents using space-
based SAR ATI was performed using the space shuttle [4]. This
experiment used SAR ATI to derive surface current velocities in
the LOS direction over an area of the Dutch Wadden Sea, and
then, compared these SAR measurements to a numerical model
that was derived using dominant physical processes. The numer-
ical model was especially developed to describe and predict the
consequences of management measures in the Wadden Sea. Ex-
periments to measure river currents or sea surface currents in the
vicinity of stationary land using TerraSAR-X/TanDEM-X ATI
were conducted by Romeiser et al. [5]–[9]. All experiments with
the space shuttle and TerraSAR-X/TanDEM-X were performed
with X-band SAR. More recently, preliminary results in C-band
SAR over the GS using RADARSAT-2 dual-channel ATI have
been presented in [10].

Efforts have also been made to study the feasibility of single-
channel space-based SAR data for the retrieval of sea surface
currents using the Doppler anomaly (DA) method [11]–[14].
Compared to ATI, the DA method requires less volume of data,
however, this method does not provide the same high resolution
as ATI. Furthermore, the accuracy of surface current radial ve-
locity estimates with DA is limited due to the limitations of satel-
lite steering controls and the limited accuracy of satellite attitude
data [15]. Another approach for retrieval of surface currents that
has recently gained attention is based on subaperture processing
of SAR data acquired with modes that provide sufficiently long
exposure time (e.g., spotlight) [16], [17]. However, SAR modes
with long exposure times typically have very limited swath
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Fig. 1. Schematic diagram of currents (gray) in the vicinity of study area,
plotted over bathymetry in meters. The exact test area in this study is denoted
by the red rectangle. Warm water current enters the Gulf of Mexico from in
between Mexico’s Yucatan Peninsula and Cuba forming the Loop Current. This
current forms the FC as it moves through Florida Strait. Merger of the Florida
and Antilles current forms the GS.

widths, and therefore, may not be suitable for applications that
demand large area coverage.

This article extends the work that has been presented in [10]
with space-based C-band SAR. It provides a comprehensive data
processing scheme for the retrieval of ocean surface radial ve-
locities from dual-channel ATI raw (range uncompressed) SAR
data. Data processing scheme is also applied to a RADARSAT-2
acquisition over a section of the Florida Current (FC). Several
methods for absolute phase calibration have been attempted and
compared. The purpose of attempting several different methods
for the absolute phase calibration was to determine the relative
performance of these calibration methods, and to assess the
potential feasibility of some methods over open ocean (i.e., for
scenes that do not contain any land). An approach for coherent
averaging (multilooking) based on an analytical model for the
homogenous ATI phase is provided. Estimates obtained from
SAR ATI measurements are also compared to estimates derived
from NASA’s OSCAR dataset.

The rest of this article is organized as follows. Section II
provides details of the test area and datasets that are used for
this study. Section III provides a detailed discussion of the data
processing scheme used for the retrieval of surface currents from
RADARSAT-2 ATI data. Results obtained after applying the
processing scheme on a dataset acquired over a region of the FC
are provided and discussed in Section IV. Section V concludes
this article.

II. DATA

Fig. 1 shows a schematic diagram of currents that are present
in the vicinity of the chosen study area. The exact area for this
study is shown in the figure by the red rectangle. This area covers
a portion of the FC that is roughly located between 80.5–82° W
and 23–25.5° N. This location is interesting because here the
current typically turns from an easterly (zonal) direction to a
northerly (meridional) direction [18]. As shown in Fig. 1, the
FC connects the loop current to the GS. Generally, the complex

Fig. 2. Antenna configuration of the dual-channel RADARSAT-2 MODEX-1
ATI mode. Gray arrows denote the physical phase centers, and black arrows
denote the effective phase centers. Full aperture is used on transmit. Antenna is
split into two (fore and aft) on receive. Signal is acquired simultaneously from
the two wings that are separated by an effective phase-center separation distance
(d = 3.75 m).

dynamics of the FC are driven by processes that operate at
a broad range of spatial and temporal scales, including, but
not limited to, wind stress, waves, tides, thermohaline density
gradient, and hydrological conditions [18]–[21]. However, water
mass transport near the surface (i.e., surface currents) are largely
driven by wind stress in the Florida Straits [19]–[21].

RADARSAT-2 data over the FC region was acquired using
MODEX-1 ScanSAR mode, which is a dual-channel mode for
ATI [22]. The antenna configuration for this mode is provided
in Fig. 2. The RADARSAT-2 system architecture allows for
simultaneous signal acquisition from the two receive channels
that are separated in the along-track direction by an effective
phase-center separation distance d = 3.75 m. Equation (1) pro-
vides time-domain expressions for the azimuth received signal
from each channel. If the target moves in the radial (slant range)
direction during time interval Δt = d

Vs
, where Vs is the satellite

velocity, then it will have different range R(t) in z2(t).

z1(t) = D1(t) · e−j2π
R(t)

λ

z2(t) = D2(t+Δt) · e−j2π
R(t+Δt)

λ (1)

where D(t) is the two-way azimuth antenna pattern, R(t) is
slant range, and λ is the radar wavelength. For moving targets,
the difference in range between acquisitions z1(t) and z2(t) can
be measured by computing the ATI phase (φATI), as shown in
(2). The ATI phase can be converted to the radial velocity (Vrad)
using the relationship in (3).

φATI = arg (z1(t)z2(t)
∗) (2)

Vrad =
λVsφATI

4πd
(3)

where arg denotes the argument of complex number, and ∗ indi-
cates complex conjugation. Further details of the RADARSAT-2
dataset are provided in Table I.

As done in [10], estimates derived from SAR ATI are com-
pared to estimates obtained from NASA’s Ocean Surface Current
Analyses Real-time (OSCAR) dataset, which provides near-
surface currents on a spatial grid 1/3◦ approximately every 5
days [23]–[25]. OSCAR estimates current velocities using sea
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TABLE I
RADARSAT-2 MODEX-1 SCANSAR MODE PARAMETERS

surface height, ocean wind, and sea surface temperature data
acquired by satellite in situ instruments, and a model based on
quasi-linear and steady flow momentum equations. The model
estimates a surface current averaged over the top 30 m of the
upper ocean. OSCAR provides velocity estimates for zonal and
meridional components separately, which are then transformed
to radar LOS in this study for comparison with estimates derived
from SAR. Accuracy of OSCAR data has been established by
comparing velocity observations from buoy drifters deployed at
15 m depth [23]. The standard deviation of difference between
OSCAR estimated velocities and observed drifter velocities was
found to be 8 and 3 cm/s for zonal and meridional components,
respectively [23].

It is important to note that OSCAR cannot be treated as an
actual ground truth for RADARSAT-2 dataset. This is because
OSCAR provides estimates that have temporal resolution of
approximately five days, and estimates from RADARSAT-2 ATI
are assumed to be only valid at SAR acquisition time. Velocity
estimates obtained from OSCAR are averaged over a surface
layer thickness of 30 m [25], whereas estimates obtained from
RADARSAT-2 ATI are assumed to be primarily produced by
Bragg scattering, which is representative of only a fraction of
wavelength from the top surface. Furthermore, there are spatial
gaps in OSCAR data near coastal regions. This is because some
of the in situ data required by OSCAR are not available in
coastal regions. Due to these differences, the correlation between
surface currents obtained from the two sources is expected to be
limited.

Fig. 3 shows the OSCAR estimates obtained after transfor-
mation to radar LOS direction and interpolated to a spatial grid
obtained from RADARSAT-2 data. The figure clearly shows
estimates that can be identified as FC. However, the figure also
shows a significant amount of missing data near coastal regions
of Cuba and Florida.

III. DATA PROCESSING

Block diagram of the data processing scheme used for the
retrieval of surface radial velocities is shown in Fig. 4. MODEX
data are first SAR processed to maximize signal-to-noise ra-
tio (SNR) at each resolution cell. For the ScanSAR dataset,
full-aperture SAR processing was performed using the chirp
scaling algorithm. Parameters for stationary world were used

Fig. 3. OSCAR near-surface current transformed to the radar LOS ra-
dial velocity estimates and interpolated to a common spatial grid derived
from RADARSAT-2 dataset. Black rectangle denotes the swath boundary of
RADARSAT-2 acquisition. There is a significant amount of missing data near
the coastal regions.

Fig. 4. SAR data processing scheme for the surface current retrieval. Com-
pared to the conventional MTI processing (e.g., for detection/estimation of ves-
sels), blocks highlighted in red are more involved and require special attention.

in the application of chirp scaling and azimuth compression.
Full-aperture SAR processing is obtained by padding the in-
terburst gap regions in ScanSAR data with zeros, and then,
running the data through a stripmap processor. This preserves
the full azimuth resolution of the data, albeit at the cost of some
artifacts due to interburst modulations. After SAR processing,
coregistration is performed to align ATI samples in space. This
can be achieved in time domain by interpolating one channel
to a time base that corresponds to the effective phase-center
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TABLE II
RADIAL VELOCITY ESTIMATION ERROR (ΔVrad) DUE TO ABSOLUTE

PHASE CALIBRATION ERROR (Δφcal)

separation distance, or by adding a corresponding phase term
provided in (4) in the frequency domain.

H(f) = ej2π(f−fdc)
d
Vs (4)

where f is the Doppler frequency, and fdc is the Doppler centroid
frequency.

After coregistration of ATI samples, the magnitude and phase
of the complex multichannel SAR data has to be calibrated. If
the scene contains some land, then an adaptive approach for
magnitude calibration (e.g., adaptive digital balancing) can be
used. Otherwise, the magnitude should be calibrated iteratively
by first removing the mean, and then, equalizing the magnitude
between channels. This can be achieved by the operations shown
in the following equation:

zn = zn − 〈zn〉

zn = zn −
√

〈|zref|2〉
〈|zn|2〉 (5)

where zn is the nth channel, zref is the reference channel for
magnitude equalization, 〈·〉 denotes two-dimensional averaging
in azimuth and range, and |·| is the modulus or absolute value.

The final two data processing steps, absolute phase calibra-
tion and coherent averaging, are more complicated for surface
current retrieval and require particular attention. These are dis-
cussed in detail in Sections III-A and III-B.

A. Absolute Phase Calibration

For surface currents, radial velocity estimation accuracy is
extremely sensitive to errors in the absolute phase calibration.
Relationship between radial velocity estimation error (ΔVrad)
and ATI phase calibration error (Δφcal) is shown in (6). Using
this relationship, some values for the radial velocity estimation
error were computed and are provided in Table II. For any reli-
able system with a sufficiently high accuracy, the maximum error
in the estimated velocity should be far lower than the expected
minimum velocity of the target. Surface currents exhibit radial
velocities on the order of a few cm/s on the lower range. If as
a heuristic, the maximum tolerable error in the radial velocity
estimation is chosen to be 10 cm/s, then Table II shows that
the absolute phase calibration error should not exceed ∼ 0.01
radians, which is an extremely stringent requirement. Note that
in the context of this article, “accuracy” refers to the absolute dif-
ference between the estimated radial velocity obtained from ATI
measurements and the known or unknown true radial velocity of
the target. In literature, this is sometimes referred to as “absolute

accuracy,” as opposed to “relative accuracy,” which refers to the
standard deviation of the estimated radial velocity and is related
to standard deviation of the measured ATI phase [26], [27]. More
discussion on the standard deviation of the measured radial
velocity and ATI phase is provided in the context of coherent
averaging.

ΔVrad =
λVsΔφcal

4πd
. (6)

For RADARSAT-2 MODEX data, two main sources of the
phase error have been identified. These two sources are constant
phase error and range-varying phase error. The constant phase
error is assumed to be primarily caused by the different char-
acteristics of the two physical receive channels (e.g., circuitry,
antenna variations, etc.). The range-varying phase error com-
ponent is assumed to be primarily caused by the attitude and
yaw steering of the antenna. The absolute phase calibration is
performed by first correcting for the range-varying phase error,
and then, performing the constant phase error correction. The
order of operations is important since the range-varying phase
error correction can introduce another constant phase offset.
Therefore, if the order of operations is reversed, then a second
iteration of the constant phase error correction is required.

The range-varying phase error can be removed by first esti-
mating the range-varying component from ATI phase data, and
then, appropriately adding the phase to one of the channels.
Estimation of this component is performed by coherently av-
eraging in azimuth, and then, applying smoothing to remove
any transients. Length of the smoothing filter should be chosen
appropriately so that transients from moving targets with a high
SNR are filtered out. A polynomial fit can be performed after
smoothing to obtain the final estimate of the range-varying
phase error component. Let ψ̂p2

range denote the estimate obtained
after performing a second-order polynomial fit of the smoothed
estimate. Then, the range-varying phase error can be removed
by simply multiplying the estimate with the second channel as
follows:

z̃2 = z2 · exp(jψ̂p2
range) (7)

where z2 is the second channel in time domain, and z̃2 denotes
the same channel after correction. Note that calibration can also
be performed by multiplying the phase function in (7) with the
first channel z1, however, in this case, conjugate of the phase
term should be used. Fig. 5 shows an example of the range-
varying phase error, output of the smoothing filter, the second-
order polynomial approximation of the smoothed error, and the
corrected ATI phase after this error is removed.

The constant phase error correction is performed in a similar
manner to range-varying phase error correction (i.e., the error
term is estimated from data, and then, removed via a phase multi-
plication term). In the presence of land in the scene, the constant
phase error can be estimated by coherently averaging over all
range and azimuth samples that cover land [9], [28], as shown in
(8). Another approach that can be applied in the presence of land
is adaptive digital balancing, which simultaneously performs
magnitude and constant phase calibration by iteratively solving
a least-square optimization problem [29]. The adaptive digital
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Fig. 5. Example of the range-varying phase error (blue) estimated after aver-
aging the ATI phase in azimuth. Transient spikes are caused by vessels. Red line
denotes output of the smoothing filter, and yellow line denotes the polynomial
fit. Purple plot shows the output after correcting for the range-varying phase
error.

balancing algorithm derived in [29] works only on scenes where
land is predominant. An extension of the algorithm that works
over maritime scenes with large areas of nonstationary water is
provided in Appendix A.

ψ̂land
const = arg (〈Mlandz1z

∗
2〉) (8)

where Mland is a binary land mask (i.e., valued 1 if the sample
is over land, otherwise valued 0), averaging is performed over
all samples in range and azimuth.

The constant phase error correction is far more challenging
for scenes that do not include any land. For such scenes, two
approaches have been introduced in [10] and [30]. In the first ap-
proach, the constant phase error is estimated in a similar manner
to how it is estimated in the presence of land in (8), except no land
mask (Mland) is used and the coherent averaging is performed
over all samples in the scene [30]. Mathematically, this approach
can simply be stated as ψ̂scene

const = arg(〈z1z∗2〉). This approach
assumes that the phase error remains constant in azimuth (slow
time) over the area being calibrated. This assumption can be
justified for sufficiently long scenes in azimuth that contain high
number of stationary scatterers.

In the second approach introduced in [10], the constant phase
error is estimated by matching the ATI phase of vessels in the
scene to the phase corresponding to their radial velocity obtained
from Automatic Identification System (AIS) data. Mathematical
derivations for this approach in [10] are only applicable for
one vessel per subbeam. A simple extension of this approach
is provided in (9), which uses all available vessels per subbeam
to estimate the constant phase error. It is simply the average of
all the phase differences (φAIS

n − φ
′ATI
n ), where φAIS

n is the phase
that corresponds to the radial velocity of the nth vessel obtained
from AIS data, and φ

′ATI
n is the uncalibrated ATI phase of the

same nth vessel estimated from the data as shown in (10).

ψ̂vessels
const =

∑Nv

n=1(φ
AIS
n − φ

′ATI
n )

Nv
(9)

TABLE III
METHODS FOR CONSTANT PHASE ERROR CORRECTION USED IN THIS STUDY

where Nv is total number of vessels used for estimating the
constant phase error term ψ̂vessels

const . The uncalibrated ATI phase
for the nth vessel estimated from data is

φ
′ATI
n = arg

(〈M vessel
n z1z

∗
2〉
)

(10)

whereM vessel
n denotes the binary mask for nth vessel. The prime

in φ
′ATI
n is to denote that this is the uncalibrated ATI phase, as

opposed to the calibrated ATI phase. As discussed in [10], this
approach is prone to errors due to the limited accuracy of AIS
data, and due to the errors associated with interpolation of AIS
data to SAR acquisition time. However, it should be noted that
the accuracy of this method can potentially be improved with
the next generation of space-based SAR systems that will be
augmented with on-board AIS sensors. Currently, RADARSAT
constellation mission (RCM) has on-board AIS sensors, how-
ever, RCM does not have ATI capability.

It should also be noted that the vessel calibration method dis-
cussed and applied here is similar to a phase calibration method
mentioned in [9] and [28]. However, there is one significant
difference between these methods. The phase calibration method
mentioned in [9] and [28] suggests using the zero-Doppler
position of vessels derived from the intensity image to estimate
the radial velocity of vessels, instead of deriving the radial
velocity from AIS data, as suggested here. As mentioned in [9]
and [28], the true zero-Doppler position is typically difficult to
estimate due to the smearing of the moving vessel. For C-band
space-based SAR, an even bigger problem with this approach is
that in VV polarization, the zero-Doppler position is typically
masked by strong returns from the sea clutter, as shown in [31].

Once the constant phase error term is estimated using any of
the approaches discussed previously, (7) can be used to calibrate
data by appropriately replacing ψ̂p2

range with either ψ̂land
const, ψ̂

scene
const ,

or ψ̂vessels
const . A summary of all available methods for the constant

phase error correction is provided in Table III.

B. Coherent Averaging / Multilooking

Relative to traditional targets of interest for moving target
indication (MTI) systems (e.g., vessels and vehicles), scatterers
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Fig. 6. (Left) Homogenous sea surface intensity and (right) ATI phase image.

from surface currents exhibit very low SNR and radial velocity.
However, the scatterers from surface currents are distributed
over a large number of resolution cells, and therefore, coherent
averaging (multilooking) can be used to improve SNR.1

Coherent averaging is typically performed using a 2-D mov-
ing average (boxcar) filter [6], [8]. The window size of this filter
determines the number of resolution cells or “looks” used for
coherent averaging. In literature, it is difficult to find analysis on
the impact of different window sizes on ATI phase statistics of
real data. In [9], the Cramér–Rao Lower Bound (CRLB) of the
interferometric phase is used to describe the affect of coherent
averaging on the variance of the ATI phase. However, as noted
in [9], the CRLB provides a purely theoretical lower bound on
the variance. In practice, the sample variance from real data may
not reach this bound. Furthermore, the number of independent
looks, which are required for the CRLB expression used in [9]
and must be estimated from the data, does not correspond to the
number of looks that are actually used for averaging because the
looks are not independent in practice. Due to these limitations,
a more comprehensive analysis of averaging and its impact on
ATI phase statistics of real data is provided here. This analysis
provides a practical justification for the window size used for
coherent averaging.

Fig. 6 shows single-look intensity and ATI phase images
from a patch of the homogenous sea surface (i.e., homogenous
intensity and ATI phase). The ATI phase histogram and PDF
plots for the single-look case are provided in the yellow and
black plots of Fig. 7, respectively. Standard deviations in terms
of the ATI phase and radial velocity for this case are also shown
in yellow. Radial velocity standard deviation for the single-look
case is approximately 6.17 m/s, which is very high when trying
to detect surface currents that exhibit velocities on the order of
few cm/s to a few m/s [2], [6], [11]. For the single-look case, with
such ATI phase statistics, surface currents are indistinguishable
from noise. Histogram and PDF plots with coherent averag-
ing/multilooking using a 4× 4 window are denoted by the blue
and red plots in Fig. 7, respectively. Radial velocity standard
deviation is approximately 0.96 m/s for this case, which is a sig-
nificant reduction from the single-look case. The histogram and

1In literature, the term “multilooking” is not used consistently and may also
refer to noncoherent averaging. As explicitly stated in the text, here “multilook-
ing” refers to coherent averaging.

Fig. 7. Histogram/PDF plots with no averaging (black/yellow) and averaging
using a 4× 4 window (blue/red).

PDF plots of Fig. 7 illustrate why coherent averaging is required
to improve the detectability of surface currents. Furthermore, as
mentioned in Section III-A, the relative accuracy of the ATI
phase estimate is also denoted by the standard deviation of the
ATI phase estimator. Therefore, coherent averaging is also used
to improve the relative accuracy obtained from the ATI phase
estimator.

It should be noted that the reduction in the ATI phase standard
deviation by coherent averaging comes at a cost of having
coarser resolution since the energy from neighboring resolution
cells is averaged into one cell. The resulting resolution is depen-
dent on the dimensions of the averaging window in range and
azimuth, and the oversampling factor that was used to sample
the original data is as follows:

δmultilook
res = δres · NWin

Δos
(11)

where Δos is the oversampling factor, NWin is the window
length, δres is the original resolution, and δmultilook

res is the resulting
multilook resolution obtained after coherent averaging.

Since surface currents exhibit radial velocities on the order
of a few cm/s at lower end, the standard deviation of the es-
timated radial velocity should also be on the same order for
the reliable detection performance. Fig. 8 shows the histogram
and PDF plots for several other window sizes. If a threshold
for the standard deviation of the estimated radial velocity is
heuristically chosen to be 10 cm/s (0.1 m/s), then Fig. 8 shows
that only a window of size 100× 100 meets this criteria with a
standard deviation of 3.55 cm/s. Therefore, for the experimental
work presented in this article, a 100× 100 was chosen since it
provides a radial velocity standard deviation that is sufficiently
below the heuristically chosen value of 10 cm/s. However, note
that from (11) with NWin = 100, and parameters from Table I,
the resulting slant range resolution degrades to 798 m, and
azimuth resolution degrades to 416 and 396 m for the near and
far subbeams, respectively.

It was possible to obtain the PDF plots and standard deviations
in Figs. 7 and 8, and hence, perform the analysis in this section,
because there exists a closed-form expression for the PDF of the
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Fig. 8. Histogram/PDF plots with averaging using several different window
sizes. Window size of 100× 100 samples yields a radial velocity standard
deviation (σVrad ) of 3.55 cm/s, which is sufficiently below the heuristically
chosen threshold value of 10 cm/s.

homogenous ATI phase with integer number of looks n, which
is derived in [32] and stated in (12). For noninteger number of
looks, the ATI phase PDF fΦ(φ) can be found by evaluating (12)
at closest integers, and then, interpolating to noninteger n.

fΦ(φ) =
(1− ρ2)n

2
√
πΓ(n)(1− β2)(n+1/2)

(
√
πΓ

(
n+

1

2

)
β

+
Γ(n− 1

2 )√
π

(√
1− β2 + 2(n− 1

2
)β arcsinβ

)

+

n−1∑
k=1

(−1)k

2

Γ(k − n+ 1
2 )Γ(n− k)

Γ( 32 − n)

× 1 + (2˜k − 1)β2

(1− β2)k−n+ 1
2

)
(12)

where φ is the ATI phase, n is the number of independent looks
(integer), ρ is magnitude of the complex correlation coefficient,
and β = ρ cos(φ− ϕ) with ϕ denoting the mean ATI phase.2

The standard deviation of the ATI phase (σATI) is easily obtained
by numerical integration of fΦ(φ). Since the data are oversam-
pled and the resolution cells are not entirely independent, n does
not directly correspond to the number of cells that are used for
averaging. For the PDF plots in Figs. 7 and 8, the values of n and
ρ were estimated using a well-known method called “Method
of Moment” [33]. The estimated values, n̂ and ρ̂, are shown in
the legend of Figs 7 and 8.

It should be noted that in general, and especially in the vicinity
of surface currents that contain scatterers with varying speeds,
the homogenous PDF of (12) does not fit the phase histogram.
A heterogeneous mixture model for the PDF, which is simply
a superposition of the independent homogenous components
present in the scene, provides an ideal fit in such cases [32].
However, since the homogenous components are assumed to

2For this analysis, the mean of ATI phase was removed so that the his-
togram/PDF plots are centered at 0 m/s.

Fig. 9. Single-look intensity image for the scene acquired over the FC.

be independent, the total variance of the heterogeneous mixture
model will be the superposition of variances from individual
homogenous components that make up the mixture model. So
as long as different homogenous components exhibit sufficiently
high SNR and coherence similar to what is shown in Figs. 7
and 8, then coherent averaging over heterogeneous scene will
provide a similar reduction in variance/standard deviation of the
ATI phase. Therefore, in order to determine an approximation
for the window size, it is sufficient to examine a homogenous
patch of sea surface with exemplary SNR and coherence, as done
here.

After coherent averaging, a radial velocity image can be
formulated using (3). Another parameter that is important for
analysis is the sample coherence for the multilook interferogram,
which is provided in (13). The magnitude of sample coherence
provides a measure of similarity between ATI samples. Low
values of coherence magnitude denote low backscatter from a
smooth surface. Hence, the magnitude of sample coherence also
provides a measure of confidence in the estimates.

γ =
〈z1z∗2〉√〈z1z∗1〉〈z2z∗2〉

. (13)

IV. RESULTS AND DISCUSSION

This section provides results obtained after applying the data
processing scheme of Section III on RADARSAT-2 MODEX
dataset that was acquired over the FC and discussed in Section II.
Fig. 9 shows the single-look intensity image. No currents are
visible in this image. The magnitude coherence of multilook
interferogram is provided in the left image of Fig. 10. The image
shows reasonably high values of coherence over water, which
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Fig. 10. (Left) Magnitude coherence of the multilook interferogram. (Right) Radial velocity image. Center line in the coherence image that is orientated along
the azimuth direction is due to the subbeam boundary. High values of coherence over water indicate a rough sea surface that causes high returns in the backscattered
signal. North-westerly moving current in the Florida Strait is clearly visible in the radial velocity image.

is an indication of rough sea surface yielding high returns in
the backscattered signal. The line running through the center
of the image denotes the subbeam boundary. Since this image
was acquired by a right-looking satellite in a descending orbit,
the subbeam on the right of the center line is in near range, and
the subbeam on the left is in far range. Higher coherence can
be observed in the near subbeam, which is expected due to the
relatively shallower incidence angles in near range.

The right image in Fig. 10 shows radial velocities computed
from the multilook ATI phase. Positive velocities are in the
easterly direction, and negative velocities are in westerly di-
rection. The strong current over the expected region is clearly
visible in the image. The current is stronger in the far range
than the near range, which could potentially be due to the
natural weakening, or the fact that the direction of the current
is orientated more toward the cross-track/radial direction in the
far range. As the current moves more toward the near range
(right) in the image, it starts to turn and its orientation becomes
more aligned toward along-track, and hence, less sensitive to
ATI-based radial velocity measurements.

The difference image between estimates obtained from OS-
CAR in Fig. 3 and the estimates obtained from SAR ATI in the
right image of Fig. 10 is shown in Fig. 11(left). Differences are
only shown where OSCAR data are available. As mentioned in
Section II, there are gaps in OSCAR due to the unavailability of
in situ data in coastal regions close to land. Magenta polygon in
the difference image denotes the FC boundary that was visually
identified in the radial velocity image of Fig. 10, and the black

polygon shows the boundary that was visually identified in the
OSCAR image of Fig. 3. In the available data, the two polygons
overlap quite well, which shows that currents visually identified
from the two sources were spatially aligned.

The difference image shows mostly negative velocities, and
since it was computed by subtracting SAR ATI estimates from
OSCAR estimates (i.e., OSCAR—SAR ATI), it shows that
radial velocity estimates from SAR ATI were consistently higher
than radial velocity estimates obtained from OSCAR. This dif-
ference can be attributed to several factors. First, the radial veloc-
ity measurements from SAR ATI can contain a wind-dependent
wave motion component, as shown in [2], [3], and [9]. Without
correction of this component, radial velocity estimates do not
fully correspond to the underlying surface current. As mentioned
in Section II, OSCAR provides estimates that are averaged over
the top 30 m of the surface, whereas ATI measurements are
assumed to be primarily produced by Bragg scattering, which
is representative of only a fraction of wavelength from the top
surface. Finally, the two datasets also have significantly different
temporal and spatial resolutions. OSCAR dataset was interpo-
lated to the spatial grid obtained from SAR data. Therefore, some
differences can be attributed to this interpolation.

Figs. 9–11 show results after applying the adaptive digital
balancing method for the constant phase error correction. Anal-
ysis was also performed by trying other approaches for the
constant phase error correction that are listed in Table III. Radial
velocity image using the vessel calibration method is provided
and discussed in Appendix B. Radial velocity images obtained
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Fig. 11. (Left) Difference image obtained after subtracting RADARSAT-2 ATI radial velocity estimates from OSCAR estimates (i.e., OSCAR—SAR ATI).
Magenta polygon denotes the FC boundary identified in the RADARSAT-2 radial velocity image (see Fig. 10), and the black polygon denotes the current boundary
identified in the OSCAR radial velocity image (see Fig. 3). (Right) Histogram plots obtained from different calibration approaches over currents identified in SAR
ATI (i.e., magenta polygon in the left image).

TABLE IV
MEAN AND RMS DIFFERENCES BETWEEN OSCAR AND SAR ATI DERIVED

RADIAL VELOCITY ESTIMATES OBTAINED FROM DIFFERENT

CALIBRATION METHODS

from other calibration methods were visually identical to the
radial velocity image in Fig. 10, and are therefore, not repeated.
Instead, the histogram plots of OSCAR and SAR ATI differences
over currents visually identified in SAR ATI (magenta polygon
in difference image of Fig. 11) are provided for each calibration
method in the right plot of Fig. 11. Histograms from adaptive
digital balancing (red) and land calibration (green) are almost
overlapping, which shows that the estimates obtained from these
two calibration methods were nearly identical for this particular
dataset. Histograms obtained from the mean calibration (blue)
and vessel calibration (pink) approaches are slightly offset to
the right from adaptive digital balancing and land calibration
histograms. The OSCAR/SAR ATI mean and RMS differences
observed over currents identified in SAR ATI are provided in
Table IV. Overall, the mean and RMS differences obtained from
the four calibration methods are approximately within 0.1 m/s of
each other. This indicates that different calibration approaches
yielded similar results for this particular dataset.

It is important to note that histogram plots in Fig. 11, and
the mean and RMS difference values of Table IV, only provide
a relative measure of the difference in radial velocity estimates

obtained from the different calibration approaches for this partic-
ular dataset. Accordingly, caution is advised on how these should
be interpreted. Histogram plots and table values do not provide
any absolute measure of performance of one calibration method
over another. For example, just because the RMS differences
obtained from the mean calibration method are relatively smaller
to other calibration methods does not show that this method
provides better absolute accuracy. Furthermore, the relative per-
formance of different calibration methods is only valid for this
particular dataset. Further studies on more datasets are required
to establish the general validity of the positive results obtained
from this dataset.

V. CONCLUSION AND OUTLOOK

This article shows the capability to detect and estimate surface
radial velocities with RADARSAT-2 (C-band) dual-channel ATI
ScanSAR mode. A detailed presentation of the data processing
scheme for surface current retrieval has been provided. Several
methods for the constant phase error correction have been at-
tempted. Estimates obtained from these methods were close,
with mean and RMS differences within 0.1 m/s. This result
shows the potential feasibility of some approaches for open
ocean scenes that do not contain any land. However, further
studies are required to establish the general validity of these
results.

An approach for obtaining the window size for coherent
averaging from the analytical expression of the homogenous
ATI phase PDF model, and based on requirements for relative
accuracy and resolution, has also been presented. This approach
is more practical since it provides the sample statistics of real
data, unlike the purely theoretical approach that uses CRLB.
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Results obtained from SAR ATI over a region of the FC were
compared to estimates derived from OSCAR dataset. Qualitative
comparison showed high spatial overlap between the currents
identified from the two sources. An approximate RMS difference
of 0.30 m/s was observed between the two estimates.

SAR ATI estimates derived in this work were not corrected for
the bias caused by wind-dependent wave contributions [2], [8],
[9]. Future work includes the correction of this bias from external
wind data and wind fields derived from SAR data [9], [34],
[35]. Further data analysis needs to be performed to validate the
positive results obtained in this study. Finally, the study of ocean
dynamics is complex and there are many important processes
associated with surface currents, including, but not limited to,
waves, tides, hydrological conditions, internal waves, etc. [20].
Future work would also focus on the discrimination, detection,
and estimation of these important processes associated with
surface currents.

APPENDIX A
ADAPTIVE DIGITAL BALANCING FOR MARITIME SCENES

The adaptive digital balancing algorithm provided in [29] is
not well suited for maritime scenes that contain large regions of
nonstationary scatters over water. A simple extension is provided
here that works well over maritime scenes by utilizing a binary
mask that can filter out nonstationary scatterers. The mask could
be a land mask (i.e., mask that is 1 when a sample is over land,
and 0 otherwise), or it could be a mask that covers man-made
structures (e.g., offshore oil rigs).

The extended version of the algorithm works as follows. Given
the 2-D Fourier domain signals from each channelZ1(ω,Ω) and
Z2(ω,Ω), and a binary mask representing stationary scatterers
Mstat, the goal is to find a set of range frequency and Doppler
domain filtersHR(Ω) andHD(ω) that minimize the least-squares
(LS) error eLS(ω,Ω) summed over both frequencies.

eLS(ω,Ω) =
∑
ω

∑
Ω

∣∣∣Mstat ·
(
Z1(ω,Ω)

− Z2(ω,Ω)HR(Ω)HD(ω)

)∣∣∣2. (14)

The LS solution for HR(Ω) and HD(ω) can be found itera-
tively as

H
(n+1)
R (Ω) =

∑
ωMstatZ1(ω,Ω)Z

(n)∗
2 (ω,Ω)∑

ω |MstatZ
(n)
2 (ω,Ω)|2

H
(n+1)
D (ω) =

∑
ΩMstatZ1(ω,Ω)Z

(n)∗
2 (ω,Ω)∑

Ω |MstatZ
(n)
2 (ω,Ω)|2

Z
(n+1)
2 (ω,Ω) = Z

(n)
2 (ω,Ω) ·

(
H

(n+1)
D (ω)⊗H

(n+1)†
R (Ω)

)
(15)

where † denotes conjugate transpose, and⊗ is the outer product.
The iterative process continues until |〈H(n)

R (Ω)〉 − 〈H(n)
D (Ω)〉|

reaches some low threshold (e.g., 10−4).

TABLE V
ESTIMATED RADIAL VELOCITY OF VESSELS AFTER APPLYING ADAPTIVE

DIGITAL BALANCING

TABLE VI
MEAN AND RMS DIFFERENCES AFTER APPLYING VESSEL

CALIBRATION METHOD

APPENDIX B
VESSEL CALIBRATION

Radial velocity image obtained after applying the vessel cali-
bration method for absolute phase calibration is shown on the left
in Fig. 12. Vessels used for the calibration are also overlayed on
the image in bold. For this study, only vessels with AIS contact
within 15 min of SAR acquisition time were used for calibration.
Further, only large vessels (≥ 100 m) with signatures in the
SAR image that were highly correlated with AIS reported vessel
positions and sizes were used. Note that only one vessel was used
for calibration of the far (left) subbeam.

Comparison of the left image of Fig. 12 with the radial velocity
image of Fig. 10 shows similar velocities over the FC, however,
higher nonzero velocities, close to 0.2 m/s, are observed over
land in the near (right) subbeam of this image, which indi-
cates a miscalibration error. As discussed in Section III-A, the
miscalibration error can be attributed to the limited accuracy
and interpolation of AIS data. Table V shows the AIS reported
and ATI estimated radial velocity of vessels after applying the
adaptive digital balancing. Largest difference between the two
values is exhibited by Vessel 004. From the table, this difference
is approximately 0.2 m/s, which is also close to the amount of
shift observed in the near subbeam due to miscalibration. The
right image in Fig. 12 was obtained after excluding Vessel 004
for calibration.

Fig. 13 shows histogram plots of OSCAR and SAR radial
velocity differences over currents visually identified in SAR
ATI (magenta polygon in difference image of Fig. 11) after
applying vessel calibration. These plots show slightly higher
spread of values after the exclusion of Vessel 004, but the spread
is more consistent with other calibration approaches in Fig. 11.
Note that the histogram plot for the vessel calibration shown in
Fig. 11 was obtained after excluding Vessel 004. The mean and
RMS difference values after applying the vessel calibration are
provided in Table VI. Comparison of these values with that of
Table IV also shows that exclusion of Vessel 004 yields mean
and RMS differences that are much closer to estimates obtained
from calibration methods applied over land.
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Fig. 12. Radial velocity images obtained after applying the vessel calibration method. Vessels used for calibration are highlighted in bold. Left image was obtained
after using all vessels for calibration. The near (right) subbeam in this image is clearly miscalibrated due to the high nonzero values (∼ 0.2 m/s) observed over
land. The right image was obtained after excluding Vessel 004 for calibration. Much improved calibration performance over land can be observed in this image.

Fig. 13. Histogram plots obtained after vessel calibration.
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