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Remote Sensing of Turbidity for Lakes in Northeast
China Using Sentinel-2 Images With Machine

Learning Algorithms
Yue Ma, Kaishan Song , Zhidan Wen , Ge Liu, Yingxin Shang, Lili Lyu, Jia Du, Qian Yang , Sijia Li,

Hui Tao, and Junbin Hou

Abstract—Monitoring water quality of inland lakes and reser-
voirs is a great concern for the public and government in China.
Water turbidity is a reliable and direct indicator that can re-
flect the water quality. Remote sensing has become an efficient
technology for monitoring large-scale water turbidity. This study
aims to search an optimal regression model to accurately predict
water turbidity using remote sensing data. To achieve this goal,
187 water samples were collected from field campaigns across
Northeast China, in 2018, of which the samples were gathered
within ±6 days of Sentinel-2 overpasses. The spectral reflectance
data was used as independent variables for modeling. The simple
regression, partial least squares regression, support vector regres-
sion, extreme learning machine, back-propagation neural network,
classification and regression tree, gradient boosting decision tree
(GBDT), random forest (RF), and K-nearest neighbor were used
to compare. From model validation, we identified GBDT as the
best regression model (R2 = 0.88, RMSE = 9.90 NTU, MAE =
6.71 NTU). We applied GBDT to retrieve the water turbidity and
obtained a satisfactory result. Feature selection technique from
tree-based ensemble method was also tested. We selected B2, B3,
B4, and B5 as the important variables because of their high ability
to explain the variation of turbidity. These results demonstrated
the significance of using a promising method to retrieve water tur-
bidity using Sentinel-2 imagery at the regional scale. It is beneficial
to monitor the spatial-temporal distribution of water turbidity;
support water quality management and inland water environment
protection.
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I. INTRODUCTION

LAKES and reservoirs are important inland water resources,
which play a significant role in ecological environment,

industrial production, and human wellbeing [1], [2]. Freshwater
resources from lakes and reservoirs are crucial for agricultural
irrigation and hydropower [3], [4]. Lakes and reservoirs are ca-
pable of regulating runoff, adjusting regional climate, supporting
navigation, and flood control [5]. Furthermore, they also serve
other functions such as agricultural production and recreational
purpose which advance the local economic efficiency [6], [7].
Given these beneficial functions, extra efforts are needed to
monitor the water quality of lakes and reservoirs, protect and
manage the inland water environment. Basically, water quality
is easily affected by the presence of phytoplankton, suspended
sediment, organic pollutants, and dissolved substances. Further-
more, many water quality parameters, such as chlorophyll-a
(Chla) concentration, total suspended solids (TSS), and colored
dissolved organic matters (CDOM), are often used to measure
the condition of water[4], [8], [9]. These water constituent
concentrations jointly modulated water turbidity. Turbid water
will decrease the depth that sunlight penetrates in water. It can
inhibit the photosynthesis and the underwater plant may die,
which impairs the aquatic life and water quality for aquatic
and human life. Therefore, it is necessary to utilize a reliable
indicator that can adequately represent the complex components
and water condition of inland lakes and reservoirs. Turbidity
describes the amount of light scattered or blocked by suspended
particles in water [8], [10]. It is a common physical water quality
parameter for measuring the condition of water and describing
the level of water clarity [11]–[14]. In addition, due to the
strong relationship between turbidity and total suspended solid,
low-cost turbidity measurement can be applied to estimate total
suspended solids (instead of using the gravimetric method which
requires a lengthy and costly procedure) [8], [15]. However,
dissolved substances (such as CDOM) that also affect water
clarity may be too small to be counted in a suspended solids
concentration, but they can be part of a turbidity measurement
[12]. Many factors can influence turbidity, but not as the
direct indicator of water quality. Previous studies suggested that
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turbidity can indirectly reflect the natural and anthropogenic
conditions, such as the changes of land use and cover, soil
erosion, weather, and urban expansion [16]–[20]. A remarkable
increase in turbidity in the previously clear water should arouse
attention. The potential problems may have a strong impact on
water quality and human life. Therefore, regularly measuring
and monitoring water turbidity is very essential and significant.

Turbidity is an optical property. It is closely associated with
the particulate backscattering coefficient, thus can impact the
water surface reflectance [13], [15]. Compared to the traditional
in situ measurement, which is time-consuming, expensive, and
limited ability to capture spatiotemporal distribution, remote
sensing appears to be a promising technology that can rapidly,
dynamically, effectively, and cost-efficiently monitor large-scale
water turbidity [21]–[23]. Many previous studies have demon-
strated that the remote sensing method can be used to estimate
the water turbidity and monitor water environment. Landsat,
Geostationary Ocean Color Imager (GOCI), and Moderate Res-
olution Imaging Spectroradiometer (MODIS) imageries with
low and medium resolution are the most widely adopted multi-
spectral data in turbidity mapping [24]–[30]. Nevertheless, few
studies have investigated whether the Sentinel-2 multispectral
satellite data with the fine spatial resolution could sufficiently
characterize water turbidity [31], [32]. Briefly, the Sentinel-2
MultiSpectral Instrument (MSI) remote sensor is different from
the Thematic Mapper (TM), Enhanced Thematic Mapper Plus
(ETM+), and Operational Land Imager (OLI) sensors in terms
of spectrum range and spectral resolution. It is necessary to
examine the applicability of Sentinel-2 imagery for mapping
water turbidity.

Regarding the estimation methods of water turbidity, the
simple regression (SR) algorithm which applies the strong rel-
ative spectra reflectance based on mathematical function and
statistical theory is generally used [33]–[38]. However, as a
proxy of optical indicator, water turbidity is often influenced
by several substances in water. It is limited to clarify the
relationship between water turbidity and spectra reflectance us-
ing simple mathematical function [39]–[41]. Machine learning
algorithms are well known for their prominent advantage in data
mining [42]. These methods may well describe the nonlinear
relationship between objective and feature variables. Due to the
good generalization capability and robustness, machine learning
algorithms are less affected by the noise in the data and can
effectively learn the potential characteristics of data to handle
new dataset well. Moreover, machine learning models are easier
and more flexible to implement for most researchers who own
small dataset with high-dimensional features, and it is enough
to run the programs on computers with CPU. Whilst majority
of machine learning algorithms [e.g., support vector regression
(SVM), extreme learning machine (ELM), back-propagation
neural network (BP), decision tree regression (CART), tree-
based ensemble regression, and K-nearest neighbor (KNN)] can
solve regression problems, they are usually applied to solve
classification problems due to their high overall classification
accuracy [43]–[45]. In particular, few studies evaluated the
predictive performance of these machine learning methods in
mapping water turbidity. However, it is necessary to take into
account the problems of overfitting during the whole modeling

Fig. 1. Distribution of sampled lakes and reservoirs in different regions with
respecting to elevation across Northeast China.

process. The optimal hyperparameters for machine learning
methods are searched in the parameter space and determined
according to the best cross validation score. It may contribute to
balance model complexity with dataset and effectively reduce
the risk of overfitting.

Many lakes and reservoirs in Northeast China show obvious
spatial heterogeneity in terms of water turbidity [46]. These lakes
and reservoirs in the flat plains are generally shallow with high
turbidity, while those in the mountainous areas are usually deep
and clear [47]. To better understand whether different machine
learning methods can adequately predict the water turbidity
of lakes and reservoirs, we examine our calculations of water
turbidity for a broad range of waters in Northeast China. The
main research objectives of this study are to: 1) Relate the
Sentinel-2 spectral reflectance to water turbidity; 2) compare
and evaluate the predictability of different machine learning
regression algorithms; 3) identify the key variables for water
turbidity estimation; and 4) map the water turbidity of typical
lakes and reservoirs to verify the ability of model application.

II. MATERIALS AND METHODS

A. Study Area

In this article, the lakes and reservoirs are distributed in
Northeast China (Latitude: 42°49′ N - 49°12′ N, Longitude:
121°38′ E - 128°30′ E), covering an area of 1 240 897 km2

(Fig. 1). The Changbai Mountain, Greater Khingan Mountains,
and Lesser Khingan Mountains are on the edge of this region
with high terrain, while the Songhua River, Nen River, and
Liao River are in the middle, which formed a large area of
plain (the Liaohe Plain, Songnen Plain, and Sanjiang Plain) with
low terrain. This region is characterized by a typical semihumid
monsoon climate and four distinct seasons. The annual average
temperature ranges 2–6 °C, and the annual average precipitation
approximately ranges 350–700 mm [47]. There are 631 lakes
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and reservoirs with area greater than 1 km2, with a total surface
area of 8294 km2. Many saline soda lakes appeared in Northeast
China because of the unique geographical and climatic condi-
tions. Most of the shallow waters are mesotrophic or eutrophic
because of the rapid development of industry and agriculture,
and the intense human activities [4].

In this study, four typical and important lakes and reservoirs
were selected for detailed evaluation and analysis. They are
Baishan Reservoir and Huanren Reservoir located in the moun-
tainous area with high terrain, and Chagan Lake and Erlong
Lake located in the middle of Northeast China, which are in the
residential area with low terrain.

B. Field Sampling and Laboratory Analysis

Field campaigns were conducted to measure the water tur-
bidity of the selected lakes and reservoirs in June, July, August,
and September, 2018. We also acquired the Sentinel-2 satellite
imagery data for the same periods of the field campaigns. During
field measurement, water samples were collected approximately
0.5-m below the water surface. The samples were kept in the
portable refrigerator at 4°C and they were delivered to the
laboratory within seven days. The geographical coordinates of
the sampling stations were recorded using a Trimble PXRS
(Trimble Navigation, Inc., Sunnyvale, CA, USA) global posi-
tioning system (GPS). In the laboratory at room temperature (20
± 2°C), water turbidity of each water sample was determined
using a UV-VIS spectrophotometer (SHIMADZU UV-2600,
Japan) which was widely used in turbidity measurement. The
spectrophotometer had a spectral range between 185 and 900 nm
and used a 3-cm quartz cell. The artificial turbid water with
400 NTU was prepared by mixing the solution of (N2H4)H2SO4

and (CH2)6N4. The water without turbidity was prepared by
using distilled water filtered through 0.2 glass fiber membranes.
These two kinds of water as the reference were used to obtain
standard turbidity solution. The absorbance curve of standard
solution (0, 4, 10, 20, 40, 80, and 100 NTU) at 680 nm was
used as calibration curve to obtain measured water turbidity of
samples.

C. Imagery Data and Preprocessing

1) Sentinel-2 Acquisition: The Copernicus Sentinel-2 mis-
sion, which provides a global coverage of Earth’s land surface
every 5 or 10 days by a constellation of two satellites (Sentinel-
2A and Sentinel-2B), aims at monitoring the changes of global
land surface condition. The multispectral instrument contains
13 spectral bands with central wavelength ranging from 0.443
to 2.190 μm [B1 (443 nm), B2 (490 nm), B3 (560 nm), B4
(665 nm), B5 (705 nm), B6 (740 nm), B7 (783 nm), B8 (842 nm),
B8A (865 nm), B9 (945 nm), B10 (1375 nm), B11 (1610 nm),
and B12 (2190 nm)] [6], [48]. The Sentinel-2 sensor features
high spatial resolutions, including 10, 20, and 60 m on differ-
ent bands. Level-1C Sentinel-2 TOA products, 100×100km2

orthoimages in UTM/WGS84, are freely accessible for global
users [31]. The images can be downloaded from the United

States Geological Survey (USGS) website1 and Sentinel’s Scien-
tific Data Hub2. In this study, 27 cloud-free Sentinel-2A images
were selected in accordance with the dates of field surveys.
Due to the frequent satellite revisit time, the time window for
Sentinel-2A over passing determined ±6 days that the water
turbidity is relatively stable.

2) Image Preprocessing: Sen2cor is a prototype processor
that performs Atmospheric Correction (AC, including Cirrus
clouds and terrain correction) for Sentinel-2 MSI products. A
large database of look-up tables (LUTs) has been compiled
using an atmospheric radiative transfer model based on libRad-
tran1. Level-1C (L1C) top-of-atmosphere (TOA) image data
were converted into an orthoimage Level-2A (L2A) bottom-
of-atmosphere (BOA) reflectance product by executing the soft-
ware via the windows command line. The Cirrus band 10 with-
out surface information was omitted in the L2A output [49].
The generated L2A images are resampled with 20-m spatial
resolution for 12 bands using the Sentinel-2 Toolbox (Sentinel
Application Platform, SNAP), and then these images were trans-
formed to ENVI standard format [23]. Image mosaicking and
spatial subset were executed using ENVI 5.3 software (Exelis
Visual Information Solutions, Inc., Boulder, CO, USA) to en-
sure the completeness of the lakes and reservoirs. The spectral
reflectance data extracted from Sentinel-2 L2A resampled im-
ageries was used as variables for machine learning modeling.

Satellite images were classified into water and nonwater areas
by using MNDWI (Modified Normalized Difference Water In-
dex) [50]. The MNDWI value extracted through ROIs (Region
of Interest) of water was greater than 0. However, the thresholds
should be respectively slightly modified in different images.
The extracted water bodies were converted into polygons in a
shapefile using ArcGIS 10.2 software (ESRI Inc. Redlands, CA,
USA). To reduce the classification error and obtain accurate
water boundary, the polygons were manually examined and
corrected. The shapefiles of lakes and reservoirs were used as
water masks to extract the turbidity map derived from Sentinel-2
imagery data. The data preprocessing procedure is outlined in
Fig. 2.

D. Regression Algorithms

To identify the optimal method for estimating water turbidity,
we picked nine algorithms and comprehensively compared their
performances. These algorithms are the SR, partial least squares
regression (PLSR), SVR, ELM, BP, classification and regression
tree (CART), tree-based ensemble methods [including random
forest (RF) and gradient boosting decision tree (GBDT)], and
K-nearest neighbor regression (KNN). All analyses including
water turbidity prediction and experimental hyperparameters op-
timization were performed in the Python 3.7 programming envi-
ronment with its contributed packages. The spectral reflectance
derived from Sentinel-2 MSI bands was independent variable,
while the corresponding in situ water turbidity measurement was
dependent variable.

1[Online]. Available: https://earthexplorer.usgs.gov/
2[Online]. Available: https://scihub.copernicus.eu/

https:&sol;&sol;earthexplorer.usgs.gov&sol;
https:&sol;&sol;scihub.copernicus.eu&sol;
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Fig. 2. Methodology flow diagram of data processing.

SR and PLSR are classical and widely used statistical regres-
sion methods. The SR method explains the relationship between
response variable and predictor variables using simple mathe-
matical function, while the PLSR method finds the latent vari-
ables to modeling the covariance relations between X (Sentinel-
2 spectral reflectance) and Y (water turbidity) matrices [51],
[52]. The PLSR method is suitable for the high-dimensional
predictors and able to reduce the multicollinearity among X
values. To establish effective regression models, the SR method
requires more relevant variables, while the PLSR method needs
appropriate number of components.

SVR is able to transform an original dataset [(x1, y1), (x2,
y2), …, (xn, yn)] into a potentially higher dimensional feature
space by the function Φ(x) using a kernel function [53]. The
kernel function is a crucial factor for nonlinear regression tasks,
and the most suitable and effective kernel function is typically
selected through experience and many experiments [56]. In the
new high-dimensional space, a nonlinear regression function
f(x) can fit the dataset and able to output continuous prediction
values [54], [55]. f(x) can be defined as follows:

f(x) = ω · Φ(x) + b (1)

where the variables ω and b represents the slope and offset of
the regression function. SVR solves the following regression
problem:

minω,b,ξ,ξ∗Q (ω,b,ξ, ξ∗) =
1

2
‖ω‖2 + C

n∑
i=1

(ξi + ξ∗i ) (2)

subject to

yi − ω · Φ(xi)− b ≤ ε+ ξi,

ω · Φ(xi) + b− yi ≤ ε+ ξ∗i ,

ξi, ξ
∗
i ≥ 0, i = 1, . . . ,n (3)

where C is penalty factor used to control the empirical risk and
confidence range, ξ, ξ∗ are relaxation factors used to modify
the convergence speed, εis loss function applied to estimate the
prediction accuracy.

The back propagation (BP) neural network and ELM are both
flexible algorithms for modeling based on multilayer perceptron
(MLP). Neural networks, which are made up of many artificial
neurons, consist of input, hidden, and output layers. The input
layer represents the input features (e.g., Sentinel-2 spectral re-
flectance). Each neuron in the hidden layer transforms the values
from the previous layer with a weighted linear summation and
bias, followed by a nonlinear activation function. The output
layer receives the values from the last hidden layer and trans-
forms them into the output value (e.g., water turbidity) [57],
[58].The feed-forward propagation can be defined as (4). The
BP trains dataset using back-propagation in the output layer and
the values of weight and bias which decide the performance of
network dynamically update according to the back-propagating
errors [59], [60]. The back-propagating errors for regression can
be defined as (5). By contrast, the ELM is more effective and
it is characterized by the constant weight and bias, which are
randomly and initially assigned [61]. The type of activation func-
tion, hidden layer size, and learning rate are the key empirical
parameters of the networks.

olj = f

(
Sl−1∑
i=1

ol−1
i ωl

ji + blj

)
(4)

where f(•) is the activation function, ωl
ji is the weight coefficient

from the jth neuron in the layer l to the ith neuron in the layer
l − 1, blj is the bias for the jth neuron in the layer l, ol−1

i is the
output of ith neuron in the layer l − 1, olj is the output of jth
neuron in the layer l, Sl−1 is the number of neurons in the layer
l − 1

ek=
1

2

M∑
k=1

(dk − ok)
2 (5)

where dk and ok is the expectation output and the network output
of kth neuron, M is the number of neurons in the output layer,
ek is the network prediction error used for BP.

The CART, RF, and GBDT are all tree-based machine learning
methods. The RF and GBDT are promising and widely applied
ensemble methods, which consist of a large number of CART
that constructs binary trees by recursively dividing the features
space at each node to group the similar target. For regression,
the loss function often uses mean squared error (6) as the criteria
to minimize for splitting each node

H(Qm) =
1

Nm

∑
y∈Qm

(y−ym)2 (6)

where H() is the loss function that mean square error, Qm

represents the datasets at node m, Nm is the number of samples
at node m, y, and ȳm, respectively, represent the original target
value and mean target value at node m.

The RF produces individual CART by bagging technology
which uses bootstrap samples of dataset instead of the total
original data and yields final result using the averaged predic-
tion of the individual trees [62]–[64]. However, the GBDT is
different from the RF due to the use of boosting technology to
sequentially generated individual CART based on the residuals
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of the preceding tree [65], [66]. For the CART method, the
key parameters (including the maximum depth of the tree, the
minimum number of samples splitting an internal node, and the
minimum number of samples being at a leaf node) determine
the tree structure and affect the performance of the method
[67]. For the ensemble methods, except for the same parameters
as the CART, the number of trees and learning rate are the
important hyperparameters. Moreover, the tree-based ensemble
can be utilized to evaluate the relative importance of features
with respect to the predictability of target variable. The feature
importance is defined to be the mean decrease in impurity when
a single feature value is randomly shuffled. Due to the variation
of feature set, the precision decrease indicates how much the
model depends on the feature [63], [65]. The out-of-bag (OOB)
error as the accuracy evaluation criteria is calculated by using the
about 37% samples (called OOB data) without training model.
The variable importance can be defined as (7)

V (Xj) =
N∑
t=1

(ejt − et)/N (7)

where et represents the OOB error, ejt represent the OOB error
after shuffling the jth feature Xj, N is the number of CARTs in
the ensemble model, V is the importance of feature Xj.

The KNN is a simple and easy method to predict for contin-
uous data with multivariate [68], [69]. The prediction result of
each testing sample is computed based on the weighted average
of the response variable of the k nearest samples in the training
set, where k is an integer value specified by user [70]. The
square of distance between training and testing sample in each
feature space is calculated using a given distance metric. Then,
the weight is defined as the inverse of the square root of the
distance sum in all feature space. The k value and distance metric
are important parameters of the KNN method, which affect the
performance and efficiency of the method.

E. Hyperparameters Optimization

Hyperparameters are not directly learnt within models. These
parameters are provided when constructing a model and may
be optimized by automatically searching the hyperparameter
space. The performance and efficiency of models can be dramat-
ically improved by passing appropriate arguments to the model
developer. Some important and influential hyperparameters for
modeling can be optimized using grid search strategy, which ex-
haustively considers all parameter combinations for given values
[71]. This search strategy needs to create a multidimensional grid
in the hyperparameter space. Each dimension of grid represents
a kind of hyperparameter to be optimized. Each point grid
represents a parameter combination value. The machine learning
process is repeated using different parameter combinations until
the iterations are achieved. The optimal hyperparameter combi-
nation is determined according to the cross validation R2 score.
Whilst this search strategy is easy to implement and understand,
it is inefficient when the number of parameters is large [72]. In
this study, the hyperparameters of models we used were pro-
vided in scikit-learn based on Python 3.7. While the important

parameters require optimization in detail, others can be set to
their default values. In order to improve computational efficiency
and precisely search the optimal parameter combination, we
empirically specified a wide initial range of hyperparameter
values for coarse searching, and then narrowed the range and
designed an adaptive search step for fine searching based on the
cross-validation score from initial searching.

F. Model Validation

Here model development and performance evaluation are
important steps. The parameters of algorithms and the predictive
performance were evaluated using a fivefold cross validation
approach. The model accuracies are determined by the coeffi-
cient of determination (R2), root mean square error (RMSE), and
mean absolute errors (MAE) using validation samples. Briefly,
RMSE and MAE describe the overall error of prediction, while
R2 quantifies the amount of variation explained by the developed
relationships [73]. Models which produce the highest R2 value
with the lowest RMSE and MAE are considered suitable for
estimating water turbidity. These measurements are defined as
follows:

RMSE =

√∑n

i=1
(yi − yi′)

2
/
n (8)

R2 = 1−
∑n

i=1
(yi − yi

′)2
/∑n

i=1
(yi − ȳi)

2 (9)

MAE =
1

n

∑n

i=1
|yi − yi

′| (10)

where yi and yi
′ are the observed and predicted value for the ith

observation; ȳ is the average observed value; n is the number of
calibration and validation samples.

III. RESULTS

A. Descriptive Statistics

The statistics of water turbidity samples are shown in Ta-
ble I. The dataset shows a large water turbidity range (0.83–
112.26 NTU), with a mean of 32.43 NTU and a standard devi-
ation of 28.68 NTU. The SXKH, HMTR, CGL, GXKL, YLL,
NYR, TPCR, and TMJR (see the full name in Table I) exhibit
higher turbidity values (average: Above 30 NTU). These lakes
and reservoirs are located in a relatively flat region, where the av-
erage elevation is about 100 m. Due to the ample water resource
and flat landscape, the fertile land around these lakes is used for
farming. The extra human activities could be one of the reasons
that the water is turbid. Further, CGL, YLL, NYR are saline
soda lakes with water turbidity varying from 42.04 to 49.22
NTU. The water turbidity decreased with the rise of terrain. YFR
exhibits the lowest water turbidity (average: 2.40 NTU), with the
highest elevation (767.90 m). YFR is located in the mountains
and human activity has less impact on the water quality. Among
all the sampled lakes and reservoirs, GXKL covers a largest
area of 4412.2 km2, with higher turbidity (average: 48.5 NTU).
While the area of XXSR was smallest (30.2 km2), with lower
turbidity (average: 10.76 NTU). However, it does not mean
that the smaller area of water body exhibits lower turbidity.
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TABLE I.
DESCRIPTIVE STATISTICS OF THE SAMPLES USED IN THE PREDICTION OF THE WATER TURBIDITY

Note: SD = Sampling dates, SN = Sample numbers, LA = Lake area, LE = Mean elevation around lake, MIN = Minimum value, MAX = Maximum value, MEAN
= Average value, STD = Standard deviation value, BSR = Baishan Reservoir, CGL = Chagan Lake, ELL = Erlong Lake, GYGR = Guanyinge Reservoir, HMTR =

Hamatong Reservoir, HRR = Huanren Reservoir, JPL = Jingpo Lake, NYR = Nanyin Reservoir, SHL = Songhua Lake, TPCR = Taipingchi Reservoir, TMJR = Tumuji
Reservoir, XXSR = Xingxingshao Reservoir, SXKL = Small Xingkai Lake, GXKL = Great Xingkai Lake, YLL = Yueliang Lake, YFR = Yunfeng Reservoir; -, denotes
not available.

The area of HMTR and TPCR are below 40 km2, with higher
water turbidity (HMTR average: 65.24 NTU, TPCR average:
41.45 NTU). Water turbidity may be influenced by several nature
and anthropogenic factors. We separated the total 187 samples
into two subsets, i.e., a calibration subset with 131 samples
and a validation subset with 56 samples. Water turbidity varied
from 0.83 to 112.26 NTU, with a mean of 32.86 NTU and a
standard deviation of 29.00 NTU in the calibration subset. It
is similar to the validation samples that ranged from 0.94 to
103.43 NTU, where the mean and standard deviation were 31.42
and 27.89 NTU, respectively. From above, we can see that the
calibration and validation subsets are quite similar.

B. Spectral Response to Turbidity Variation

The mean values of the reflectance of Sentinel-2 spectra for
water turbidity in different value ranges are shown in Fig. 3.
Overall, the spectral curve was similar in every value range. For
water with higher turbidity, the mean spectral reflectance was
also higher. In 0–5-NTU regions, the spectral reflectance peak
with lowest value was 1.9%; while in 80–120-NTU regions, the
peak with highest value was 11.6%. The reflectance increased
monotonously from 442 to 559 nm, and gradually decreased
from 705 to 2190 nm. Two spectral peaks are at 559 and 705 nm.
Moreover, the spectral variability as a response to water turbidity
is more obvious from 492 to 705 nm. The significant difference
of reflectance gradually reduced after 745-nm band between
5 and 80 NTU. The result here is similar to the analysis of

Fig. 3. Mean spectra reflectance at Sentinel-2 bands for sampling stations with
various water turbidity ranges.

GOCI imagery by Wang et al. [30], which reported that the
mean spectrum of reflectance first increases from 412 to 680 nm,
and then gradually decreases from 680 to 865 nm. The spectral
response is the weakest from 945 to 2190 nm, which the wa-
ter is characterized by powerful absorption of electromagnetic
spectrum.

C. Correlation of Spectral Parameters and Water Turbidity

The Pearson’s correlation coefficients are used to describe the
relationship between water turbidity and spectral reflectance,
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TABLE II.
PEARSON’S CORRELATION BETWEEN WATER TURBIDITY AND SPECTRAL

REFLECTANCE VARIABLES OF SINGLE-BAND AND BAND COMBINATION

Note: r is Pearson’s correlation coefficient; ∗∗is the significant at 1% probability; B1-
B12 represented the Sentinel-2 MSI band.

and all outcomes are significant at the 99% confidence level.
The analysis of two kinds of spectral variables (i.e., the original
Sentinel-2 spectral reflectance of each band, and the mathematic
form calculated by all possible combinations from Sentinel-2
twelve bands) are shown in Table II. In terms of original spectral
bands, water turbidity was strongly linear correlated with most of
the spectral band variables, except with B11 (r = 0.12) and B12
(r = 0.13), which were the short wave infrared bands from 1610
to 2190 nm. The correlation coefficients were larger than 0.76
from B1 to B5. B5 exhibit the highest value of 0.83. For com-
bination forms of bands, all of the variables were significantly
correlated, with higher correlation coefficients compared to the
single-band variables. It corresponded to the previous study that
the calculation using more bands was able to have better perfor-
mance [30]. Specifically, the band combination using B3, B4,
B5, and B12 exhibited the highest correlation coefficient, with
the r value of 0.86. It better described the strongest correlation
between water turbidity and spectral reflectance.

D. Comparison of Regression Algorithms

1) Hyperparameters Optimization: We used cross-
validation grid search for hyperparameters optimization.
The values of hyperparameters were determined as the optimal
results among all combinations of parameters according to
the R2 and RMSE values of cross validation in the validation
subset. Table III shows the type of kernel function, gamma
(kernel coefficient), and C (regularization parameter) optimized
in SVR. They determine the function for transforming into
high-dimensional space and may resist overfitting. For the RBF
function, we used 1 for gamma value and 4 for C value. They
are the optimal parameters for estimating water turbidity in
SVR (R2 = 0.80 and RMSE = 0.11 -NTU).

Both ELM and BP contain the crucial parameters (including
activation functions and the number of hidden-layer neurons).
The small number of hidden-layer neurons was not enough to
train the neural networks and caused the decrease of model

accuracy. In contrast, a large number of hidden-layer neurons
might cost the operation efficiency. The results show that the
numbers of ELM and BP were 25 and 50, respectively, which
produced relatively stable cross-validation accuracy. The rec-
tified linear unit (relu) function was better for BP, while the
sigmoid function was more appropriate for ELM. These models
with hyperparameters generated better results (R2 = 0.76 and
RMSE= 0.12 NTU for ELM; R2 = 0.71 and RMSE= 0.13 NTU
for BP).

The GBDT and RF are both CART-based ensemble methods
and these three methods contain similar hyperparameters due
to the decision tree method, including the minimum number
of samples being at a leaf node and the maximum depth of
the individual regression trees. Optimization of the number of
trees is important for GBDT and RF. In Table III, the minimum
number of samples for leaf node in CART, GBDT, and RF
method were 10, 3, and 1, respectively. The maximum depths
of CART, GBDT, and RF were 8, 3, and 9, respectively. The
numbers of trees of GBDT and RF were quite close at 600
and 720, respectively. In GBDT and RF, the square root of
the number of total input variables were used as the number
of split features at each node. In terms of optimal accuracy, the
GBDT (R2 = 0.79, RMSE = 0.11 NTU) and RF (R2 = 0.76,
RMSE= 0.12 NTU) are similar and better than the CART (R2 =
0.62, RMSE = 0.15 NTU). The distance metric for weights and
the number of neighbors are the hyperparameters in KNN. The
results indicate that the distance using Minkowski metric and 5
for neighbor numbers generated desirable simulation results (R2

= 0.79 and RMSE = 0.11).
2) Statistic Regression Models: As illustrated in Table IV,

the statistic regression models including two SR models and
PLSR were used for turbidity modeling. The independent vari-
ables were selected from the variable subset (see Table II). The
regression models using selected variables generated good fit
between predicted and observed water turbidity. B3 and the band
combination using B3, B5, B4, and B12 were selected vari-
ables, with r2 values of 0.79 and 0.86, respectively (Table IV).
According to the regression equation, exponential function was
identified as the best mathematical model for water turbidity
prediction. As a comparison, the model with band combination
(model SR2) outperformed the model with single-band (model
SR1) by producing better calibration result. In validation mode,
SR2 also yielded better results, with R2 value of 0.73 and lower
RMSE and MAE values [Table IV and Fig. 4(b)]. The PLSR with
five principal components gave the highest validation accuracy,
with R2 value of 0.79 [Fig. 4(c)] and lowest RMSE and MAE
for both calibration and validation subsets (Table IV).

3) Nonlinear Machine Learning Models: Table V and Fig. 5
present the prediction accuracies of different machine learning
methods. Considering the calibration quality, all methods gave
satisfactory results and the R2 values were higher than 0.8.
As expected, the GBDT and RF yielded highest R2 values of
0.99 and 0.98, respectively, with the lowest RMSE and MAE
values (Table V). It should point out that the KNN produced
R2 value of 1 because the calibration samples were merely used
to calculate the distance between validation samples (different
from other methods that should be used for modeling). In terms
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TABLE III.
RESULTS FOR THE FOR HYPERPARAMETERS OPTIMIZATION USING CROSS-VALIDATION GRID SEARCH

TABLE IV.
PERFORMANCE SUMMARY OF SIMPLE REGRESSION METHODS AND PLSR

Note: r2 represented the degree of fitting between observed and predictive data; PC represented the principal component
using in PLSR.

TABLE V.
PERFORMANCE SUMMARY OF NONLINEAR MACHINE LEARNING MODELS

of validation, the CART performed poorly, with the lowest R2

value of 0.73 and the highest RMSE and MAE values (RMSE
= 14.57 NTU, MAE = 9.67 NTU) [Table V and Fig. 5(d)].

The ELM, GBDT, RF, and KNN yielded high R2 values (all
above 0.8). Especially, the

GBDT and RF produced better R2 values of 0.88 and 0.86,
respectively, with the lower RMSE and MAE values [Table V,
Fig. 5 (e) and (f)]. The KNN produced a slightly lower R2 value
of 0.85, with the RMSE value of 11.13 NTU, and the MAE value
of 6.88 NTU [Table V and Fig. 5(g)].

E. Variables Importance and Models Optimization

The RF and GBDT as tree-based ensemble models can be used
to evaluate the relative importance of features with respect to the
predictability of target variable [74]. The higher the importance
fractions produce, the more important the variable is. As shown
in Fig. 6, the ranking of variables was slightly different. For
the RF model, the sequence of the variable importance fractions
above 0.1 were B3, B5, B4, and B2 (sorted in ascending order).
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Fig. 4. Model performance comparison between simple linear regression
method and PLSR model. (a) Simple linear regression model using B3. (b)
Simple linear regression model using band combination. (c) PLSR model. The
calculations of band combinations are shown in Table IV.

TABLE VI.
PERFORMANCE SUMMARY OF GBDT AND RF MODEL WITH SELECTED

VARIABLES

Similarly, the order was B2, B5, B4, B3, and B6 in GBDT
model. For the RF and GBDT models, four spectral variables
(including B2, B3, B4, and B5) were more important than the
other variables. Further, B9, B11, and B12 exhibited lower
importance fractions, with the value of approximately 0.03.

To improve the efficiency of models and reduce noise vari-
ables, variables selection (VS) was implemented according to
the importance of variables. All variables were sorted (in de-
scending order) by the importance fractions. One variable was
added into the model for training per iteration, the variables
were selected when the cross-validation accuracy trended to be
stable. The cross-validation accuracy curves of the two models
were similar (Fig. 7), the variations of R2 and RMSE were
significant before five variables were added to the model. As
shown in Table VI and Fig. 8, in calibration subset, the two
models provided good results and the R2 values exceeded 0.95.
During model validation, the GBDT (R2 = 0.86, RMSE =
10.79 NTU, MAE = 7.28 NTU) and RF (R2 = 0.85, RMSE
= 10.90 NTU, MAE = 7.49 NTU) models with five variables
yielded good results (Table VI and Fig. 8).

Fig. 5. Model performance comparison of nonlinear regression methods.
(a) SVR model. (b) ELM model. (c) BP model. (d) CART model. (e) GBDT
model. (f) RF model. (g) KNN model.

F. Water Turbidity Mapping

The water turbidity map was produced by applying the
models with good predictability. Two kinds of predictive algo-
rithms were implemented, which included the nonlinear meth-
ods (GBDT and RF) and linear method (PLSR). Further, in order
to evaluate the predictability of tree-based ensemble methods
with selected variables, the RF and GBDT with selected five
important variables were applied to mapping water turbidity.
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Fig. 6. Variables importance calculated by the mean decrease in impurity
in GBDT and RF. (a) Variables importance ranking in GBDT. (b) Variables
importance ranking in RF.

Fig. 7. Cross-validation accuracy of GBDT and RF using one variable in per
iteration. (a) R2 and RMSE variation of GBDT. (b) R2 and RMSE variation
of RF.

Fig. 8. Model performance comparison of RF and GBDT with selected
variables. (a) GBDT model with top 5 selected variables. (b) RF model with
top 5 selected variables.

Figs. 9 –12 demonstrate that the extracted results are reliable and
consistent with the measured data. For the Baishan Reservoir,
the water turbidity ranged 1.6–10.8 NTU based on the GBDT
and 1.7–14.2 NTU based on RF model; while the variation was
larger in the PLSR (0.2–16.4 NTU) (Fig. 9). The higher turbidity
was observed in the central part of the reservoir with turbidity
above 7.5 NTU. Due to the villages and cropland located in
close proximity to water body, domestic and agricultural water
might inflow into reservoir, which brings in turbidity, reducing

Fig. 9. Water turbidity mapping result for Baishan Reservoir (BSR) using
different models. (a) GBDT model. (b) GBDT model with selected variables.
(c) RF model. (d) RF model with selected variables. (e) PLSR model. (f) True
color remote sensing image.

water quality. For the Chagan Lake, the water turbidity was
higher in RF model (33.4–68.5 NTU) and varied widely (29.6–
81.3 NTU) when the GBDT was used. The turbidity varied the
most (17.4–111.6 NTU) based on PLSR (Fig. 10). For the Erlong
Lake, the water turbidity were similar in RF (8.7–67.6 NTU)
and GBDT (7.7–65.9 NTU). In the PLSR model, the variation
was wider (17.5–73.5 NTU) (Fig. 11). Turbidity of Chagan
Lake and Erlong Lake was highest. These lakes located in the
Songnen Plain of Northeast of China where the agricultural and
human activities were more frequent. Mesotrophic or eutrophic
water causes algae multiply greatly and turbidity increased. In
addition, the higher turbidity was observed in the downstream of
Erlong Lake, it might because that silt has silted up the sluggish
lake area. For the Huanren Reservoir, the water turbidity ranged
1.6–7.1 NTU based on RF; 0.3–8.2 NTU using GBDT; and
0.18–11.9 NTU in PLSR (Fig. 12). Higher turbidity for one
quarter of Huanren Reservoir water was close to the dam near
the towns, and another area with high turbidity was downstream
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Fig. 10. Water turbidity mapping result for Chagan Lake (CGL) using different
models. (a) GBDT model. (b) GBDT model with selected variables. (c) RF
model. (d) RF model with selected variables. (e) PLSR model. (f) True color
remote sensing image.

of reservoir. By comparing the mapping results of these lakes
and reservoirs based on RF and GBDT with selected variables,
the water turbidity had a similar variation when the model used
all variables.

IV. DISCUSSION

Whilst many statistical and machine learning regression tech-
niques can be used for estimating water turbidity, it is necessary
to contribute to exploring their performance in a comparative
perspective. This study made some effort to comprehensively
evaluate the techniques for water turbidity based on remote
sensing data.

A. Variable Importance

In terms of single spectral bands of Sentinel-2 data, the
Pearson’s correlation coefficients showed that the visible bands
from 442 to 559 nm were highly related to water turbidity,
especially, 559 and 705 nm. On the contrary, the short wave

Fig. 11. Water turbidity mapping result for Erlong Lake (ELL) using different
models. (a) GBDT model. (b) GBDT model with selected variables. (c) RF
model. (d) RF model with selected variables. (e) PLSR model. (f) True color
remote sensing image.

infrared bands at 945, 1610, and 2190 nm were less related
to water turbidity. It was coincident with the peak and trough
patterns of the spectral reflectance curve. For band combination
variables, the band ratio calculated by the spectral bands with
significant differences can describe the relationship between
reflectance and water turbidity.
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Fig. 12. Water turbidity mapping result for Huanren Reservoir (HRR) using
different models. (a) GBDT model. (b) GBDT model with selected variables.
(c) RF model. (d) RF model with selected variables. (e) PLSR model. (f) True
color remote sensing image.

Moreover, the impurity-based feature importance from the
GBDT and RF models were also used for evaluating the spectral
variables. According to the results, the rank of variables impor-
tance were similar for both models, which B2, B3, B4, and B5
were the more important variables for estimating water turbidity.
By comparing the Pearson’s correlation coefficients and spectral
characteristics, the variables selected by the impurity-based
feature importance were reliable. Moreover, the spectral signals
of B3, B4, and B5 were related to the suspended sediment and
phytoplankton in turbid water. Water has absorption property
in B2. The selected variables are coincident with the actual
physical properties [75]. In other words, the GBDT and RF
methods might be able to deal with the variables and extract
the characteristic information.

B. Comparison of Regression Methods

We compared the performances of statistic and machine
learning regression techniques. During the modeling process,
statistic models were easier to build, but the prediction accuracy

of water turbidity was not satisfactory. Specifically, the PLSR
outperformed the SR model with good predictability. Machine
learning regression models were difficult to build. To obtain a
model with good performance, more efforts would be needed
in searching for suitable hyperparameter space and training the
model. However, the machine learning models have strong abil-
ity to extract variables and describe the nonlinear relationship
between spectral variables and water turbidity.

The tree-based ensemble regression methods (i.e., GBDT and
RF) yielded results much better than other methods. It means
that the ensemble methods which combined the several base
estimators (e.g., CART) can produce better prediction results
and improve the generalization and robustness over a single
estimator. By comparing the GBDT and RF, GBDT slightly
outperformed RF in the task of water turbidity estimation.
The GBDT is a typical boosting algorithm, which comprised
of numerous CART sequentially constructed from “pseudo”
residuals (negative gradient of the loss function) [76], [77]. Due
to the decrease of deviance gradually, the GBDT can predict
more accurately. By contrast, the RF is a promising bagging
algorithm, which integrated several CART. The mean predictive
result was calculated by all trees and the variance significantly
decreased. Among the evaluated methods, the CART was the
worst method for estimating water turbidity. It even produced
an accuracy lower than the PLSR. The key disadvantage of en-
semble methods is the high computation complexity. To enhance
the efficiency, we constructed models using selected variables
depending on their importance. The results demonstrated that
the accuracy was slightly lower than before. We deduced that
using ensemble models with selected variables was effective to
reduce model complexity and maintain relatively high accuracy.

The SVR and multilayer perceptron methods (ELM and BP)
produced less accurate results. The results indicated that it
was difficult for SVR to search for an appropriate function to
accurately predict water turbidity. Thus, the BP and ELM are
relatively inefficient. Although weight optimization is the key
step for multilayer perceptron methods, the neural networks
are initialized by random weights which can easily cause local
minimization problem. It was hard to optimize the network
to describe the relationship between water turbidity and spec-
tral reflectance. The KNN was identified as another potential
regression technique in our comparison, and it was easier to
build. Moreover, the water turbidity mapping results showed
the estimation ability of all models. The GBDT, RF, and PLSR
demonstrated better performance among nonlinear and linear
methods. The water turbidity variation was similar and reliable
in the GBDT and RF models, whereas the variation was wider
in the PLSR model.

C. Importance of Hyperparameters Optimizations

It is important to optimize hyperparameters for building
machine learning models. With good hyperparameters, models
can be improved and become more efficient with little risk
of overfitting. GBDT and RF are both tree-based ensemble
methods. However, in these two methods, the maximum depth
of the tree and the minimum number of samples being at a
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leaf node are obviously different. These two hyperparameters
decide the size of base learner (CART). Due to the simple
structure of individual CART, the GBDT method can be able to
effectively avoid overfitting that is easily produced. ELM and BP
are multilayer perceptron algorithms. These two methods obtain
different activation function and the number of artificial neurons
in the hidden layer. ELM uses fewer hidden layer neurons and
may be able to learn faster and improve model efficiency. The
optimal value of C and gamma can lead to SVR model with better
generalization ability and higher prediction accuracy. For KNN
method, the distance metrics and k value directly influence the
prediction accuracy and model efficiency. Further, we note that
the grid search strategy is a practical method to search the best
combination of hyperparameters. The application of important
parameters selected from a large number of hyperparameters can
effectively improve the robustness and generalization of models.

V. CONCLUSION

This study showed the feasibility of estimating the water
turbidity using Sentinel-2 imagery in a large study area. We
combined the Pearson’s correlation analysis and the feature
importance from tree-based ensemble methods. We identified
B2, B3, B4, and B5 as the most significant spectral variables
for estimating water turbidity. This study demonstrated that
the machine learning methods have a strong advantage in wa-
ter turbidity prediction compared to linear regression. For the
tree-based ensemble methods, the GBDT slightly outperformed
the RF with the same dataset, and significantly better than
other machine learning methods. The CART was the worst for
turbidity estimation. The PLSR as a statistical linear method
produced results that were better than the SR algorithm. More-
over, hyperparameters optimization is a key step for building
machine learning methods. The risk of overfitting can be effec-
tively reduced by using good hyperparameters. It is effective to
use grid search strategy. Overall, our results demonstrated the
effectiveness and reliability of using the GBDT and RF machine
regression methods to estimate the large-scale water turbidity
using Sentinel-2 imagery data.
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