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Abstract—Multichannel synthetic aperture radar ground mov-
ing target indication has been widely used and get great attention
nowadays. Traditional adaptive methods like space-time adaptive
processing (STAP) need to calculate and search the maximum of the
test statistic pixel by pixel over a large range of radial velocity, which
will cause great computational burden. Nonadaptive methods like
displaced phase center antenna (DPCA) will cause signal loss of
moving targets, thereby degrading the performance of moving
targets detection and radial velocity estimation. To improve the
problem mentioned above, this article proposes a novel two-step
scheme based on greatest of (GO)-DPCA and Local STAP. In step
I, GO-DPCA utilizes the complex images of the channels with
different baselines for joint moving target detection. Then, in step
II, only the local data of moving targets detected in step I needs to be
extracted from the original image domain for clutter suppression
and radial velocity estimation simultaneously by STAP. Since the
processing gain of moving targets depends on the radial velocity and
baseline length, the detection performance of moving targets with
different radial velocity can be improved by proposed GO-DPCA
compared to conventional DPCA. Considering the moving targets
usually distribute sparsely in the scene, step II can avoid most
computational burden caused by processing pixel by pixel. Finally,
the experimental results of both simulated and acquired data are
given to validate the effectiveness of the proposed method.

Index Terms—Greatest of displaced phase center antenna (GO-
DPCA), ground moving target indication (GMTI), space-time
adaptive processing (STAP), synthetic aperture radar (SAR).

I. INTRODUCTION

MULTICHANNEL synthetic aperture radar ground mov-
ing target indication (SAR-GMTI) systems, the com-

bination of multichannel SAR [1]–[8] and GMTI, can realize
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high resolution imaging for stationary objects and detection for
moving targets simultaneously, which have attracted more in-
terests and been widely used in battle reconnaissance, maritime
observation [9], [10], traffic monitor [11] and other fields. In
practical application, two main problems affect the performance.
First, since the moving target is usually covered by the clutter,
it’s hard to recognize the moving target in the original SAR
image. Thus, we need to perform clutter suppression before
detection. Second, the radial velocity of the moving target will
cause additional Doppler frequency and the displacement in
azimuth. As a result, the accurate estimation of the radial velocity
proves essential in relocating the moving target back to its true
position in azimuth.

For the purpose of clutter suppression and radial velocity
estimation, the adaptive methods [12]–[19] have been proposed.
Space-time adaptive processing (STAP) [12], [13] is a typical
method of them, which can suppress clutter by minimizing the
power of the output clutter and making the power of moving
target keep constant. STAP has been widely used in surveillance
radar systems at first [14] and then applied to multichannel
SAR. Ender has proposed post Doppler-STAP into post-Doppler
STAP (PD-STAP) [15], which is performed in range-Doppler
domain. Cerutti–Maori and Sikaneta et al. have derived the
generalized likelihood ratio test (GLRT) statistics in the range
image-azimuth signal domain and proposed imaging STAP
(ISTAP) [16]–[18]. After that, they have also derived the GLRT
statistics in the two-dimensional (2-D) image domain and pro-
posed extended displaced phase center antenna (EDPCA) [19].
ISTAP and EDPCA can improve signal to noise ratio compared
to PD-STAP, which is beneficial for clutter suppression. The
adaptive methods are optimum and have good theoretical perfor-
mance. However, their computational burdens are too expensive,
which are caused by two main problems. On the one hand, the
positions of moving targets are unknown at first. Thus, we need
to calculate the covariance matrix and search the maximum of
the test statistic pixel by pixel. Since a SAR image usually has
large number of pixels, calculating and searching pixel by pixel
is computational heavily. On the other hand, we can get the
maximum of the test statistics only if the search value is matched
with the true radial velocity of moving targets. Since the radial
velocity of moving targets are unknown and each moving target
has different radial velocity. In each pixel, we need to search
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over a large range of radial velocity to make sure that all the
possible moving targets can be detected, which will cause great
computational burden as well.

On the contrary, the nonadaptive methods [20]–[26] have
much smaller computational burden than the adaptive meth-
ods. Along-track interferometry (ATI) [20], [21] analyzes the
statistical model of the magnitude and phase in the SAR inter-
ferogram and then derived the test statistic for moving targets
detection. Displaced phase center antenna (DPCA) [22], [23],
such as subspace projection (SP) [22] and images differential
(ID) [23], utilizes the special antenna configuration and the
images from different channels to suppress clutter. ATI and
DPCA are two typical methods of the nonadaptive methods,
which are used in the dual channels SAR at first and then
extended to the multichannel SAR [24]–[26]. ID-ATI [24], [25]
utilizes the images from adjacent channels to suppress clutter
at first and then uses ATI to estimate the radial velocity of
moving targets. SP-ATI [26] utilizes SP for clutter suppression
and then utilizes ATI for radial velocity estimation. Nevertheless,
the main problem of the nonadaptive methods is the signal loss
of moving targets in the postsuppression domain. The signal loss
will degrade the performance of clutter suppression and radial
velocity estimation.

Just as the analysis above, the adaptive methods can realize
GMTI with better theoretical performance while their compu-
tational burdens are heavy. The nonadaptive methods can be
realized much faster while the signal loss will degrade their
performance. In this article, our purpose is to propose an efficient
method whose performance can be close to the adaptive methods
while lots of computational burdens can be avoided in the prac-
tical application just like the dimensionality reduction method
of the early warning radar [12]–[14]. After the analysis of
existing methods, we found that the advantages of adaptive and
nonadaptive methods can be used to make up the shortcomings
of each other. In step I, if we use nonadaptive methods for moving
targets detection, we can find the positions of moving targets in a
fast way to avoid the calculation and search pixel by pixel. Then,
in step II, we can use local adaptive process to get more precise
results compared to step I. To the best of the authors knowledge,
the current methods realize GMTI by either adaptive methods or
nonadaptive methods independently. The main contribution and
difference of this article is the proposed joint two-step scheme
which has organic combination of nonadaptive and adaptive
methods compared to existing methods. Besides, the proposed
joint two-step scheme is not just the simple cascade of the
current nonadaptive methods and adaptive methods. When we
design our scheme, there are some problems which may degrade
the performance. We have also given respective solutions to
improve the proposed joint scheme. First, in step I, when we
try to use a fast way to detect the positions of potential moving
targets, we are concerned about the massive detection missings
as the performance of nonadaptive methods may not be as
good as that of adaptive methods. Therefore, we have derived
the processing gain of the conventional DPCA and proposed
the modified GO-DPCA. What’s more, we have derived the
relationship between probability of detection (PD), probability

Fig. 1. Multichannel SAR-GMTI geometry model.

of false alarm (PFA) and the detection threshold. Then according
to the relationship, we can decrease the threshold to improve PD
and decrease detection missings. Second, in Step II, the decrease
of threshold may lead to more false alarms. Therefore, we have
used the output data of local adaptive process to perform moving
targets detection with a normal threshold again to eliminate the
supernumerary false alarms and decrease PFA.

The rest of this article is organized as follows. Section II
describes the signal model of multichannel SAR-GMTI. Sec-
tion III derives the processing gain of conventional DPCA and
introduces the proposed two-step scheme. Section IV shows the
experimental results of both simulated and acquired data and the
further discussion. Eventually, a brief conclusion is presented in
Section V.

II. SIGNAL MODEL OF MULTICHANNEL SAR-GMTI

Fig. 1 shows the geometry model of a multichannel SAR-
GMTI system. The X-axis denotes the flight path of the platform
whose velocity is va. The Y-axis denotes the radial direction
which is perpendicular to the direction of the flight path. The
antenna array has M channels and distributes along the direction
of the flight path. The first channel is supposed to locate at the
original point and seen as the reference channel. The physical
interval between two adjacent channels is denoted by 2d0. Then
the physical interval between the mth channel and the reference
channel is 2dm = 2(m− 1)d0. According to the effective phase
center model, the interval of the effective phase center between
the mth channel and the reference channel are dm. The moving
target is denoted by A(Xn, RB). Its azimuth and radial velocity
are vx and vr respectively. The slope distance between the
moving target and the mth channel can be expressed as

Rm (ta) =

√
(RB + vrta)

2 + (Xn + vxta − vata − dm)2

≈ (va − vx)
2

2RB
t2a +

(
vr − (va − vx) (Xn − dm)

RB

)
ta

+RB +
(Xn − dm)2

2RB
(1)
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where ta denotes the slow time in azimuth. Taylor expansion is
utilized here to make a reasonable approximation. After range
compression, the echo of the mth channel in 2-D time domain
is expressed as

Sm (tr, ta) = μ · sinc
{
B

[
�

t − 2Rm (tm)

c

]}
·Wa (ta)

· exp
{
−j

4π

λ
Rm (tm)

}
(2)

where μ denotes the amplitude of echo signal. tr denotes the
fast time. B, c, and λ denote bandwidth, light speed and the
wavelength, respectively, sinc(·) is the sinc function whileWa(·)
represents the azimuth time window function. Then, after time
delay compensation and channel equalization [27], [28], the
echo of the mth channel in phase-history domain is formulated
as

Sm

(
fr, ta − dm

va

)
= μ ·Wr (fr) ·Wa

(
ta − dm

va

)

· exp
(
−j

4π (fr + fc)

c

(va − vx)
2

2RB
t2a

)

· exp
(
−j

4π (fr + fc)

c

((
vr − (va − vx)Xn

RB

)
ta +Rres

))
(3)

where Wr(·) denotes the window function in range-frequency
domain. fc is carrier frequency and fr is range frequency.
Assuming that va >> vx, then the residual constant term is
expressed as

Rres = RB +
X2

n

2RB
− vr

dm
va

. (4)

As shown in the last phase term of (3), the radial velocity of the
moving target is coupled with the azimuth time. The coupling
will cause the range walk for the moving target. Besides, vr
will also cause the displacement of the frequency spectrum
in azimuth. The displacement will cause the azimuth ghost.
To correct the range walk and remove azimuth ghost caused
by radial velocity, the Deramp–Keystone process (DKP) [29]
algorithm is used here. Then the final focusing result in 2-D
image domain is expressed as

Sm (tr, fa) = μ · sinc
(
B

(
tr − 2RB

c

))

· sinc
(
Ta

(
fa − 2

λ

(
(va − vx)Xn

RB
− vr

)))

· exp
(
−j

4π

λ

(
RB +

X2
n

2RB

))
· exp

(
j
4π

λ
vr

dm
va

)
(5)

where Ta is synthetic aperture time.fa represents the azimuth
frequency. From (5), the steering vector in image domain for
clutter and moving targets can be formulated, repectively, as
[26], [30]–[31]

ac = [1, 1, . . . , 1]T (6)

Fig. 2. Relationships of each subspace for projection.

at =

[
1, . . . , exp

(
j
4π

λ
vr

dm
va

)
, . . . , exp

(
j
4π

λ
vr

dM
va

)]T
.

(7)

III. IMPROVED TWO-STEP SCHEME

A. Theoretical Processing Gain of Moving Targets By DPCA

In this part, the processing gain of moving targets obtained
by SP and ID are derived. First, we consider the case of SP. As
shown in Fig. 2, Ωn and Ωc denote the noise subspace and the
clutter subspace, respectively. They are orthogonal. The target
subspace Ωt and the clutter subspace Ωc are not orthogonal. The
included angle of Ωt and Ωc, which relies on the radial velocity
of moving targets, can be expressed as

θ = arccos
|〈ac, at〉|

‖ac‖2 · ‖at‖2
(8)

where 〈·〉 is inner product. | · | and ‖ · ‖2 denote absolute value
and L2 norm, respectively. We use the projection matrix, which
is formulated as (9) [32], to project the echo into Ω⊥

c

Φ⊥
c = Ψ− ac

(
aHc · ac

)−1
aHc (9)

where Ψ is the identity matrix. [·]−1 and [·]H denote the inverse
and conjugate transpose of the matrix, respectively. The pro-
cessing gain of the clutter is zero because of the orthogonality.
The processing gain of moving targets for the mth channel can
be expressed as

Θm = Φ⊥
c · at (m)

=

∣∣∣∣∣exp
(
j
4π

λ
vr

dm
va

)
− 1

M

M∑
u=1

exp

(
j
4π

λ
vr

du
va

)∣∣∣∣∣ ,
m = 1 ∼ M. (10)

Then, the processing gain of moving targets obtained from
ID is derived here. After time delay compensation and channel
equalization, the differential between the complex image of the
mth channel and that of the reference channel are performed.
According to (5), the processing gain of moving targets can be
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TABLE I
MAIN PARAMETERS OF SIMULATED DATA

Fig. 3. Theoretical gain curves of moving targets by conventional DPCA.

represented as

Δm =
|Sm1 (tr, fa)|
|S1 (tr, fa)|

=
|Sm (tr, fa)− S1 (tr, fa)|

|S1 (tr, fa)|

=

∣∣∣∣1− exp

(
j
4π

λ
vr

dm
va

)∣∣∣∣ ,m = 2 ∼ M. (11)

From (10) and (11), we can see that the theoretical processing
gain of moving targets varies with the change of the radial
velocity and baseline length. We plot the processing gain curves
in a single period of the radial velocity when using different
values of baseline length. The other parameters are given in
Table I and the results are shown in Fig. 3. Obviously, in terms
of the conventional DPCA, a single value of the baseline length
cannot make sure that all the moving targets with different radial
velocity get their highest processing gain. For example, a moving
target with vr = 1m/s can obtained its highest processing gain
by Δ4 while a moving target with vr = 6m/s can obtained its
highest processing gain by Δ2.

B. Step I : GO-DPCA for Joint Clutter Suppression and the
Detection of Moving Targets’ Positions

When we use conventional DPCA in multichannel case, M-1
times of DPCA can be applied to the second-Mth image with
respect to the first image. Here we will face two problems just

as the derivation and analysis in last part. First, which data
should we select to perform constant false alarm rate (CFAR).
If the results of M-1 times’ DPCA are all used for CFAR, we
need to perform M-1 times’ CFAR, which will increase the
computational burdens. Second, Considering that the results
of M-1 times’ DPCA are different with each other, how to
determine the final detection results based on different results of
M-1 times’ DPCA for better detection performance. A common
solution which is used in [24], [25], and [41] is to utilize the
image from the adjacent channels for differential. Because of
the specific phase relationship which is needed for further ATI
process to estimate radial velocity, this solution cannot utilize
the whole baseline to make the moving targets with different
radial velocity all get their highest gain. Aiming at the two
problems above, we have given our solution in step I to im-
prove the conventional DPCA. Just as shown in Fig. 4(a) which
takes the example of the quad-channel, we use the maximum
of S21(pt, qt), S31(pt, qt) and S41(pt, qt) as the power of the
pixel under detection when detecting the pixel (pt, qt). For each
background pixel which can be generally denoted by (p, q), we
use the mean value of S21(p, q), S31(p, q) and S41(p, q) as their
power. Then the values of these two kinds of pixels are utilized
in the final CFAR detection jointly. In this way, we only need to
perform one time of CFAR. What’s more, assume that a local
region only contains one moving target with a constant radial
velocity, then the moving targets with different radial velocity
can always get their highest processing gain compared to the
conventional DPCA. The processing gain curve in this way is
shown in Fig. 4(b), which is plotted by the same parameters with
Fig. 3. The proposed method is a bit similar to GO-CFAR [37],
which takes the maximum of the background pixels as the power
of clutter to control PFA in the edge of clutter, in some ways.
Here, our solution use the maximum of the joint pixels as the
power of moving targets to improve PD. So, we call our solution
GO-DPCA here

Besides, to improve PD so that decreasing detection missings
further, we can use a lower detection threshold when performing
CFAR here. The decrease of threshold can be implemented by
the relationships between PD, PFA and the threshold, which are
derived as below. Let Ic,m, In,m, and It,m denote the component
of clutter, noise and moving targets obtained from the mth
channel in the postsuppression domain, respectively. Assume
that Ic,m and In,m follow the zero mean complex Gaussian
distribution with variance σ2

c and σ2
n, respectively [33] while

the moving target is supposed to follow the fluctuating model of
Swerling case I [34]. Then the following two hypothesis testings
are given as (12) where H0 denotes the pixels which do not
contain moving targets and H1 denotes the pixels which contain
moving targets. k is the sequence number of the pixels used for
multilook in a K-look SAR image

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

H0 : ρ =

√
1
K

K∑
k=1

|Ic,m (k) + In,m (k)|2

H1 : ρ =

√
1
K

K∑
k=1

|It,m (k) + Ic,m (k) + In,m (k)|2
.

(12)
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Fig. 4. Description of the GO-DPCA. (a) Flow chart of the GO-DPCA. (b) Theoretical gain of moving targets obtained from GO-DPCA.

The statistics of these two hypothesis testings follow the
square root of gamma distribution with different parameters
[35], [36]. The probability density functions (PDF) are formu-
lated as{

P (ρ|H0) =
2

Γ(α) · βα
1 · ρ2α−1 · exp (−β1 · ρ2

)
P (ρ|H1) =

2
Γ(α) · βα

2 · ρ2α−1 · exp (−β2 · ρ2
) (13)

where Γ(·) denotes the gamma function. The value of shape
parameter α equals K. The scale parameters β1 and β2 can be
expressed as

β1 = α
/
σ2
cn (14)

β2 = α
/(

δ · σ2
s + σ2

cn

)
(15)

where σ2
cn is the power of residual clutter plus noise in the

postsuppression domain.σ2
s denotes the power of moving targets

in the original image domain. δ denotes the processing gain of
moving targets generally. Then, the PFA and the PD can be
derived as (16) and (17), respectively, shown at the bottom of
this page. Assume that the channel errors can be well corrected
and σ2

cn of different baseline length and methods are basically
same. Then we can see that the difference of the processing gain

will influence PD by changing the value of the scale parameters.
Thus, (16) and (17), can also show the advantage of GO-DPCA
on improving PD.

C. Step II- Local Adaptive Process in Original Image Domain
for Clutter Suppression and Radial Velocity Estimation
Simultaneously.

After step I, the position of each moving target is known
now. So only the local data of the detected targets needed to be
processed. Since the moving targets usually distribute sparsely
in the scene, most pixels which do not contain the moving target
can be ignored. Then, a lot of computational burden can be
avoided. In step II, we directly extract the useful data in the
original image domain for clutter suppression and radial veloc-
ity estimation by local STAP simultaneously. In practice, the
inevitable registration errors and defocusing of moving targets
will degrade the accuracy of covariance matrix estimating. To
avoid the occurance of the performance degrading. There are two
types of joint pixel model in the current papers [30], [38]–[40].
First one, we can call it ‘ suppressing one point by multiple points
’[30], [38]. It means that using the joint pixels from channel 2
to channel M to suppress the target pixel of the first channel.

Pfa =

∫ ∞

η

P (ρ|H0) dρ

= 1− 2βα
1

Γ (α)

⎡
⎣( 1

2β1

)α α−1∏
h=1

(2α− 2h)− η2α−2

2β1
exp
(−β1η

2
)− α∑

j=2

(
1

2β1

)j j−1∏
h=1

(2α− 2h) η2α−2j exp
(−β1η

2
)⎤⎦ (16)

Pd =

∫ ∞

η

P (ρ|H1) dρ

= 1− 2βα
2

Γ (α)

⎡
⎣( 1

2β2

)α α−1∏
h=1

(2α− 2h)− η2α−2

2β2
exp
(−β2η

2
)− α∑

j=2

(
1

2β2

)j j−1∏
h=1

(2α− 2h) η2α−2j exp
(−β2η

2
)⎤⎦ (17)
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Fig. 5. Extracted model of data in step II.

Second one, we can call it ‘ suppressing multiple points by
multiple points ’[39], [40]. It means that using the joint pixels
from channel 1 to channel M to suppress the target pixels of
all M channels. Here we select the second model. As shown in
Fig. 5, the extracted local data can be expressed as

Z1 = [i (pt − Lr, qt − La) , . . . , i (pt, qt) , . . . ,

i (pt + Lr, qt + La)]

∈ CM×L (18)

Z2 = [i (pt − lr, qt − la) , . . . , i (pt, qt) , . . . ,

i (pt + lr, qt + la)]

∈ CM×l (19)

where the vector i can be represented as (20)

i (pt, qt) = [S1 (pt, qt) , S2 (pt, qt) , . . . , SM (pt, qt)]
T .

∈ CM×1 (20)

The black pixel means the position of the moving target
detected by Step I with coordinate (pt, qt). The oblique stripe
pixels mean the joint pixels of moving targets. These two kind of
pixels contain the signal of moving target plus clutter and noise,
which can be formulated as (20). The shadow pixels outside the
joint pixels denote the pixels only contain clutter and noise.

Then the covariance matrix of the signal that only contains
clutter and noise can be estimated from

r̂ =
1

L− l
Z3Z

H
3 (21)

where Z3 denotes the supplementary set of Z2 with the full set
Z1. l and L are expressed as

{
l = (2lr + 1) · (2la + 1)
L = (2Lr + 1) · (2La + 1)

. (22)

Then, linear constraint minimum variance algorithm is ap-
plied for clutter suppression and radial velocity estimation si-
multaneously, which can be described as{

minωH
optr̂ωopt

s.t. ωH
optG = QH

(23)

whereG = [at, ac] ∈ CM×2 andQ = [1, 0]T . And the optimum
weight vector can be derivated as

ωopt = r̂−1G
(
GH r̂−1G

)−1
Q. (24)

Then, radial velocity and azimuth offset can be estimated as

v̂r = argmax
vr

∣∣ωH
optZ2 (vr)

∣∣2/∣∣ωH
optZ3 (vr)

∣∣2 (25)

Δfa =
2
�

v r

λ
(26)

where · denotes the mean value of the matrix.
The flow chart of the proposed two-step scheme is given in

Fig. 6. The output of local STAP is used for moving targets
detection again to eliminate the extra false alarms caused by
step I.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Simulated Data Results

As shown in Fig. 7, we use an acquired complex SAR image
with main parameters given in Table I. Then, the image is
transformed back to the 2-D signal domain as the signal of clutter
and noise. We use same the parameters to simulate the signal of
33 moving targets whose radial velocity are ranged from 0 to
16m/s with the interval of 0.5 m/s in an individual period of
radial velocity. Then these two types of signal are mixed as the
initial simulated SAR-GMTI data.

First, we use conventional DPCA and the proposed GO-
DPCA to suppress the clutter, respectively, and extract the
residual amplitude of the pixels where each simulated moving
target locate in. The results are shown in Fig. 8. We can see
that the clutter is well suppressed. Thus, the residual amplitude
is mainly decided by moving targets. The experimental curves
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Fig. 6. Flow chart of the proposed two-step scheme (red pixels denote the position of the moving targets detected in step I).

Fig. 7. Acquired SAR image used for simulation (red points are the positions
of 33 moving targets we simulated). (a) Whole image. (b) Enlarged image of
the road which are plotted by the white box in (a).

have the same results with the theoretical gain curves in the
Figs. 3 and 4(b). Of course there is still some residual clutter and
noise, which makes the experimental curves not as symmetrical
as the theoretical ones.

Then we plot the receiver operation characteristic (ROC)
curve of the proposed GO-DPCA. For comparison, we select
ID-ATI on behalf of the conventional nonadaptive method,
which utilizes the images obtained from adjacent channels to
suppress clutter. As shown in Fig. 9(a) and (b), the x-axis,
y-axis, and z-axis denote the PFA, radial velocity and PD,
respectively. It’ worth mentioning that only the images from
adjacent channels can be used for image differential and further
ATI process in case of three or four channels because of the
Specific phase relationship [41]. Therefore, we plot the curve
of ID-ATI by the calculation of Δ2 here. We can see that the
notch of GO-DPCA is narrower than ID-ATI, which means
better detection performance. To validate this theoretical results,
150 Monte Carlo experiments are made here in the case of

TABLE II
MAIN PARAMETERS OF AQUIRED DATA

PFA = 10−6 with the result shown in Fig. 9(c). It illustrates
that the experimental result is basically coincident with the the-
oretical one. The detection performance of GO-DPCA is better
than ID-ATI. In terms of the goal in step I, GO-DPCA is a better
choice.

In practical application, the standard which is utilized to
measure whether a ground moving target can be detected is
usually set as PD ≥ 0.9 when PFA = 10−6. Thus, we select
the moving targets whose PD are higher than 0.9 obtained
from each method for 150 Monte Carlo experiments again to
estimate their radial velocity. Then, we use the mean value of
the estimation results to relocate each moving target. The final
relocation results are given in Fig. 10. The red point means the
relocated position of each simulated moving target. The yellow
arrow directs to the relocated position of the simulated moving
target from its original position. We can see that the GO-DPCA
detect more moving targets than ID-ATI and has better relocation
accuracy.

B. Acquired Data Results

In order to verify the correctness and effectiveness of the
proposed two-step scheme, a measured data obtained from an
airborne SAR-GMTI system with main parameters given in
Table II is processed. As shown in Fig. 13(a), the experimental
site is near an airport in Yanniang. There are three main roads
in range which are marked by red arrows. Some noncooperative
moving targets are travelling on it.

First, time-delay compensation and channel equalization are
performed in 2-D signal domain. After that, we can get the SAR
images of each channel in range-Doppler domain by DKP. Then
the complex images of channels 2 and 3 are utilized to achieve
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Fig. 8. Residual amplitude of the simulated moving targets. (a) Conventional DPCA. (b) Greatest of- displaced phase center antenna.

Fig. 9 Analysis on detection performance. (a) ROC curve of ID-ATI. (b) ROC curve of GO-DPCA. (c) Results of 150 Monte Carlo experiments.

Fig. 10. Relocation results of moving targets. (a) ID-ATI. (b) Greatest of-
displaced phase center antenna.

image differential with that of channel 1 for clutter suppression,
respectively. Fig. 11(a) shows the SAR images of channel 1
and the clutter suppression results are shown in Fig. 11(b) and
(c), respectively, with the same quantification. We can see that
the clutter is well suppressed and the residual signal of moving
targets can be seen now. We have selected the pixels which do
not contain moving targets according to the results of CFAR
from the real data and counted their distribution to validate
(13) and (14). The value of α is 4 here. The mean power of
the residual clutter and noise is 4.6865× 108, which means
that σ2

cn = 4.6865× 108 in (14). Then, we have calculated and
plotted the theoretical curve by (13) and (14). The results are
given in the Fig. 12. It illustrates that the theoretical curve can
be basically consistent with the curve of real data. Then, the
detection results are shown in Fig. 13(d) where green points
denote the positions of detected moving targets. These targets
are displaced away the roads because of the radial velocity.
Then, we extract the signal of detected moving targets from
original image domain for local STAP to suppress clutter and
estimate radial velocity simultaneously. The estimated velocity
are used for relocation with results shown in Fig. 13(d) as well.
The red points denote the relocation positions and they are
connected with the displaced positions by yellow arrows. We can
see that the moving targets are setting on the roads again after
relocation.
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Fig. 11. Results of clutter suppression. (a) SAR image of channel 1 before clutter suppression. (b) Images differential of channels 1 and 2. (b) Images differential
of channel 1 and channel 3.

Fig. 12. Clutter distribution in the postsuppression domain.

We use ID-ATI and STAP for comparison here with results
shown in Fig. 13(b) and (c), respectively. We can see that ID-ATI
has lost 14 moving targets which are marked by the white circles
compared to STAP while GO-DPCA has lost only five targets.
And the relocation results of some moving targets obtained from
ID-ATI is worse than that from GO-DPCA, which is caused by
the signal loss of moving targets in the postsuppression domain.
The result can validate that GO-DPCA has better detection
performance and can realize the goal of step I better than
conventional DPCA.

Then, we select two moving targets which are marked in
Fig. 13(c) for further analysis. Target A has been detected only by
STAP while target B has been detected by STAP and GO-DPCA.
Figs. 14 and 15 show the local images of targets A and B in
the postsuppression domain, respectively. Fig. 16 shows the
improvement factor (IF) curves of the experimental SAR-GMTI
system when assuming the initial SCNR is −40 dB. The radial
velocities of target A and B estimated by the proposed method
are −6.15 and 5.9 m/s, respectively. We can see that radial
velocity of the target A is more close to the blind velocity where
the IF curves of ID-ATI and GO-DPCA decrease rapidly. Thus,

the SCNR of target A obtained from ID-ATI and GO-DPCA is
not enough for detection. For target B, its SCNR obtained from
GO-DPCA is high enough for detecion while that of ID-ATI
is still relative low. Thus, target B hasn’t detected by ID-ATI
while GO-DPCA has detected it. STAP has narrower notch and
better performance. Thus, it has detected both of target A and
target B.

C. Computational Complexity Analysis

In this part, we will analyze the computational complexity
of the proposed joint two-step scheme compared to that of
the conventional nonadaptive and adaptive methods to show
the efficiency of the proposed method. Here we select ID-ATI
and STAP to represent the nonadaptive and adaptive methods,
respectively. We have calculated the number of floating-point
operation (FLOP) of three methods after imaging process ac-
cording to [42], [43]. A complex multiplication contains six real
FLOPS and a complex summation contains two real FLOPS. The
results are given in Table III. Nr and Na denote the number of
pixels in the SAR image, respectively.Nv is the number of radial
velocity when searching the maximum of test statistics in each
pixel. Assume that there are Nt pixels which contain moving
targets. It’s worth mentioning that we use 1.5Nt to calculate the
computational complexity of the proposed method considering
the extra false alarms after step I. Then we plot the computational
complexity curves of three methods according to Table III with
Nr = 4096, Na = 2048, Nv = 60, M = 3,L = 25, and l = 9.
Fig. 17 illustrates that the computational complexity of the
proposed joint two-step scheme will increase as the Nt increase.
Considering moving targets usually distribute sparsely in the
scene, the number of moving targets in a SAR image with the
normal size is in the magnitude order of 101 or 102, which
is marked by the red circle in Fig. 17. In this region of Nt,
the computational complexity of the proposed joint two-step
scheme is far less than that of STAP and a bit higher than that
of ID-ATI.
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Fig. 13. Results of moving targets detection and relocation. (a) Optical image of the experimental scene. (b) ID-ATI (three main roads are marked by red arrows).
(c) Space-time adaptive processing. (d) Proposed (the white circles denote the missing moving targets of each method. Green and red points denote the positions
before and after relocation, respectively).

Fig. 14. Local image of target A in postsuppression domain. (a) Images differential -along-track interferometry. (b) Greatest of-displaced phase center antenna.
(d) Space-time adaptive processing(the unit of colorbar is dB).
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Fig. 15. Local image of target B in postsuppression domain. (a) Images differential-along-track interferometry. (b) Greatest of -displaced phase center antenna.
(d) Space-time adaptive processing (the unit of colorbar is dB).

TABLE III
COMPUTATIONAL COMPLEXITY OF THREE METHODS

Fig. 16. IF curves of the experimental SAR-GMTI system.
Fig. 17. Comparison of the computational complexity.
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V. CONCLUSION

In this article, a novel two-step scheme based on GO-DPCA
and local STAP in image domain is proposed for multichannel
SAR-GMTI systems.

Since the adaptive methods suppress clutter and estimate
radial velocity in one step simultaneously while the position and
radial velocity of each moving target are unknown at first. The
adaptive methods need to calculate the convariance matrix and
search the maximum of test statistics pixel by pixel over a large
range of radial velocity, which will bring heavy computational
burden. As moving targets usually distribute sparsely in the
scene, which means that the search of most pixels will be in
vain. The main idea of this article is to separate the achievement
of clutter suppression and radial velocity estimation into two
parts. Step I is used for clutter suppression and moving targets
detection to find their positions by the nonadaptive method.
Then, in step II, only the local data of the moving targets
detected in step I need to be processed. In this way, a big part of
computational burden can be avoided.

Besides, the key point of step I is trying to avoid detection
missing of moving targets compared to the adaptive methods. So
conventional nonadaptive methods, which will cause the signal
loss of moving targets in postsuppression domain, need to be
improved. After deriving the processing gain of moving targets
obtained from conventional DPCA, we find that the gain will
vary as the radial velocity and baseline length change. Thus, we
propose GO-DPCA here, which can make the moving targets
with different radial velocity all get their highest processsing
gain.

Finally, the experiments of both simulated and acquired data
are performed. The results show that the proposed method can
basically get close results compared to STAP while a big part
of computational burden can be avoided, which proves that the
proposed method can be useful in practical application.

APPENDIX I
DETAILED DERIVATIONS OF (4)

After time delay compensation and channel equalization, the
echo of the mth channel has got a time shift in azimuth with
dm/va. Therefore, the equivalent slant range can be expressed
as

Rm

(
ta − dm

va

)
≈ (va − vx)

2

2RB
t2a

+

(
vr − (va − vx)Xn

RB
− vx

va

(va − vx) dm
RB

)
ta

+RB +
X2

n

2RB
− vr

dm
va

− vx
va

Xndm
RB

+
vx
va

d2m
RB

. (A1)

The azimuth velocity of the moving target vx is always far
smaller than the velocity of the radar platform va. What’s more,
the interval of each channel dm is far shorter than the slant range
RB as well. Therefore, we can assume va � vx and RB � dm.
Then we can get vx

va

(va−vx)dm

RB
≈ 0, vx

va

Xndm

RB
≈ 0 and vx

va

d2
m

RB
≈

0. Therefore, the equivalent slant range can be rewritten as

Rm

(
ta − dm

va

)
≈ (va − vx)

2

2RB
t2a

+

(
vr − (va − vx)Xn

RB

)
ta +RB +

X2
n

2RB
− vr

dm
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. (A2)

Finally, we can get the form of (4)

Rres = RB +
X2

n

2RB
− vr

dm
RB

. (A3)

APPENDIX II
DETAILED DERIVATIONS OF (16) AND (17)

According to the PDF given in (13) and the definition of PFA,
the PFA can be calculated by the integral shown as

Pfa =

∫ ∞

η

2βα
1

Γ (α)
· ρ2α−1 · exp (−β1ρ

2
)
dρ. (B1)

The meanings of each notation have been given below the
manuscript. First, the primitive function of the indefinite integral
is derived. Using integral by substitution, let σ = −β1ρ

2, then
we can get

dσ = −2β1ρ · dρ. (B2)

Let v = exp(−β1ρ
2) = exp(σ), then we can get

dv = exp (σ) dσ = −2β1ρ · exp
(−β1ρ

2
)
dρ. (B3)

Letu = − 1
2β1

ρ2α−2, then the indefinite integral can be rewrit-
ten as ∫

ρ2α−1 · exp (−β1ρ
2
)
dρ =

∫
u · dv. (B4)

According to (4), we get the form of the integral by parts.
Then for the first time integral, we can get the results expressed
as ∫

ρ2α−1 · exp (−β1ρ
2
)
dρ = − 1

2β1
ρ2α−2 exp

(−β1ρ
2
)

+
2α− 2

2β1

∫
ρ2α−3 exp

(−β1ρ
2
)
dρ. (B5)

The last term of (5) can be calculated by the same way.
Therefore, the second time integral can be formulated as

2α− 2

2β1

∫
ρ2α−3 · exp (−β1ρ

2
)
dρ

= −
(

1

2β1

)2

(2α− 2) ρ2α−4 exp
(−β1ρ

2
)

+

(
1

2β1

)2

(2α− 2) (2α− 4)

∫
ρ2α−5 exp

(−β1ρ
2
)
dρ.

(B6)

From (4) and (5), we can find the regularity of the integral
results. The results of the jth time integral can be expressed as

−
(

1

2β1

)j

(2α− 2) (2α− 4) · · · (2α− 2j + 2) ρ2α−2j
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× exp
(−β1ρ

2
)
+

(
1

2α

)2

(2α− 2) (2α− 4) · · · (2α− 2j)

×
∫

ρ2α−2j−1 exp
(−β1ρ

2
)
dρ. (B7)

When j = α, the last term of (B7) equals to 0 and we can stop
the integral. Therefore, according to (B5)–(B7), we can get the
primitive function of the integral in (B1) expressed as

F (ρ) =
2βα

1

Γ (α)
·
⎛
⎝− 1

2β1
ρ2α−2 exp

(−β1ρ
2
)
+
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×
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(−β1ρ

2
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. (B8)

Note that ρ ≥ 0, then PFA can be calculated as

Pfa = 1− (F (η)− F (0))

= 1− 2βα
1

Γ (α)
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1

2β1

)α α−1∏
h=1

(2α− 2h)− η2α−2

2β1
exp
(−β1η

2
)

−
α∑

j=2

(
1

2β1

)j j−1∏
h=1

(2α− 2h) η2α−2j exp
(−β1η

2
)⎞⎠ .

(B9)

PD gets different scale parameter with PFA. Therefore, we
can derive PD by the same way when replacing β1 by β2. Then,
the result of PD can be expressed as

Pd = 1− 2βα
2

Γ (α)

((
1

2β2

)α α−1∏
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(2α− 2h)− η2α−2
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× exp
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