
IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021 8287

Light-Weight Semantic Segmentation Network
for UAV Remote Sensing Images

Siyu Liu , Jian Cheng , Leikun Liang , Graduate Student Member, IEEE, Haiwei Bai , and Wanli Dang

Abstract—Semantic segmentation for unmanned aerial vehicle
(UAV) remote sensing images has become one of the research
focuses in the field of remote sensing at present, which could
accurately analyze the ground objects and their relationships.
However, conventional semantic segmentation methods based on
deep learning require large-scale models that are not suitable for
resource-constrained UAV remote sensing tasks. Therefore, it is im-
portant to construct a light-weight semantic segmentation method
for UAV remote sensing images. With this motivation, we propose
a light-weight neural network model with fewer parameters to
solve the problem of semantic segmentation of UAV remote sensing
images. The network adopts an encoder–decoder architecture. In
the encoder, we build a light-weight convolutional neural network
model with fewer channels of each layer to reduce the number
of model parameters. Then, feature maps of different scales from
the encoder are concatenated together after resizing to carry out
the multiscale fusion. Moreover, we employ two attention modules
to capture the global semantic information from the context and
the correlation among channels in UAV remote sensing images.
In the decoder part, the model obtains predictions of each pixel
through the softmax function. We conducted experiments on the
ISPRS Vaihingen dataset, UAVid dataset, and UDD6 dataset to
verify the effectiveness of the light-weight network. Our method
obtains quality semantic segmentation results evaluated on UAV
remote sensing datasets with only 9 M parameters the model owns,
which is competitive among popular methods with the same level
of parameters.

Index Terms—Attention mechanism, light-weight network,
remote sensing, semantic segmentation, unmanned aerial vehicle
images.

I. INTRODUCTION

THE application of remote sensing images captured by
unmanned aerial vehicles (UAVs) is of great significance.

With the help of photography devices installed on the UAVs,
low-altitude high-resolution aerial images can be collected
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Fig. 1. Two typical UAV remote sensing images of street scene and their
semantic annotations from the UAVid dataset [1] and UDD6 dataset [2]. The
view of UAV remote sensing photography is divided into two types. (a) Oblique
projection. (b) Orthographic projection.

more conveniently and economically. Compared with the
satellite-borne remote sensing platform, the UAV-borne
photographic platform has a lower flight height and could fly
close to the ground for improving the resolution of objects. These
characters enable UAV remote sensing images to distinguish
detailed objects, such as nonmotor vehicles, pedestrians, and
infrastructures.

In terms of flexibility, the UAVs support a controllable flight
path to get multitemporal data without the restriction of revisit
interval of the platform. It is especially important in tasks
that require a rapid response, such as natural disaster damage
assessment [3]–[5], automatic warning system [6], and traffic
analysis [7]–[9]. In addition, as shown in Fig. 1, the UAV pho-
tography can also perform oblique projection imaging to acquire
multiview remote sensing images. It can provide a lot of infor-
mation for structural damage mapping of buildings [10]–[12].

In many kinds of image information acquisition tasks for UAV
remote sensing images, semantic segmentation is one of the
emerging and challenging research focus. The target of semantic
segmentation is to predict pixel-level labels according to the
semantic information represented by pixels of the image. In
recent years, convolutional neural networks (CNNs) have been
developed considerably and proved to have significant effects
in semantic segmentation tasks [13]–[15]. In remote sensing,
semantic segmentation approaches are used to effectively deter-
mine the type of land, analyze the ground objects, and extract
the roads.

Conventional UAV image analysis system only uses the UAV
platform for image acquisition, while the images are uploaded
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to large-scale computing equipment for image processing. How-
ever, considering the agility and real-time analysis requirements
of UAV remote sensing tasks, a more flexible way is to compute
by devices on UAV individually. In this way, UAV equipments
can only upload calculation results instead of original images,
or directly make decisions based on these results. Nevertheless,
many popular semantic segmentation approaches designed for
satellite-borne remote sensing images are not suitable for tasks
on UAVs in general. This is because of the specificity of UAV
remote sensing images. One is that the UAV remote sensing im-
ages have high resolution and large amount of data, but the mem-
ory and storage capacity of the mobile device are insufficient.
Popular semantic segmentation approaches try to apply deeper
networks with more layers and channels, which strive to get
richer information for better performance, such as ResNet [16].
However, those methods based on large-scale neural networks
have inherent disadvantages, that is excessive parameter amount.
Due to the limitations of UAV platforms, it is difficult to deploy
those large-scale models on mobile devices with low memory. In
addition, models with numerous parameters are more difficult to
train, which contributes to difficulties when training if annotated
images are insufficient.

Another imperfection of popular methods is that the purpose
of UAV remote sensing differs from that of satellite-borne. The
mission of satellite-borne remote sensing focuses on ground
object detection and land statistic in a larger area, while the
observation range of a UAV image is only about a street, a
crossroad, or a block, depending on the height and view of UAV
platform. Therefore, the goal of a large number of low-altitude
UAV remote sensing tasks is to analyze the objects in the street
view more accurately through high-resolution imaging. There is
richer contextual information that needs to mine in these scenes
captured up close by UAVs.

In other words, the current popular methods cannot perform
the semantic segmentation task of UAV images well. To over-
come shortcomings mentioned, this article proposes a light-
weight semantic segmentation network under attention mech-
anism for UAV remote sensing images. The network’s encoder
is simplified with a few parameters in consideration of the
limitation for UAV application, while maintaining the capability
of feature representation. At the end of the encoder, we apply
a multiscale feature fusion method to merge the information of
multiple scales obtained from different stages of the encoder.
For capturing richer relationships, the attention modules [17]
are introduced to our method, including the channel attention
module and the spatial attention module. The former acquires
the correlation among channels of feature maps for effective
representations, while the latter provides global contextual in-
formation among pixels. These two parts of features are fused to
generate the third part of the feature map, which together serve as
the representation of the input. To summarize, the contributions
of this article are listed as follows.
� We propose an efficient light-weight network for semantic

segmentation of UAV remote sensing images with fewer
parameters.

� Attention mechanism is introduced in our method to cap-
ture global relationships among pixels and correlation

among feature representations. Feature fusion methods are
used to fuse features containing different information.

� Experimental results conducted on UAV-borne remote
sensing datasets UAVid and UDD6 and satellite-borne
dataset ISPRS Vaihingen indicated the effectiveness of our
approach in comparison with popular methods.

In our previous work [18], we designed a light-weight se-
mantic segmentation network and verified its performance on a
satellite-borne remote sensing dataset. In this article, we added
features from shallow layers of neural network in the multiscale
feature fusion. Then, we test and discuss the effectiveness of at-
tention mechanism and feature fusion strategy. Finally, we apply
this model to the UAV remote sensing semantic segmentation
task, and conduct more experiments and analysis on large-scale
UAV remote sensing datasets.

The rest of this article is organized as follows. Section II
introduces the development and related works of remote sensing
of UAVs, semantic segmentation, and attention mechanism. Sec-
tion III first describes the structure of the proposed network and
subsequently introduces the employ-of-attention mechanism.
Section IV shows the implementation details and experimental
results on the UAVid [1] and UDD6 [2] dataset, and shows the
comparison with other approaches. Finally, Section V summa-
rizes the work of this article.

II. RELATED WORKS

In this section, the research related to our approaches will be
introduced in detail, including the work of UAV remote sensing,
semantic segmentation, and attention mechanism.

A. UAV Remote Sensing

Researches on UAV remote sensing have been more abundant
by reason of the flexibility and mobility of UAV photography
platform. These studies cover many fundamental tasks in the
field of computer vision and remote sensing. Many researches
of UAV remote sensing process their focuses on matching the
characteristics of UAV remote sensing images, such as small
object detection and reidentification. In the object detection and
tracking task, aiming at the problem of detecting small-sized
objects in UAV remote sensing images, Liu et al. [19] proposed
a detection network for small objects based on YOLOv3 [20].
On individual tree crown detection and delineation task, Huang
et al. [21] applied the bias field estimation to reduce the spectral
heterogeneity in the UAV images. Du et al. [22] developed
a UAV benchmark of object detection and tracking focusing
on complex scenarios, including 80-k annotated frames up to
14 kinds of attributes. Another dataset called UAV-VeID [23]
is conducted for vehicle reidentification, which contains 4601
vehicles in multiple images taken from different viewpoints.
Remote sensing based on UAV imagery is currently under
development. Many computer vision tasks and popular methods
are gradually applyied to UAVs.

B. Semantic Segmentation

Semantic segmentation is a fundamental task in computer
vision field. The goal of this task is to predict the label of
each pixel in images or videos. At present, feature extraction
approaches based on CNN have been proved effective in many



LIU et al.: LIGHT-WEIGHT SEMANTIC SEGMENTATION NETWORK FOR UAV REMOTE SENSING IMAGES 8289

tasks, and semantic segmentation methods based on CNN have
gradually become the mainstream.

In earlier CNN-based pixel-wise analysis studies, FCN [13]
improves the feature extractor for semantic segmentation, and
concatenates the feature maps of different layers to fuse the mul-
tiscale features. U-Net [24] follows the improved idea of FCN. It
stitched the output information of the corresponding layer in the
process of continuous upsampling decoding. This method has
an outstanding performance in medical image analysis. PSP-
Net [25] proposes a pyramid semantic segmentation network
to embed scenery context features in scene images, improving
the ability to get global information. DeepLab [15] proposes
an atrous spatial pyramid pooling (ASPP) module to obtain
multiscale information meanwhile maintaining high-resolution
feature maps.

C. Light-Weight Networks

The lightweight of CNNs is of great significance for ac-
celerating the calculation speed and reducing the difficulty of
deployment. Generally speaking, there are two ways to achieve
lightweight. One is to adopt methods such as pruning and model
compression after the network is designed and trained. This
method is widely used in engineering. Another method is to
design a more efficient neural network calculation method, such
as using small-size convolution kernels, or reducing the number
of feature channels.

In this category of lightweight, MobileNet [26] proposed
a depthwise separable convolution method, using depthwise
convolution and pointwise convolution operations instead of
regular convolution, reducing the amount of calculation of con-
volution operations. ShuffleNet [27] proposed pointwise group
convolution and channel shuffle to reduce computation cost. Ef-
ficientNet [28] used a neural architecture search (NAS) method
to explore the trade-offs between neural network width, depth,
and resolution.

In semantic segmentation tasks, DFANet [29] is based on a
lightweight backbone architecture for deep feature aggregation,
and has achieved extremely high efficiency. In order to avoid
the loss of information caused by model lightweighting and
acceleration, BiSeNet [30] uses spatial path and context path
to extract information separately, and then integrates them to
achieve a good balance between speed and effect.

D. Attention Mechanism

The term attention comes from the selective attention mech-
anism of human vision, in which humans efficiently allocate
limited resources of attention when watching. In recent years,
it has been widely used in deep learning to the selection of
information that is more critical to the tasks. According to its
different function in the neural network, it can be roughly divided
into spatial attention, channel attention, and so on.

The purpose of spatial attention is to enlarge the receptive
field of neural network and collect the global context infor-
mation in the feature maps. Nonlocal [31] introduces nonlocal
module in the high-level semantic features, which play the
role of increasing the receptive field. This method solves the

problem that the convolution operation cannot obtain the global
correlation and brings richer information to the subsequent lay-
ers. CCNet [32] proposes a criss-cross module for simplifying
nonlocal operation, which has higher computational efficiency.
In the research on natural language processing (NLP), Trans-
former [33] relies on self-attention to compute representations of
its input. In Microsoft Research Asia’s empirical research [34],
spatial attention is divided into four different types of factors
according to the determination of weight for key and query. It
also brings deformable convolution and dynamic convolution
into the category of spatial attention.

Modeling the relationship among representations is also one
function of the attention mechanism. SENet [35] starts with
the relationship between feature representations and models the
interdependence among channels explicitly. Specifically, the im-
portance of each feature channel is automatically gained through
learning. Then, useful features are enhanced and features that
are not useful for the current task are suppressed according to
this importance. DANet [17] designs a channel attention module
to capture the relation among channels. It could focus on the
contribution of objects in the feature map, reducing the influence
of background.

III. PROPOSED METHOD

In this section, the introduction of our light-weight CNN is
given. This section first introduces the structure and workflow
of the proposed network, including the encoder part and the
decoder part. Then, applications of the channel attention module
and the spatial attention module are illustrated.

A. Network Architecture

Our light-weight semantic segmentation network is shown in
Fig. 2. In the encoder part, the network takes the EfficientNet-
b1 [28] as a backbone, which uses an efficient feature extraction
structure with several stages designed by the NAS approach, and
has achieved excellent performance on classification tasks with
a few parameters.

The backbone network contains several convolution blocks,
and each block is composed of several convolution layers, rec-
tified linear unit (ReLU) layers, pooling layers, and other basic
components of the CNN. The ith feature extraction function of
each convolution block can be expressed as Fi(Xi, wi), where
Fi(·, ·) is the predicting function of a convolution block, and
Xi are the input images or features of this block, depending on
the location of this block. wi represent the weight parameters.
The feature map Dn generated after the nth convolution block
cascade can be expressed as

Dn = �n
i=1Fi (Xi, wi) (1)

where � expresses the cascade of blocks. Feature maps with
different resolutions from encoder contain multiscale and mul-
tisemantic information. In order to collect these multiscale infor-
mation comprehensively, our method extracts fixed multiscale
feature maps, unifies the size through upsampling to 64× 64,
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Fig. 2. The light-weight attention network we proposed. The encoder uses an efficient feature extraction structure, and the decoder aggregates feature maps to
gain multiscale information. The attention mechanism is introduced in order to obtain contextual relationship.

TABLE I
OUR BACKBONE BASED ON EFFICIENTNET-B1 [28]. EACH ROW REPRESENTS

AN OPERATOR WITH ITS INPUT RESOLUTION, OUTPUT CHANNELS, AND

LAYERS OF CONVOLUTIONS IN IT

and finally merges them as the input of the decoder. This oper-
ation can be expressed as

Concat(D′
n1
, D′

n2
, . . .), ni ∈ Sfeature (2)

where Sfeature is the set of feature maps that need to be extracted,
and each D′

i is generated by Di through upsampling in order to
unify the same feature map size. The detailed network structure
is shown in Table I. The input convolutional layer contains
normalization, zero padding, convolution, batch-normalization,
and activation layers, and each of the remaining blocks contains
convolution, batch-normalization, and activation layers. When
reducing the size of the feature map, global average pooling
operator is used.

These feature maps after uniform are concatenate function
through Concat(·). Compared with the previous work, this
method introduces the shallower feature maps sized 64× 64,
which can increase the diversity of multiscale feature fusion.

In the decoder part, we use 1× 1 convolution to reduce the
number of channels and perform feature fusion, which can
significantly reduce the model parameters and calculations.

Subsequently, these feature maps are processed by attention
modules mentioned in Section III-B. Through the output con-
volutional layer, upsampling, and softmax processing, we could
obtain the categories of pixels in remote sensing images.

Fig. 3. Structure of the spatial attention module.

Fig. 4. Structure of the channel attention module.

B. Attention Mechanism and Feature Fusion

General CNNs only have a local receptive field. Therefore,
approaches based on CNNs lack the effective representation
of global information. The attention mechanism can effectively
capture context information, so we introduce an attention mech-
anism in our network.

In order to capture the spatial global context information, we
utilize the spatial attention module. The structure of this module
is shown in Fig. 3. Through the operation of convolution and
matrix multiplication, the module gains the spatial attention
matrix of size (h× w)× (h× w), where h and w are the height
and width of feature maps.

In addition, we use a channel attention module to mine the
relationships among channels. The structure of this module is
shown in Fig. 4. This channel attention module captures the
information connection among channels by calculating a matrix
sized c× c, where c is the number of channels.

After the two attention modules output the features inde-
pendently, our method first performs the joint modeling of the
attention mechanism by combining two sets of feature maps
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from two modules, and generating a third set of features. This
step is called early fusion. The purpose of it is to combine
representations of multiple attention modules. Finally, three sets
of feature maps are integrated together and fused through 1× 1
convolution layers. See the analysis in Section IV-D later on the
ablation study of different attention modules and attention early
fusion.

IV. EXPERIMENT

To verify the performance of our method in the semantic
segmentation task, we set a series of experiments to validate the
performance of our method on three datasets, including ISPRS
Vaihingen dataset, UAVid dataset, and UDD6 dataset. After that,
the analysis of the results, the ablation study of modules, and the
comparison with other popular approaches are discussed.

A. Datasets

Validation on multiple large-scale datasets is an important
way to verify the generalization performance of approaches. In
this article, we first conducted semantic segmentation experi-
ments on the ISPRS Vaihingen 2D Semantic Labeling dataset1 to
validate the performance of our model, and compare it with other
popular methods. Then, we carry out a two sets of experiments
on challenging UAV high-resolution remote sensing semantic
labeling datasets named UAVid [1] and UDD6 dataset [2].

ISPRS Vaihingen dataset is a popular satellite-borne remote
sensing dataset, which contains 33 patches of different size.
Each of them corresponds to the near-infrared (IR), red (R),
and green (G) bands delivered by the camera. The pixels in
the picture are divided into six categories, namely Impervious
surfaces, Buildings, Low vegetation, Trees, Cars, and Clutters.
To conduct the comparison with other approaches, we use the
same training set and validation set as in Ref. [43]. The training
set includes 11 patches of images (1, 3, 5, 7, 13, 17, 21, 23,
26, 32, 37), and the validation set includes five patches (11, 15,
28, 30, 40).

UAVid dataset2 contains 42 UAV-borne remote sensing image
sequences of the street scene in total. Each sequence has ten
images of 4K resolution, and corresponds to the red (R), green
(G), and blue (B) bands. Each pixel in images is labeled as one of
eight categories, including Building, Road, Tree, Low vegetation,
Static car, Moving car, Human, and Background clutter. Unlike
most popular remote sensing datasets, the UAVid dataset has a
category label of Human. Because of the high resolution of UAV-
borne aerial images, the Human class can be detected, while the
classification of this category is more challenging.

UDD-63 dataset is another UAV image dataset collected at
multiple cities. The full name of it is Urban Drone Dataset. It
contains 141 UAV-borne remote sensing images with a resolu-
tion of 4000× 3000 or 4096× 2160 pixels, which is divided
into a training set of 106 pictures and a validation set of 35
pictures. It also corresponds to the red (R), green (G), and

1[Online]. Available: https://www2.isprs.org/commissions/comm2/wg4/
benchmark/2d-sem-label-vaihingen/

2[Online]. Available: https://uavid.nl/
3[Online]. Available: https://github.com/MarcWong/UDD

blue (B) bands. The pixels of the pictures in the dataset are
divided into six categories, namely Facade, Road, Vegetation,
Vehicle, Roof, and Other. It is emphasized that the latest version
of the UDD6 dataset subdivides the label of buildings into the
Roof and Facade, which depends on the oblique photographic
characteristics of UAV remote sensing images.

B. Implementation Details

The light-weight network and attention module are con-
structed in the form mentioned in Sections III-A and III-B. The
encoder part is initialized with parameters pretrained on Ima-
geNet, while the decoder part is trained from scratch. Our feature
early fusion method is implemented by channel-by-channel
addition. As the high resolution of each patch, we split each
patch into 512× 512 with 25% overlaps, avoiding destroying
the ground objects when splitting images.

To evaluate the effect of the attention mechanism, we take the
light-weight network (LWN) with no attention modules as the
baseline approach and compare it with the network after using
attention modules. In addition, several popular approaches have
been tested on these datasets as a control group.

The experiment is on the environment of Pytorch-1.3. In the
training course, we choose stochastic gradient descent (SGD) as
the optimizer and set momentum = 0.9. Considering the situ-
ation of different datasets, we designed different training strate-
gies for them. On different datasets, suitable training epochs and
initial learning rates are different. For the training processes in
Vaihingen dataset, GTX 2080Ti is used for 500 training epochs
under the condition of batch_size = 8. The initial learning rate
lrinit = 0.002. As the training goes on, the learning rate changes
according to the following formula:

lr = lrinit ×
(
1− current_iterations

max_iterations

)0.9

. (3)

In the UAVid dataset, as a result of the increase in the amount of
training data, the training only lasts 100 epochs, and the initial
learning rate lrinit = 0.004. And in UDD6, lrinit is set to 0.01
empirically.

In this article, the semantic segmentation of remote sensing
images is considered to be a pixel-wise dense prediction task.
We apply the 2D cross-entropy loss to measure the difference
between the predicted result p and the ground truth y, which is
defined as

L = − 1

N

N∑
n=1

H×W∑
i=1

yi,n log pi,n (4)

where N represents the number of classes.

C. Evaluation Metric

Compare the test result of the model with the real label to get
the confusion matrix P = {pij} ∈ Nk×k of the result, where
pij represents the number of pixels for which belong to the ith
category and is classified into the jth category, and k is the
number of categories. To be specific, the diagonal elements pii
represent the number of pixels for which the prediction is equal
to the ground truth. In order to evaluate the effect of the model,

https://www2.isprs.org/commissions/comm2/wg4/benchmark/2d-sem-label-vaihingen/
https://uavid.nl/
https://github.com/MarcWong/UDD
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TABLE II
ABLATION STUDY ON ISPRS VAIHINGEN AND UAVID DATASET

we use three different indicators to measure the effectiveness of
segmentation results of the model, namely F1 score, OA, and
mIoU.

We calculate F1 score with the following formula:

F1score = 2× P ×R

P +R
(5)

where

P =
1

k
Σk

i=1

pii
Σk

j=1pji
, R =

1

k
Σk

i=1

pii
Σk

j=1pij
. (6)

It can be analyzed from the formula that F1 score can balance
the precision rate and the recall rate.

The overall accuracy (OA) can be calculated with the follow-
ing formula:

OA =
Σk

i=1pii
Σk

i=1Σ
k
j=1pij

. (7)

The overall accuracy represents the proportion of the number of
correctly classified pixels to the total number of pixels.

The mean Intersection over Union (mIoU) can be calculated
with the following formula:

mIoU =
1

k
Σk

i=1

pii
Σk

j=1pij +Σk
j=1pji − pii

. (8)

Compared with OA, mIoU is more sensitive to the analytical
results of objects in a small proportion.

The official benchmark of each dataset chooses different
measurement indicators: Vaihingen usesF1 score and OA, where
F1 scores only calculate the classification results of the first
five categories except Clutters. The two UAV remote sensing
datasets choose mIoU and OA.

D. Ablation Study

Our method uses multiple modules with different functions.
In order to verify the effectiveness of them independently intro-
duced in Section III-B, an ablation study was carried out in this
article, and the results are in Table II. These experiments use the
same backbone LWN with no attention modules. SA in the table
represents whether to use the spatial attention module, and CA
represents the channel attention module, and EF represents the
early fusion method. The ablation study was carried out on the
Vaihingen dataset and UAVid to verify the module’s ability on
the satellite-borne and UAV-borne remote sensing datasets.

Through the comparison in Table II, we find that each attention
module can improve the performance of the network when works
independently. Compared with the baseline method LWN, the
LWN-SA using the spatial attention module only improved OA

by 0.1% on Vaihingen dataset, and the mIoU on UAVid was
improved by 0.58%. For LWN-CA using the spatial attention
module, these figures are 0.18% and 0.2%, respectively. The
data shows that spatial attention has a higher performance im-
provement on the UAV remote sensing dataset. This is because
UAV photography has a stronger ability to distinguish objects,
which makes spatial correlation information more necessary.

When two sets of modules work together, the performance of
the network is improved more obviously. LWN-A, which does
not use the feature early fusion method, improves OA by 0.45%
on Vaihingen and mIoU by 1.18% on UAVid. For the LWN-A-F
that uses early fusion method, these two results are increased to
0.58% and 1.20%, respectively.

Ablation study has shown that the effect of a single module
is a bit limited, and the modules work together to bring better
results. It should be noted that the effect of the feature early
fusion method is effective but partially influenced by the dataset.

E. Results and Analysis

In this subsection, we will show the experimental results,
including data, pictures, and analysis based on the results. We
conducted the experiment under conditions in Section IV-B.
When testing on those three datasets, we calculated F1 score,
mIoU, OA, and the amount of parameters according to Sec-
tion IV-C.

1) Result on Vaihingen Dataset: Table III shows the test
results of LWN, LWN-A-F, and some popular approaches
on the ISPRS Vaihingen Dataset, including RF+dCRF [36],
FCN [37], FCN-dCRF [38], SCNN [39], Dilated FCN [38],
PSPNet(VGG16) [25], RotEqNet [40], U-Net [24], SegNet [14],
ERFNet [41], and BiSeNetV2 [42]. A part of experimental
results in that table are referenced from the paper [43], with ∗

on them. Models marked with ‡ take V GG16 as backbone with
batch-normalization. In the following table, models marked with
‡ have the same settings as above.

Results show that our LWN-A-F model achieved the best
mean F1 in five categories compared to other approaches, and
got the best 88.85% overall accuracy, which is 0.58% higher than
that of LWN. Compared with U-Net whose model parameters
are close, LWN and LWN-A-F have achieved 1.04% and 1.87%
improvement on mean F1, respectively. Especially in the Car
category, LWN-A-F with attention mechanism achieved an F1
score of 84.43%, which exceeded the LWN result by 1.68%.
These results show that the attention mechanism can effectively
extract the global scene context information and improve the
performance of the network in the HRRS images semantic
segmentation task.

The segmentation masks in the ISPRS Vaihingen dataset are
presented in Fig. 5. Significantly, comparing with the results of
other methods, our segmentation masks show fewer holes in the
building and sharper edges. It shows that our method can better
guarantee the integrity of the segmentation results.

2) Result on UAVid Dataset: As a relatively novel dataset,
there are a few results tested on UAVid benchmark. As shown in
Table IV, this article selects FCN [37], SegNet [14], DeepLab-
V3 [45], DeepLab-V3+[15], U-Net [24], MSD [1], ERFNet [41],
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TABLE III
EXPERIMENTAL RESULTS ON ISPRS VAIHINGEN VALIDATION DATASET COMPARED WITH SOME APPROACHES

Fig. 5. Semantic segmentation results of three mini patches (512× 512) in the ISPRS Vaihingen dataset with FCN, U-Net, SegNet, BiSeNetV2, ERFNet, LWN,
and LWN-A-F, respectively. Different colors represent different labels. (a) Image (b) GT (c) FCN (d) U-Net (e) SegNet (f) BiSeNetV2 (g) ERFNet (h) LWN (i)
LWN-A-F.

TABLE IV
EXPERIMENTAL RESULTS ON UAVID TEST DATASET COMPARED WITH SOME APPROACHES

BiSeNetV2 [42], and Dilation Net [44] for comparative experi-
ments on UAVid test set. The result of Dilation Net is cited from
MSD [1] marked with ∗. We analyze the performance as online
evaluation. The official benchmark provides three measurement
indicators: class IoU, mIoU, and OA on UAVid test set.

On the test set of UAVid, our models achieved quality seg-
mentation results. LWN-A-F got the highest mIoU in six out
of eight categories. Compared with the LWN, the mIoU and
OA of LWN-A-F increase by 1.20% and 0.53%, respectively,
which also exceeded the results of other methods. In the special
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Fig. 6. Semantic segmentation results of 2 patches sized 1920× 1080 and 4096× 2160 on the UAVid dataset with FCN, U-Net, SegNet, DeepLab-V3,
DeepLab-V3+, BiSeNetV2, ERFNet, LWN, and LWN-A-F, respectively. Different colors represent different labels. (a) Image (b) Ground Truth (c) FCN (d) Segnet
(e) U-Net (f) DeepLab-V3 (g) DeepLab-V3+ (h) BiSeNetV2 (i) ERFNet (j) LWN (k) LWN-A-F.

TABLE V
EXPERIMENTAL RESULTS ON UDD6 VALIDATION DATASET COMPARED WITH SOME APPROACHES

category Human of the dataset, LWN-A-F with attention also
achieved excellent results, and its IoU exceeded LWN without
attention mechanism by 2.01%. This result also exceeds those
of other light-weight models. The effect diagram of this group
of experiments is shown in Fig. 6. Both our LWN and LWN-A-F
methods achieved quality segmentation results. Observing the
part marked by the yellow box in Fig. 6(k) where pedestrians and
the road intersect in the first group of pictures, it can be found
that the method with attention modules has a strong resolving
ability of capturing relationships among pixels and features, so
it can ensure the segmentation integrity of the road surface.

Taking the number of parameters into account, our LWN (9 M
parameters) and LWN-A-F (15 M parameters) have much fewer
parameters in comparison with other large-scale networks like
SegNet (44 M parameters) and DeepLab-V3+ (59 M param-
eters). Smaller models are conducive to deployment on edge
computing devices with low memory constraints, which can be
applied to UAVs easily.

3) Result on UDD6 Dataset: As shown in Table V, this
article selects FCN [37], SegNet [14], U-Net [24], DeepLab-
V3 [45], DeepLab-V3+[15], GCN [46], ENet [47], ERFNet [41],
and BiSeNetV2 [42] for comparative experiments on UDD6
validation set. The result of GCN and ENet is cited from UDD6
benchmark,4 and they are marked with ∗ in the table. We analyze
the class IoU, mIoU, mean F1, and OA on it.

Similarly, the model proposed in this article has obtained high-
quality results. Compared with the baseline method LWN, LWN-
A-F achieved 0.41% and 0.60% improvement on mIoU and
meam F1, which were higher than other comparison methods.
The results on UDD6 are shown in Fig. 7. On the special category
Facade of UAV oblique projection, our method achieves a high
effect of 76.51%. Relying on the attention module to capture the
associated information, the Facade part of the building can be
understand completely as marked by the yellow box in Fig. 7(k).

4[Online]. Available: https://github.com/MarcWong/UDD

https://github.com/MarcWong/UDD
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Fig. 7. Semantic segmentation results of two patches sized 4000× 3000 and 4096× 2160 on UAVid dataset with FCN, U-Net, SegNet, DeepLab-V3, DeepLab-
V3+, BiSeNetV2, ERFNet, LWN, and LWN-A-F, respectively. Different colors represent different labels. (a) Image (b) Ground Truth (c) FCN (d) Segnet (e) U-Net
(f) DeepLab-V3 (g) DeepLab-V3+ (h) BiSeNetV2 (i) ERFNet (j) LWN (k) LWN-A-F.

This provides a good foundation for building structural damage
detection.

V. CONCLUSION

In this article, we proposed a light-weight semantic segmen-
tation network with attention modules for UAV remote sens-
ing images. The results of experiments demonstrate that our
light-weight network has a high-quality semantic segmentation
effect on UAV remote sensing datasets with fewer parameters.
In addition, the application of the attention mechanism enhances
the performance of our method, and improves the completeness
and accuracy of segmentation. In the future work, we would
continue to carry out the light-weight design of the model
and find a more suitable attention module and feature fusion
mechanism.
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