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Mapping Wetland Plant Communities Using
Unmanned Aerial Vehicle Hyperspectral Imagery by
Comparing Object/Pixel-Based Classifications
Combining Multiple Machine-Learning Algorithms

Baojia Du

Abstract—Understanding the spatial patterns of plant commu-
nities is important for sustainable wetland ecosystem management
and biodiversity conservation. With the rapid development of un-
manned aerial vehicle (UAV) technology, UAV-borne hyperspectral
data with high spatial resolution have become ideal for accurate
classification of wetland plant communities. In this article, four
dominant plant communities (Phragmites australis, Typha orien-
talis, Suaeda glauca, and Scirpus triqueter) and two unvegetated
cover types (water and bare land) in the Momoge Ramsar wetland
site were classified. This was achieved using UAV hyperspectral
images and three object- and pixel-based machine-learning classi-
fication algorithms [random forest (RF), convolutional neural net-
work (CNN), and support vector machine (SVM)]. First, spectral
derivative analysis, logarithmic analysis, and continuum removal
analysis identified the wavelength at which the greatest differ-
ence in reflectance occurs. Second, dimensionality reduction of
hyperspectral images was conducted using principal component
analysis. Subsequently, an optimal feature combination for commu-
nity mapping was formed based on data transformation (spectral
features, vegetation indices, and principal components). Image ob-
jects were obtained by segmenting the optimum object feature sub-
sets. Finally, distribution maps of communities were produced by
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using three machine-learning classification algorithms. Our results
reveal that object-based image analysis outperforms pixel-based
methods, with overall accuracies (OAs) of 80.29-87.75%; RF has
the highest OA of 87.75% (Kappa = 0.864), followed consecutively
by CNN (OA = 83.31%, Kappa = 0.829) and SVM (OA = 80.29 %,
Kappa = 0.813). Phragmites australis dominates the plant commu-
nity (55.9 %) at the study area, followed by Typha orientalis (16.2%),
Suaeda glauca (16.2%), and Scirpus triqueter (4.6%). The results
highlight the importance of spectral transformation features in
red-edge regions. The mapping results will help establish basic
information for subsequent studies involving habitat suitability
assessment at this study site.

Index Terms—Community classification, hyperspectral remote
sensing, machine learning, unmanned aerial vehicle (UAV),
wetland.

1. INTRODUCTION

ETLAND plants act as sentinels for ecological changes
W and provide early signs of physical or chemical degra-
dation, such as reduction of wetland area and wetland plant di-
versity, decreased and damaged rare and endangered waterfowl
habitats, water eutrophication, as well as decreased of organic
matter accumulation and primary productivity [1], [2]. And once
their health and functions are disturbed, the effects are detri-
mental on all life forms supported by wetlands [3]. Recognizing
wetland plant communities and understanding their geospatial
patterns are important for sustainable wetland ecosystem man-
agement and biodiversity conservation [4]. Traditional mapping
of wetland plant communities requires intensive fieldwork that is
labor-intensive, expensive, time-consuming, sometimes inappli-
cable because of limited accessibility, and so is only practical in
relatively small areas. Instead, remote sensing provides a useful
tool for identifying and mapping wetland plant communities
over large spatial areas [5].

Since the late 1980s, the rapid development of satellite remote
sensing technology has greatly enhanced our ability to delineate
wetlands [6], [7]. However, because of their small number of
spectral channels, traditional multispectral sensors have limited
ability to identify wetland plant communities accurately [8],
[9]. Although the spatial resolution of some satellite images
has improved significantly (e.g., Quickbird and Worldview im-
ages), limitations in spectral resolution mean that the classi-
fication of wetland plant communities may be unsatisfactory
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[10], [11]. Hyperspectral images can capture the subtle spectral
differences among ground objects because of the continuous
spectral information, thereby allowing different wetland plant
communities to be identified accurately [1], [12]. In recent years,
hyperspectral data have been commonly used to map wetland
plant communities by means of diverse algorithms [13], [14].
However, the application of hyperspectral imagery still has
some limitations. First, there are relatively few hyperspectral
data sources based on satellite platforms. Second, high-quality
hyperspectral images are scarce because of weather conditions.
Third, the effectiveness of space-borne hyperspectral imagery
for mapping plant communities is limited by its coarse spatial
resolution (i.e., 20-30 m or more) [15]. These problems make it
difficult for wetland managers or researchers to use traditional
hyperspectral remote sensing technology for real-time, flexible
monitoring.

Compared with space platforms, unmanned aerial vehicles
(UAVs) are cheaper and allow flight routes to be designed
more flexibly [16]. As emerging low-altitude remote sensing
platforms, UAV hyperspectral imaging systems have been used
widely in various natural-resource management tasks, includ-
ing classifying natural land cover [17], monitoring crop health
[18], ecological research [19], and extracting the biophysical
attributes of vegetation [20]. In recent years, UAV-hyperspectral
sensing has recently gained traction in wetland plant com-
munities monitoring studies. For instance, Cao et al. utilized
spectral-textural features and vegetation indices (VIs) extracted
from UAV hyperspectral images and support vector machine
(SVM) to perform mangrove species identification in a coastal
wetland environment [21]. Bikram ef al. developed a prepro-
cessing workflow for UAV-hyperspectral imaging of highly het-
erogeneous environments to address the specific issues of mon-
itoring the heterogenous distribution of the swamp vegetation
[22]. Compared with space-borne hyperspectral images, UAV
hyperspectral imagery is an optimal remote sensing data source
for mapping wetland communities, given that it combines high
spatial—spectral resolution with acquisition timing. It can realize
the rapid monitoring of natural vegetation under customized
temporal and spatial scales. With reduced sensor costs and
increased data storage capacity, hyperspectral sensors on UAVs
will pave the way for more accurate monitoring of wetland plant
communities.

Object-based classification methods have attracted increasing
attention over recent years and have witnessed steady progress
[17]. However, it is difficult to obtain higher classification ac-
curacies when processing high-spatial-resolution hyperspectral
images. First, the high dimensionality of spectral information
produces the Hughes phenomenon [23], which can greatly re-
duce the classification accuracies. Second, the abundant infor-
mation provided by high-resolution images may increase the
intraclass differences and decrease the interclass differences in
the spatial and spectral domains [24], resulting in lower interpre-
tation accuracies. Third, because of the homogenization effect
of water or dead-vegetation signals [25], the spectral similarity
of different categories will reduce the classification accuracy
and effectiveness. To extract effective information from hyper-
spectral imagery and improve classification efficiency, feature
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extraction and feature selection are usually used to reduce the
data dimensions.

In terms of classification, machine-learning algorithms have
demonstrated excellent performance for the analyses of many
complex remote sensing datasets. Random forest (RF) is an
ensemble learning technique, which is composed of multiple
decision-making trees [26]. Moreover, RF is capable of mea-
suring the importance of an individual input variable or a set of
variables in the classification [27]. Convolutional neural network
(CNN) is a deep-learning method that was designed especially
for image classification and recognition based on multilayer
neural networks [28]. The SVM algorithm finds the optimum
minimization, i.e., the decision boundary of ambiguous classi-
fier outputs in a problem space [29]. The basic idea of SVM
algorithm is to convert the image into a high-dimensional space,
perform linear fitting, and then determine the optimal linear
classification surface [30]. In this article, the selected three
machine-learning algorithms (RF, CNN, and SVM) have a rich
and successful history in machine learning including applica-
tions in hyperspectral image classification. All algorithms used
in this article are nonparametric methods, which do not require
any prior assumptions about the statistical distribution of data,
so they have an advantage over parametric algorithms [29], [31].

The Momoge National Nature Reserve (MNNR), a Ram-
sar wetland site in Northeast China, plays a key role in con-
serving wetland biodiversity and endangered waterbirds. The
Momoge wetland harbors diverse wetland plant communities
that provide a host of ecosystem services and benefits, but no
specific mapping results for the wetland plant communities have
been acquired to date, thereby limiting sustainable ecosystem
management and biodiversity conservation. Aimed at meeting
the demands of plant community monitoring over a core area of
MNNR, this article uses UAV hyperspectral imagery with high
spatial resolution to map wetland plant communities by compar-
ing the accuracy of object-based and pixel-based approaches.
The main objectives of this article are to 1) make full use of
the high spatial characteristics and hyperspectrality of UAV
hyperspectral images to realize the fine identification of different
wetland plant community types and 2) examine the effectiveness
of various machine-learning classification algorithms (RF, CNN,
and SVM) for mapping wetland plant communities.

II. MATERIALS AND METHODS
A. Study Area

The MNNR  (45°42/25"-46°17'59”"N,  123°2709"-
124°4’32"E) is located in the west of Jilin province in
Northeast China, with an area of 14.4 x 10* hm? (Fig. 1). It was
established in 1981 and listed in the National Nature Reserves
of China in 1997 and the Ramsar site in 2013 [32]. There are
193 recorded bird species, and over 10 species of national class
I protected birds in the MNNR. In addition, the 6 of 15 species
of cranes in the world are found in the MNNR [33]. Many
international organizations, such as the International Crane
Foundation, the Global Environment Facility, and the World
Wildlife Fund, particularly concerned about this area [34]. In
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Fig. 1. Location of study site. (a) MNNR’s position in China. (b) Sentinel-2
image of Momoge National Nature Reserve. (c) True-color RGB image of the
UAV-borne hyperspectral data for the study area together with the location of
sampling points. (d) Carrier platform fixed-wing unmanned aerial vehicle (CW-
10 JOUAV) and image capture system with Cubert UHD S185 hyperspectral
sensor. (¢) UHD S185 hyperspectral sensor. (f) Flight plan and waypoints of
fixed-wing aircraft.

TABLE I
MAIN PARAMETERS OF THE UHD 185 SNAPSHOT HYPERSPECTRAL SENSOR
AND CW-10 UAV

UHD 185 hyperspectral camera CW-10 JOUAV
Wavelength range 450-950 nm Wingspan 2.6m
Total weight 470 g Radio link 35 km
Field of view 19° GPS RTK/PPK
Image size 1000 x 1000 Payload 1-2 kg
Sampling interval 4 nm Endurance 90 min
Spectral 8nm@532nm  Cruise speed 72 km/h
resolution
Channels 125 Wind resistance 10-13 m/s
2500 Max takeoff
Spectral throught spectra/cube altitude 3500 m
Detector Si CCD H positioning lem+1ppm
accuracy
Digitization 12 bit Ground control cw
station commander
Power DC12V,8W

the present study, a subset of the MNNR was chosen as the
study area, as shown in Fig. 1.

B. UAV Hyperspectral Image Acquisition and Preprocessing

We used a CW-10 fixed-wing UAV (JOUAV, Sichuan, China)
equipped with a UHD S185 hyperspectral sensor (Cubert GmbH,
Ulm, Germany) to form the UAV hyperspectral imaging system.
The parameters of the UHD S185 sensor and CW-10 UAV are
presented in Table I. UHD S185 is a hyperspectral snapshot
camera which provides 125 channels in a spectral range of 450 to
950 nm. For each band, a 50 by 50 pixel image with 12 bit (4096
DN) precision is created [36]. Additionally, a grayscale image
with 1000 x 990 pixels is recorded simultaneously with the hy-
perspectral image using the same camera through the same lens
[35]. Before data collection, a black-and-white board was used
for radiation calibration of the UHD S185 hyperspectral sensor.
It can obtain reflected radiation from the visible to near-infrared
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Fig. 2. Flowchart of wetland plant communities classification procedure.

spectra [37]. To obtain the reflectance values, the dark measure-
ments were subtracted from the reference measurements and the
actual measured values [21]. Hyperspectral imaging data were
obtained under sunny and windless conditions on July 23, 2020.
All the flights were executed between 10:00 and 14:00 local
time. The image ground resolution was 15 cm. In Fig. 1, the
range of the red border is the extent of the UAV hyperspectral
data collection area, approximately 600 ha. The images were
acquired at 70% transverse overlap and 80% forward overlap.

The preprocessing of the hyperspectral images involved
mainly format conversion, photo alignment, and image fusion.
The Cubert Cube-Pilot software version 1.4 (Cubert GmbH,
Baden-Wiirttemberg, Germany) was used to format conversion
of the original data, and Agisoft PhotoScan software Version
1.2.5 (Agisoft, St. Petersburg, Russia) was used to photo align-
ment, image fusion, and generate a hyperspectral orthophoto
map for the study area. The spatial resolution of the stitched
hyperspectral images was about 15 cm. A detailed description of
preprocessing methods of the hyperspectral images is provided
by [38]. A flowchart is illustrated in Fig. 2.

C. Field Survey Dataset

We collected the field reference data of typical wetland plant
communities in the study site during the flight mission. The
coordinates of wetland plant community plots were recorded by
a handheld differential global positioning system with submeter
accuracy. According to these field investigations, Phragmites
australis, Typha orientalis, Suaeda glauca, and Scirpus triqueter
were the dominant wetland plant community types (Fig. 3).
Based on the recorded field samples (each I m x 1 m), a
total of 402 sample polygons (regions of interest) were outlined
manually in the hyperspectral imagery. The numbers of training
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Fig. 3. Ground photos representing different wetland plant communities for
the study site. The reflectance spectra of four wetland plant communities are
taken from the UAV hyperspectral imagery located at each sampling plot.

TABLE I
NUMBER OF SAMPLES FOR TRAINING AND VALIDATION FOR EACH WETLAND
PLANT COMMUNITIES

Training Samples
Polygons (number

Validation Samples

Wetland plant communities Polygons (number of

of pixels) pixels)
Phragmites australis 157(7693) 78(3822)
Typha latifolia 104(5096) 50(2450)
Suaeda glauca 93(4557) 46(2254)
Scirpus triqueter 88(4312) 40(1960)
Total 442(21658) 214(10486)

and verification sample polygons and the corresponding pixels
of each wetland plant community are given in Table II.

D. Image Segmentation

Segmentation is the process used to divide the imagery into
homogeneous image segments or objects [39]. The accuracy
of image segmentation significantly affects the classification
accuracy. Pretreated hyperspectral imagery in this article was
segmented into object levels using the multiresolution segmen-
tation method in eCognition Developer 9.3 (Trimble Germany
Gmbh, Munich, Germany). The segmentation parameters tested
in eCognition included scale, shape, and compactness [40]. A
trial-and-error approach and visual inspection of the segmen-
tation results was employed in order to determine which opti-
mum segmentation parameters produced the most meaningful
image objects, i.e., how well the image objects matched feature
boundaries in the image [39]. When the segmentation scale was
defined as 35 or 40, neighboring objects with similar features
were generally mixed together. When the scale was set to 10
or 25, the segmentation results were too fragile, which would
influence the efficiency of image processing. After a series of
trial runs (e.g., scale: 5 to 50 with an increment of 5 each time;
compactness: 0.1 to 1 with an increment of 0.05; shape: 0.1 to
1 with an increment of 0.05), the optimal segmentation scale,
shape index, and compactness were set to 30, 0.4, and 0.5.
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E. Feature Space Reduction

The high dimensionality of the hyperspectral data makes the
classification problem more complex. High-dimensional data
usually need feature selection before machine learning [41]. The
feature selection was aimed at reducing processing times and
developing ways to use less of the data but still be able to achieve
satisfying results.

1) Data Transformation: Derivative transformation [d(R)]
and logarithmic transformation [log(R)] are commonly utilized
in hyperspectral analysis of plants, which can effectively reduce
the influence of illumination variations, and eliminate the back-
ground signal and reveal the peak characteristics of the plant
spectrum [48]. Furthermore, continuum-removal transformation
[C(R)] can also enhance the spectral differences in the visi-
ble region. Therefore, four transformation of R [d(R), log(R),
d[log(R)], and C(R)] were computed as

L A) =+ R (i) 3T GRR (M)
log (R) = [log (A1), log (A2) ..., log (An)]  (2)
C Rjc(uy ) = ‘(p—]> - 1‘ 3
Pji
where j = (2i+mn) /2, if (20 +n)is even, or j =

(2i +n+1)/2,if (20 + n) is odd, and AA denotes the double
waveband intervals (nm); p; is measured reflectance of a band
Js pji is the reflectance of the same band linearly interpolated
within the predefined wavelength interval of (A1, As).

2) Vegetation Index Calculation: VIs have been applied
widely in hyperspectral image classification [42]. According to
the relevant literature screening, it was found that these VIs
selected in this article indicated the difference in leaf, canopy
structure, chlorophyll content, and water content of different
wetland plant communities, therefore, these VIs were used in
the plant-community classification to improve feature discrim-
ination and accuracy of our target community classes [43]. As
given in Table III, these selected VIs indicate the differences in
leaf, canopy structure, chlorophyll content, and water content of
different wetland plant communities.

3) Texture Features: The features derived from the gray-level
co-occurrence matrix (GLCM) are the most commonly used
metrics to express the texture features of an image [57]. In this
article, we employed the GLCM (15 x 15 window size) to extract
the objects’ textural features. These texture features consist of
mean, variance, homogeneity, contrast, dissimilarity, entropy,
angular second moment, and correlation.

4) Dimensionality Reduction: Principal component analysis
(PCA) is a commonly used method of spectral dimensional-
ity reduction. PCA determines a new principal axis for the
coordinate system along with the largest possible variance of
data [58]. We performed PCA on the processed hyperspectral
images and found that the first five principal components after
conversion included 99% of the information of all spectral bands.
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TABLE III
VEGETATION INDEXES CALCULATED FROM THE UAV
HYPERSPECTRAL IMAGERY

References

[44]

Indices Formulations
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d 1.15 % M [48]
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670

1.22(Rgoo — 1.22R¢70 — 0.03)
ATSAVI [51]
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( Rgaz — Rees )
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Therefore, the first five bands were selected to participate in the
classification as spectral feature variables.

F. Classification and Validation

Before the classification step, the RF model was tuned. For the
RF algorithm, we assigned a maximum tree growth parameter
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Fig. 4.  First-order derivative [d(R)] of the reflectance spectra, the logarithm

[log(R)] of the reflectance spectra and its first-order derivative (d[log(R)]) and
the continuum removed curves C(R) of the wetland plant communities.

of 500 to each predictive model [59]. For the CNN algorithm,
we propose an eight-layer CNN model that takes spatial and
spectral features into account and that consists of an input layer,
two convolution layers, two pooling layers, two fully connected
layers, and one output layer [60]. For the SVM algorithm, we
assigned a gamma (y) value of zero and a relatively high cost
(C) value of 100 [61]. In terms of multiscale segmentation, there
are more parameters available for multiscale segmentation in
the eCognition software, such as compactness and shape index.
However, these two parameters are not available in ENVI soft-
ware. Therefore, the ENVI 5.5 software was used for pixel-based
community classification. And Trimble eCognition Developer
9.3 was used to perform object-based community classification.

The accuracy of this classification output was assessed for
each classifier to determine the optimum classifier for classify-
ing wetland plant communities. The evaluation metrics include
confusion matrix, overall accuracy (OA), Kappa coefficient, pro-
ducer accuracy (PA), and user accuracy (UA). OA and the Kappa
coefficient are used for the overall classification performance,
and PA and UA are used to evaluate individual classes.

III. RESULTS

A. Spectral Characteristics of Wetland Plant Communities in
Momoge Ramsar Site

The mathematical transformation results show that the trans-
formed feature bands highlight the absorption and reflection
characteristics of the original spectral reflectance better. As
shown in Fig. 4, the spectral curves of the four varieties of
wetland plant community share the same positions of peaks
and valleys, with increasing reflectance at the “red edge,”
around 680—720 nm. However, certain differences are observed
among the four varieties with respect to the peaks and valleys,
and there is overlap among the spectral curves. For example,
the first-derivative spectral curves [Fig. 4(a)] in the range of
450-650 nm for Typha orientalis, Suaeda glauca, and Scir-
pus triqueter almost overlap, making it difficult to distinguish



8254

TABLE IV
SELECTED CHARACTERISTIC WAVELENGTHS IN THIS ARTICLE

Spectral feature Characteristic wavelengths (nm)

1% derivative Band 514, Band 558, Band 710, Band 930

log (R) Band 478, Band 542, Band 674, Band 794

d([log(R)]), Band 514, Band 562, Band 694, Band 922
C(R) Band 498, Band 546, Band 674

among wetland plant communities. However, within the range
of 650-750 nm, the spectral reflectance of Phragmites australis
is higher than that of the other three wetland plant communities.
At the wavelength position of 674 nm, after a logarithmic
transformation [Fig. 4(b)], the curves for Phragmites australis
and Typha orientalis exhibit a relative minimum. Fig. 4(c) shows
that there are large differences in the spectra of all the wetland
plant communities, especially near the wavelengths of 514, 562,
694, and 992 nm. Fig. 4(d) shows that the absorption features
of all types of wetland plant community at 498 and 674 nm
have larger amplitude compared with other spectral ranges.
The absorption characteristics of these wavelengths have more
contrasting power to differentiate among different wetland plant
communities. The optimal characteristic wavelength bands are
shown in Table IV. These wavelength bands contain the key
information needed to distinguish among different wetland plant
communities.

B. Accuracy Assessments of Six Classification Schemes

The PA, UA, OA, and Kappa coefficient of different schemes
based on the three classifiers are given in Table V. From quan-
titative accuracy analysis, object-based classifiers have a higher
OA than do pixel-based classifiers. The OA of all object-based
classification algorithms was higher than 80.29%. Based on
object-based classification, the accuracy of the RF classifier was
best, with an OA of 87.75% and a Kappa coefficient of 0.864. The
OA improved by 4.44% and 7.46%, and the Kappa coefficient
improved by 0.035 and 0.051, as compared with CNN and SVM
classifiers. According to the comparison and analysis of the clas-
sification results, the most-accurately delineated community was
Phragmites australis. The SVM classifier detected Phragmites
australis with a PA of 82.76%, while the RF and CNN algorithms
tended to distinguish Phragmites australis with a very high PA
(85.76 and 89.17%, respectively). Note that the dark-colored
Phragmites australis patches were a source of commission
error; and the main source of omission error was dark-colored
(low-density) Phragmites australis being categorized as Typha
orientalis. The PA values of the other three types of wetland plant
community derived from the object-based RF classifier were also
higher than that of the object-based CNN and SVM classification
algorithms. For Scirpus triqueter, the PA was 80.84%, and the
UA was 87.26%, the lowest of all communities. The area of
Scirpus triqueter is slightly underestimated because this is a
relatively rare community type in the study area and relatively
few samples are used for training.

When comparing pixel-based classifications, the most accu-
rate map was produced by the CNN algorithm (OA = 74.33%),
followed by the RF classifier (OA = 72.69%), while the
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SVM algorithm had the lowest classification accuracy (OA =
69.42%). The CNN classifier achieved a PA for all types of
wetland plant community higher than 70%. The PA of Typha
orientalis was highest, reaching 79.75%. With regard to the RF
and SVM classifiers, the PA values were 66.67 and 62.31%,
respectively, for Typha orientalis.

Fig. 5 shows the spatial distribution map of wetland plant
communities obtained by object-based/pixel-based RF, CNN,
and SVM classifiers. As shown in Figs. 5(a), (d), and (g),
overall, the object-based classification maps with continuous
and homogeneous wetland plant communities especially that
produced by the RF classifier, were the most accurate (Table V).
For the spatial distribution of each community, the distribution
position of most wetland plant communities was consistent with
the results of the field investigations. In contrast, the classifica-
tion results of the pixel-based classification algorithms contain
a large amount of pepper noise [Fig. 5(b), (e), and (h)].

C. Geospatial Pattern of Different Wetland Plant Communities

Classification accuracy using optimal feature combination
showed that object-based classification results are better than
pixel-based classification results (Table V). Post classification
field check also showed better accuracy for the object-based
classified image. Among the different classification schemes,
the object-based RF provided the best results (OA = 87.75%,
Kappa = 0.864). The spatial distributions and areas of wetland
plant communities of different schemes using RF, CNN, and
SVM classifiers are shown in Fig. 5. The total study area is
518.33 ha. Phragmites australis and Typha orientalis are the
dominant community types, accounting for 57-67% (295-346
ha) and 11-16% (57-84 ha) of the total area, respectively,
corresponding to a total of 68—-83% of the study area [Fig. 5(c),
(f), and (i)]. Communities dominated by Phragmites australis
were the most spatially abundant and distributed in the whole
study site, followed by Typha orientalis and Suaeda glauca.
Typha orientalis was concentrated mainly in the southern and
northern regions. Suaeda glauca and Scirpus triqueter covered
11-15% (57-79 ha) and 2-5% (8-26 ha) [Fig. 5(c), (f), and (i)],
corresponding to a total of 13-20% of the study area. Scirpus
triqueter was the least-representative class and distributed be-
tween Typha orientalis and Phragmites australis, covering only
5% of the study area. Suaeda glauca was concentrated mainly
in the west and north of the study area.

IV. DiIScUSSION

A. Advantages of UAV Hyperspectral Imagery for Mapping
Wetland Plant Communities

Wetlands are heterogeneous ecosystems containing wetland
plant community patches with similar spectral responses, which
may cause spectral confusion [62]. Besides, the spatial distri-
butions and growth densities of different wetland plant com-
munities differ. Mapping wetland plant communities with tradi-
tional optical remote sensing is challenging because of the few
wavebands used by optical sensors. This limits the ability to
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TABLE V
COMPARISON OF CLASSIFICATION ACCURACY FOR EACH COMMUNITY ON DIFFERENT CLASSIFICATION SCHEMES

RF RF CNN CNN SVM SVM
Classified Category (Object-Based) (Pixel-Based) (Object-Based) (Pixel-Based) (Object-Based) (Pixel-Based)
PA UA PA UA PA UA PA UA PA UA PA UA
Phragmites australis 89.17 88.06 74.22 80.15 85.76 85.48 76.59 78.62 82.76 94.55 70.73 89.51
Typha orientalis 81.93 80.20 66.67 73.57 80.36 98.23 79.75 85.38 79.96 89.03 62.31 80.77
Suaeda glauca 83.22 82.13 71.43 80.18 82.67 97.48 74.52 95.47 77.11 87.88 65.88 75.49
Scirpus triqueter 80.84 87.26 64.52 72.52 75.62 79.94 71.43 98.68 72.80 83.59 64.19 72.80
Water 100.00 100.00 100.00 99.98 100.00 100.00 100.00 99.85 100.00 100.00 100.00 99.88
Bare land 98.80 93.64 87.28 100.00 91.74 85.55 90.53 94.76 84.50 90.61 83.74 90.43
OA(%) 87.75 72.69 83.31 74.33 80.29 69.42
Kappa 0.864 0.705 0.829 0.797 0.813 0.690
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Fig. 5.

Distribution of the wetland plant communities and pie charts presents the areal statistics of the community area identified based on different classification

algorithms at the study site: (a) object-based RF and (b) pixel-based RF classification algorithms; (d) object-based CNN and (e) pixel-based CNN classification
algorithms; (g) object-based SVM and (h) pixel-based SVM classification algorithms; (c), (f), and (i) are the statistics of the community area of different classification

schemes.

discriminate among plant communities based on the reflection
and absorption of light using these few channels [8].
Compared with space-borne hyperspectral data, UAV hy-
perspectral data have great advantages when finely mapping
wetland plant communities [63]. Because of the typically low
flying height involved, the resolution of images obtained by

UAV hyperspectral sensors can reach 5-10 cm or less, which
means that UAV hyperspectral images have both hyperspectral
and high spatial characteristics, providing an important data
source for wetland plant monitoring [13]. Several hyperspectral
studies of wetland plant mapping have found that UAV hy-
perspectral remote sensing focuses mainly on coastal wetlands
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(a) (b) (c)

Fig. 6.  Phragmites australis communities in different growth environments.
(a) Phragmites australis with high coverage. (b) Phragmites australis seedlings
with low coverage. (c) Variation in leaf angles of the canopy of Phragmites
australis communities.

123°31'0"E

123°31°0"E 123°32'0"E 123°33'0"E 123°34'0"E 123°31'30"E

(a)

123°31"15"E
bject:Based)

W Phragmites australis

W 7Typha tatifolia

W Scirpus triqueter
Suaeda glauca

45°56'0"N

45°56'0"N

. y = I Water
S i
0 05 1 2Kilometors | W Bare land
] g
Qe

123°31°0"E 123°32'0"E 123°33'0"E

123°31'0"E 123°31'20"E 123°31'40"E

123°31'0"E 123°31'15"
23

[y -
123°31'0"E 123°31°20"E
123°31'20"E

123°31'0"E

123°31'0"E 123°31'20"E 123°33'0"E 123°33'15"E
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cation.

Evaluation of input variable importance in object-based RF Classifi-

classification, invasion of alien vegetation, wetland mapping,
and coastal sediment grain size monitoring [64]. In this article,
we combined a new UAV remote sensing platform with a new
remote sensor in a high hyperspectral imaging instrument. From
the classification results, UAV hyperspectral imagery performs
well in classifying wetland plant communities, and this could be
useful for identifying the health status at species or community
level.
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B. Comparison of Classification Results Based on
Object-Based and Pixel-Based Classification Methods

In this article, UAV hyperspectral imagery with centimeter-
level resolution provides rich spatial features. The spatial in-
formation of different wetland plant communities is highly
detailed, and the spectra overlap with each other. As shown
in Fig. 6, the spectral features of Phragmites australis may
be very complex because Phragmites australis can grow in
different environments. Therefore, spectral variations can also
occur within a species because of differences in age, leaf water
content, leaf angle distribution, soil and water background,
and other structural characteristics. As shown in Fig. 7(c), (e),
and (g), pixel-based classifications produce lower accuracies
with a salt-and-pepper look. Overall, the object-based approach
alleviated this problem by aggregating pixels into larger image
objects and prevented the formation of such extraneous tiny
patches. Which are crucial in discriminating between different
wetland plant communities with similar spectral response char-
acteristics. As shown in Figs. 7(b), (d), and (f), the object-based
distribution maps of wetland plant communities have greater
homogeneous areas. Moreover, the classified images are much
cleaner, and the classified areas are visually more similar to
real-world objects compared with the pixel-based distribution
maps. According to the comparison of the classification results
(Table V), the object-based approach outperformed the pixel-
based approach for most cases (an improved OA of 9-15%).

C. Performance of Different Machine-Learning Algorithms
and Classification Features

In this article, object- and pixel-based classification was used
to classify wetland plant communities, and the classification
effects of the three classifiers were compared and analyzed. As
shown in Table V and Fig. 7, this article concludes that the
object-based RF classification algorithm achieved the highest
OA (87.75%) of all the compared classification algorithms. The
classification accuracies for all wetland plant communities were
greater than 80% in terms of PA and UA. In contrast, the object-
based CNN and SVM classifiers generated a slightly lower OA
(83.31 and 80.29%, respectively). Most previous studies have
shown that the classification performance of the CNN classifier
is better than that of the RF classifier [65], [66], while the results
obtained in this article do not seem to be consistent with the re-
sults of previous studies. For CNN, this article shows that feature
subsets cannot provide more-accurate classification results. One
possible explanation for this could be that the CNN classifier did
not learn more feature variables. For object-based RF classifi-
cation algorithm, classifier performance and efficiency can be
improved by eliminating redundant features. Apart from this,
CNN depends heavily on the quantity and quality of the labeled
samples. In this article, the training and validation samples were
selected from typical locations that people could access. For sites
away from roads, only limited training or validation samples
were collected based on the vegetation distribution rules and
local knowledge.

An advantage of the RF algorithm is that it allows the
quantification of the importance of each feature variable used
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in the classification. Fig. 8 shows that there are eight most
important features, whose contribution ratio is higher than 0.7.
Among them, the five most important input features are selected
using a mathematical transformation in the red-edge region.
Specifically, NDVIgys is critical for importance evaluation in all
features. Additionally, the contribution ratio of the first-order
derivative d(R) and its first-order derivative d[log(R)] of the
red-edge region (674, 694, and 710 nm) is also in an important
position. This also proves the transformation analysis results of
hyperspectral imagery (Fig. 5). The greatest differences among
these wetland plant communities regarding canopy reflectance
are in the red and red-edge regions (650-750 nm), followed
by the green region (500-570 nm) and the near-infrared region
(800-900 nm).

V. CONCLUSION

Taking heed of inland wetland plant community monitoring
requirements, we used UAV hyperspectral imagery for wetland
plant community classification. On the basis of feature selection
and feature combination, we compared the performance of three
machine-learning techniques, i.e., the RF, CNN, and SVM clas-
sifiers, regarding pixel/object-based classification. The object-
based classification improved the classification accuracy (up to
9-15%) and avoided the phenomenon of “salt and pepper.” RF
performed better than the other two classifiers, i.e., CNN and
SVM, in terms of its OA of 87.75%, followed by the OAs of
83.31 and 80.29%, respectively. The high accuracy of RF was
believed to be a result of the effective data transformation, as
well as the combination of spatial information in the classifi-
cation. Specifically, the spectral transformation features in the
red-edge region can effectively distinguish different wetland
plant communities. As a result, the complexity of the model
training process was simplified, and the processing time required
for supervised classification was reduced significantly. In future
studies, we need to explore the contribution of different feature
combinations in the process of community classification.
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