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An Advanced Time-Series InSAR Approach Based
on Poisson Curve for Soft Clay Highway

Deformation Monitoring
Lingjie Zhu , Xuemin Xing , Yikai Zhu , Wei Peng, Zhihui Yuan , Member, IEEE, and Qing Xia

Abstract—Monitoring surface deformation for highways built on
soft clay subgrades is fundamental for understanding the dynamics
of the settlement process and preventing the occurrence of safety
accidents. Most of the traditional interferometric synthetic aper-
ture radar (InSAR) deformation models for highway monitoring
are based on a combination of one or several empirical functions,
which ignores the underground mechanism of highway deforma-
tion. To overcome this limitation, we proposed an advanced InSAR
approach that improved the InSAR deformation model and pa-
rameter estimation algorithm for soft clay road deformation mon-
itoring. The improved InSAR deformation model is based on the
Poisson curve, which considers the characteristics of the temporal
physical deformation evolution of the soft clay. The improved algo-
rithm for the unknown parameter estimation is based on a GARN
algorithm, which can solve the parameters with better accuracy by
combining the genetic algorithm and the regularized Newton itera-
tive algorithm. To evaluate the better performance for the proposed
approach and its feasibility for soft clay highway monitoring, both
the simulation and the real data experiments on a soft clay highway
in Foshan, China, are performed. The time-series deformation from
January 1, 2015 to January 18, 2017, is retrieved, and the temporal
deformational characteristics over this area are analyzed, which
facilitates a greater understanding of the deformational evolution
process of the soft clay highway. The results are verified in terms of
the residual high-pass deformation and the final obtained vertical
deformation compared with the external leveling measurements,
which indicate the greater reliability of our method.

Index Terms—Deformation model, genetic algorithm (GA),
interferometric synthetic aperture radar (InSAR), soft clay,
time-series deformation.
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I. INTRODUCTION

W ITH the geotechnical characteristics of high natural wa-
ter content, high compressibility, low intensity, and poor

structure, the soft clay subgrade is highly prone to cumulative
deformation and instability settlement [1]–[3]. Stability control
of the man-made infrastructures built on soft soil has become a
major technical problem in highway engineering. Consequently,
the long-term settlement monitoring of soft clay highways dur-
ing the postconstruction period is of great engineering signifi-
cance to prevent the occurrence of safety accidents and ensure
the quality of highway construction [4].

Differential interferometric synthetic aperture radar (D-
InSAR) has been widely applied to ground surface movement
monitoring with its advantages of large spatial coverage, high
imaging resolution, and nonintrusive surveying. Its comple-
ment to the traditional geodetic surveying methods has been
adequately proven [5]–[7]. However, the accuracy of D-InSAR
derived deformation can be unavoidably influenced by its well-
known spatial–temporal decorrelation and atmospheric delay
[8]–[10]. Multitemporal InSAR (MT-InSAR) technology, such
as persistent scatterer interferometric synthetic aperture radar
(InSAR) [11] and small baseline subset InSAR (SBAS-InSAR),
is an extended advanced InSAR technology, which has been
gradually developed and widely applied to the ground movement
detection and deformation investigation with millimeter preci-
sion [12]. The potential of MT-InSAR has been investigated for
measuring the ground time-series deformation over those man-
made infrastructures, such as railways, highways, and bridges,
thus showing the high-potential ability for the application to
large traffic infrastructures [13]–[20].

In the process of InSAR data processing, deformation mod-
eling is a crucial step, which builds the temporal and functional
relationships between the interferometric phase component of
the displacement and the deformation parameters. Most of the
InSAR deformation models for highway monitoring are based
on the combination of single or several empirical models (such
as the linear model [21], seasonal model [22], and polynomial
model [23]), lacking the specific deformation mechanism of the
highway subgrade. Those pure mathematical empirical models
may not accurately describe the real time-varying disciplines
of the settlement of highway soft soil foundation, which would
not only affect the accuracy of the derived time-series defor-
mation but also bring difficulties to the following displacement
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interpretation. Generally, the settlement process of the soft soil
follows the three periods of occurrence, development, and stabil-
ity, and then reaches a steady state, which can be described as an
inverse “S” curve [24]. With the characteristics of monotonous
increasing, boundedness, and reverse point of inflection, the
Poisson curve is a typical “S” type growth curve and has been
proven that can accurately reflect the temporal variations of the
consolidation process for soft soil subgrade. The Poisson curve
has been widely used in the field of highway postconstruction
prediction [24]–[27]. Consequently, to describe the temporal
evolution process of soft soil deformation with better reality, the
Poisson curve is introduced here into the traditional MT-InSAR
deformation modeling and an advanced time-series InSAR de-
formation model based on the Poisson curve is proposed for the
soft clay highway deformation monitoring.

After InSAR deformation modeling, the model parameter
estimation step should be carried out. The estimation of the
parameters for the advanced InSAR deformation model based
on the Poisson curve is a typical nonlinear parameter estimation
problem. The genetic algorithm (GA) has been introduced to
InSAR parameter estimation and has been proven to be feasible
in solving the problems of nonlinear parameter estimation [29].
Since GA is insusceptible to the specific functional form of the
model, it is more suitable for solving those complex nonlinear
functions. However, GA has the disadvantages of low accuracy
and long-time processing [30]. Another kind of nonlinear pa-
rameter estimation algorithm is based on the nonlinear least
square algorithm (NLSA) that obtains the estimation with an
iterative resolution. Those kinds of algorithms can obtain the
parameters with better efficiency than that of GA searching.
However, the accuracy of NLSA highly depends on the setting
of the initial parameters. The large deviation between the initial
values and the real parameters may lead to a slow iterative
process or even nonconvergency [31]. Consequently, an im-
proved algorithm, namely GARN, based on the combination
of GA and the regularized Newton (RN) iterative algorithm,
is proposed, which can integrate both the advantages of the
two algorithms combinedly. By searching the global optimal
solutions with GA, the regularization initial value can be ob-
tained. Then, the GA-generated initial value is optimized by the
RN, which can generate an optimized estimation for the model
parameters.

As discussed above, in this article, we propose an advanced
InSAR approach for soft clay highway deformation monitor-
ing. In the approach, both the InSAR deformation model and
the parameter estimation algorithm are improved. The SBAS-
InSAR technique and the InSAR deformation modeling based
on the Poisson curve are briefly introduced in Section II. Then,
the principles of GARN and the processing flow of our new
approach are introduced. The simulation and real data experi-
ments based on the Poisson curve and GARN are introduced
in Sections III and IV, respectively, and the characteristics of
the obtained time-series deformation are discussed. Finally,
Section V concludes this article and the residual deformation and
comparison with external leveling measurements are discussed
to verify the better performance and feasibility for soft clay
highways.

II. METHODOLOGY

A. Linear Model of the Traditional SBAS-InSAR Technique

Suppose N + 1 SAR images covering the same area are
acquired in repeat orbit at different dates. Then, according to
certain spatial–temporal baseline thresholds, N interferometric
pairs are generated, whereas M interferometric pairs are gen-
erated through the two-orbit D-InSAR processing (satisfying
the inequality N

2 ≤ M ≤ N(N−1)
2 ). The unwrapped differential

interferometric phase can be written as follows [32], [33]:

δφj(x, r) = φB(x, r)− φA(x, r)

≈ 4π

λ
[d(tB , x, r)− d(tA, x, r)]

+ Δφj
topo(x, r) + Δφj

res(x, r) (1)

where j�(1, …, M ) represents the index of interferograms; λ

is the wavelength; d(tB , x, r) and d(tA, x, r) represent the
cumulative displacement along the radar line of sight (LOS)
direction at dates tB and tA with respect to d(t0, x, r) = 0,
respectively. Δφ j

topo(x, r) defines the residual terrain phase,

which can be expressed as Δφ j
topo (x, r)= 4πB⊥

λR sin θ Δh(x, r);
B⊥ defines the spatial baseline; R is the range between the
sensor and ground object; θ is the incidence angle;Δh represents
the elevation correction; Δφj

res(x, r) defines the residual phase
component, which is related to noise, atmospheric delay, and
high-pass (HP) deformation.

According to the article presented in [34], the linear deforma-
tion model assumes that the displacement for each time-adjacent
interferometric period follows a linear variation. The functional
relationship can be written as

d(tB , x, r)− d(tA, x, r) = vj · (tB − tA) (2)

where vj defines the linear velocity for each temporal unit and
varies in different temporal units. Substituting (2) into (1), the
unknown parameters are the linear velocities in different periods
and the elevation correction. The solution of the unknown pa-
rameters is an LS problem. Since the equation coefficient matrix
is a typical singular matrix, the singular value decomposition
method can be used to estimate the linear rate for each period
[13], and then the settlement value can be obtained by integrating
the velocity of each period, and the final linear time-series
deformation results can be obtained.

B. Time-Series InSAR Deformation Model Based on the
Poisson Curve

As shown in Fig. 1, the Poisson curve is a typical “S” type
growth curve, which can accurately reflect the varying disci-
plines of the soft soil consolidation process. It has been widely
applied to the deformation prediction of soft soil subgrade and
pavement [24]. The Poisson function can be expressed as

W (t) =
W0

1 + ae−bt
(3)

where W (t) is the dynamic ground subsidence at time t with
respect to the reference time t0 = 0. W0 denotes the possible
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Fig. 1. Example of the Poisson curve at a ground point.

maximum subsidence. a and b are the shape parameters of
the curve. Fig. 1 shows an example of the Poisson curve on
a single point from which we can see that the higher the a is, the
longer the initial subsiding time at the ground point lasts and
the longer the time to reach the maximum subsidence value. The
higher the b is, the faster the subsiding rate of the ground point is
and more obviously the shape of the curve varies [35]. Ignoring
the influence of horizontal movement, the LOS deformation
monitored by InSAR is converted into vertical time-series de-
position following W = dLOS

cosθ (where θ is the radar incidence
angle) [36]. Equation (3) can be rewritten as

dLOS(t) =
W0

1 + ae−bt
× cos θ. (4)

Substituting (4) into (1), we can get

δφj =
4π cos θ

λ

[
W0

1 + ae−btB
− W0

1 + ae−btA
+ v(tB − tA)

]

+
4π

λ

B⊥Δh

R sin θ
+Δφj

res (5)

suppose N interferometric pairs generated, the unknown param-
eters here are the Poisson curve parameters (W , a, b), linear rate
v, and elevation correction Δh. When the number of equations
is higher than or equal to 5, the unknown parameters over all the
high-coherence points can be estimated.

C. Genetic Algorithm

The GA is a method based on globally optimized searching
that is insusceptible to both the number of unknown parameters
and the specific form of the model. The basic idea of the GA is
to obtain the population individuals as the final solution of the
parameters, which can satisfy the condition of minimizing the
fitness function through the operations of selection, crossover,
and mutation [37]. According to (5), each gene of a population
includes the Poisson curve parameters (W , a, b), the linear
velocity v, and the elevation correction Δh. The fitness func-
tion is mainly modeled following the residual minimum norm
principle, which can be expressed as follows:

f = ||Δφj
res|| = min (6)

where Δφj
res represents the residual phase in (6). The general

searching procedure includes the following steps: First, the

magnitude of each initial individual gene should be set, that is,
the initial range of each unknown parameter needs to be fixed.
Simultaneously, the corresponding fitness function value of each
gene can be calculated; then, whether the iteration termination
condition for the minimum fitness function is satisfied should
be determined. If not, the subsequent process of selection,
crossover, and mutation for the individual population should be
carried out to obtain a new individual population, and the fitness
function value will be calculated repeatedly. This iteration pro-
cess is terminated when the iteration termination condition for
the minimum fitness function is satisfied. Finally, the generated
individual genes will be selected as the final estimated parameter.

D. RN Iteration Algorithm

The iterative formula of the ordinary Newton iterative algo-
rithm is as follows:

x(k+1) = x(k) + dx(k) = x(k) −G−1
k (g(k))t (7)

where Gk is the iterative matrix at x(k), which should be non-
singular for the ordinary Newton iterative algorithm. Practically,
when Gk is almost singular or even seriously ill, its inverse ma-
trix will be unstably unavoidable, and the iterative format of (7)
is no longer applicable. As introduced in [38], the ill-condition
of the matrix can be improved by the regularization algorithm,
which replaces the iterative matrix by adding a vector matrixαkI
(where αk is named the regularization factor), i.e., Gk + αkI
instead of Gk in (7). The ill-condition of the original iteration
matrix can be improved based on an appropriate selection of αk.
Accordingly, the stability of the inverse operation of Gk + αkI
can be effectively guaranteed, and the iteration process can be
carried out more smoothly. The Newton iterative function of
regularization can be written as

x(k+1) = x(k) + dx(k) = x(k) − (Gk + αkI)−1(g(k))t. (8)

The condition number of a matrix is an important index to
measure the ill-condition level of the matrix. The addition of
αkI in the upper version can significantly reduce the condition
number of Gk, thus improving the situation of nonconvergence
iteration caused by the ill-condition of the iterative matrix.

E. Combination of GA and the RN Iterative Algorithm (GARN)

As introduced in [37], GA searching results may contain
large amount of random errors induced by premature convergent
searching, which means the genes may not converge to the global
optimal solutions at the end of the iteration. Comparatively, the
accuracy of estimation generated by a singular RN iterative algo-
rithm significantly depends on the set of the initial values of the
unknown parameters [38]. If a high deviation between the preset
initial magnitude and the true values exists, the iterative process
will be slow or even nonconvergency. Therefore, we propose
a GARN algorithm, which can consider both the advantages of
the two algorithms combinedly. By searching the global optimal
solutions with GA, the rough global optimal solutions for the
unknown parameters can be obtained, which will be used as
the initial input value subsequently. Then, the GA-generated
initial values are secondarily refined by the RN, which can
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Fig. 2. Processing flow of the advanced time-series InSAR approach based on
the Poisson curve for soft clay highway deformation monitoring.

generate optimized estimations for the unknown parameters of
the deformation model.

F. Advanced Time-Series InSAR Approach Based on the
Poisson Curve

Fig. 2 illustrates the general processing flow of the advanced
time-series InSAR approach based on the Poisson curve for soft
clay highway deformation monitoring. The basic steps are as
follows:

1) generating unwrapped differential interferograms over the
study area;

2) selecting the high-coherence points based on the indices
of the average correlation coefficient, intensity, and am-
plitude dispersion;

3) InSAR deformation modeling based on the Poisson curve,
which builds the temporal functional relationship between
the InSAR phases and the unknown parameters;

4) GARN parameter estimation, which includes generating
the initial values of the unknown parameters based on the
GA global searching and secondary optimization by the
RN iterative algorithm.

5) total deformation time-series generation, including the
summarization of the LP deformation and the HP defor-
mation obtained by residual phase filtering.

III. SIMULATED EXPERIMENT

To verify the feasibility and reliability of the aforemen-
tioned advanced approach, a simulated experiment was de-
signed. The range of the maximum subsidence W0 was set
within [−80, 20] mm, whereas the linear velocity v within [−20,
10] mm/yr. The Poisson shape parameters a and b were set
within the range of [0, 200] and [0, 50], respectively. The real

parameter field of a and b was simulated by a two-dimensional
Gaussian function model. The elevation correction Δh was
simulated through the Gaussian random simulator with the value
controlled within the range of [−50, 50] m. Linear velocity
was simulated using the MATLAB peak function, which can
satisfy both positive and negative distribution characteristics
of displacement [39]. In order to evaluate the performance of
parameter estimation in conditions of different numbers and
network connectivity of interferograms, two groups of simulated
experiments were carried out. The first group was under single-
master connectivity, which means only one-master image is se-
lected and the rest ones are connected to it. The second group was
under multimaster connection, with multimaster images selected
based on a small baseline principle. For both groups, the total
numbers of interferograms were set as 10, 15, 20, 25, and 30.
The satellite parameters were set according to the known SAR
sensor parameters (TerraSAR-X-band, Stripmap descent mode),
including spatial and temporal baselines of each interferometric
pair. There were 600 high-coherence points generated in the
simulation. The parameter values over the 600 high-coherence
points were randomly extracted from the simulated parameter
field as true values, which were used to verify GARN-generated
estimations. Fig. 3 shows the accumulated time-series deforma-
tion compared with the simulated true deformation sequences,
and the differences between them are shown in the last figure.
It can be clearly seen from the figure that, compared with
the green polylines, the blue polylines show better consistency
(closer to the red polylines), and the differences generated by
the two algorithms are demonstrated in the last figure of Fig. 3.
The results indicate that the model parameters obtained by
GARN display a better accuracy. To quantitatively compare
the accuracy between the two algorithms, the root-mean-square
error (RMSE) for each model parameter was calculated. The
RMSEs of all the five unknown parameters were lower than
5% of the estimated maximum magnitudes. Comparatively,
the RMSE of unknown parameters estimated by GARN was
significantly improved, with an increment of 46.7% for W0,
68% for a, 46.3% for b, 57.0% for v, and 59.9% for Δh,
respectively.

Fig. 4 shows the quantitative comparison of RMSE for each
parameter based on our proposed InSAR approach under differ-
ent interferometric numbers and network connections. We can
infer from the figure that for both the two different network con-
nections, the RMSE of W0, a, and v in the Poisson model shows
a relatively higher sensitivity to the number of interferograms,
among which W0 is the most sensitive parameter. For both two
groups, RMSEs of the three sensitive parameters decrease with
the increase of the total number of interferograms. As the number
of interferograms increases from 10 to 30, the RMSE of W0 is
reduced from 15 to 8.4 mm, with an improvement of 44% under
the single-master connection. In contrast, b and Δh display a
stable state when the number of interferograms varies. As the
number of interferograms increases from 10 to 30, the RMSE
of Δh varies from 1.92 to 1.86, almost the same. It can also
be noted that under the multimaster connection network, the
accuracy of solving the unknown parameters of the Poisson
model is generally higher than that of a single-master-image



7686 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

Fig. 3. Comparison of the time-series settlement obtained by GA and GARN with the simulated true value (d: days).



ZHU et al.: ADVANCED TIME-SERIES INSAR APPROACH BASED ON POISSON CURVE 7687

Fig. 4. RMSE for each parameter under different interferometric numbers. (a) Single-master connection. (b) Multimaster connection.

Fig. 5. Study area featured at different scales. (a) TerraSAR-X image coverage. (b) Location of Lungui Highway. (c) Geological distribution of the soft soil along
the longitudinal direction of the Lungui Highway.

connection. Consequently, a relatively total number higher than
25 and multimaster connectivity should be suggested in the real
data experiment when adopting our approach.

IV. REAL DATA EXPERIMENT

A. Study Area

The test area selected here is a stretch of highway, namely
Lungui Highway, located in Foshan, Guangdong Province,
China. The design width of the roadbed is 60 m and the total
length is about 12 km. The construction of the Lungui Highway
is started in March 2011. It was opened to traffic segmentally
during the construction process, and the whole route officially
opened to traffic in January 2015. Fig. 5 shows the study area,

featured at different scales. As shown in Fig. 5(b), the Lungui
Highway is located close to two hydrological systems: the
Rongui and Shunde Branch River. Plenty of ponds and a large
amount of silt are distributed along the route. Lungui Highway is
an important link in the Foshan transportation system, Hongqi
Middle Road, Nanguo West Road, Guangzhou Ring Express-
way, and Longzhou Highway northward. It is one of the three
major north–south traffic arteries in Foshan. For the significant
traffic situation of the Lungui Highway, the passenger flow
volume was extremely huge (up to 2295.21 million people/km in
2017 according to the statistics of the Fuoshan Transportation
Bureau). According to the collected geological material, with
a developed surface water system and extensive aquifers, the
soft soil covering the upper layer is extremely soft and with
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high compressibility. Delta alluvial and silt plain dominate the
topography of the area. The surface quaternary over this area is
mainly composed of silty soil and mealy sand, deposited by sea
and land, including mucky clay, silty soil, and mealy sand. With
the characteristics of high water content, high compressibility,
low mechanical intensity, and high sensitivity, the subgrade
of the highway is highly prone to liquefaction and seismic
subsidence. Consequently, the long-term stability monitoring
over this area is of great necessary.

Fig. 5(d) is a longitudinal sectional view of the test section.
The main distribution characteristics of the rock and soil layers
along the Lungui Highway are artificial cohesive plain fill and
Quaternary Holocene sea–land alternate strata. The overlying
Quaternary system is mainly composed of silty soil and silt
fine sand deposited by sea and land alternate facies, specifically
including silty clay, silty soil, and silt. From the perspective
of the longitudinal distribution of the soft soil layer, the soil
on the north section of Nanguo West Road is dominated by
continuously distributed silty clay, and the thickness of the soft
soil layer is 15.93–22.50 m; the segment from Nanguo West
Road to Magang Road is soft soil. The layer is dominated
by continuously distributed silty soil and silty clay, and the
thickness of the soft soil layer is 6.46–18.5 m; in the segment
from Magang Avenue to Zhongxinhe Road, the soft soil layer
is dominated by continuously distributed silty soil and silt. The
thickness of the soft soil layer is 5.57–11.62 m.

B. Experimental Data and Processing

A total of 23 TerraSAR-X-band Stripmap descent images
covering the test area were collected, with a spatial resolution
of 3 m (3.30 m along azimuth, 2.64 m along the range, and
the average incident angle of 26.4°). Those images were from
January 1, 2015 to January 18, 2017. The multilook ratio along
the range and azimuth directions was set as 1:1 to ensure the best
resolution of the test highway. During the SBAS processing, the
spatial–temporal thresholds of the interferometric combination
were set as 130 m and 300 days empirically. The specific
spatial–temporal baselines were illustrated in Fig. 6 and the
SAR sensor parameters are given in Table I. The shuttle radar
topography mission digital elevation model (DEM) data with a
spatial resolution of 30 m was utilized to remove the topographic
phase. Gaussian filter was used to filter the interferometric phase
to suppress the noise. After the smoothed and filtered differential
interferograms were generated, the orbital error was removed
by the polynomial fitting method. After a phase unwrapping
for the wrapped deformation phase with the minimum cost
flow algorithm, a total of 134 unwrapped interferograms were
generated [40].

During processing, high-coherence candidates were selected
based on a coherence threshold of 0.8. To ensure that the most
coherence points were distributed over the highway among the
134 total interferometric pairs, we selected the interferograms
carefully and deleted those with bad coherence and fewer points
along the route [41]. Consequently, only 40 high-quality pairs
with densely distributed coherence pixels over the highway
region were selected. The subsequent experiments, including

Fig. 6. Spatial–temporal baselines of each interferometric pair (X-axis defines
the acquisition dates of SAR images; Y-axis defines the perpendicular baselines;
the red rhombus represents the supermaster image).

TABLE I
LIST OF THE INTERFEROMETRIC PAIRS AND THEIR PARAMETERS WITH IMAGE

NUMBER 11 AS THE MASTER (ORBIT NO. 119)

time-series deformation model, model parameter estimation,
and deformation sequences retrieving, were carried out with
MATLAB programs. To improve the quality of the high-
coherence points, the triple threshold method, which considers
the amplitude dispersion index, the coherence coefficient, and
the intensity combinedly, was used to extract the high-coherence
points in the test area. The thresholds of the three indices were set
as 0.26, 0.8, and 0.6, respectively. Finally, 2567 high-coherence
points were identified [33].

According to (5), for each high-coherence point, GARN was
used to estimate the following unknown parameters: maximum
subsidence W0, Poisson shape parameters a and b, linear ve-
locity v, and elevation corrections Δh. According to previous
studies on the soft soil of the test highway, the initial range
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Fig. 7. Comparison of the estimated maximum deformation W0. (a) GA.
(b) GARN.

of individual genes was set as follows: W0 was set within the
interval of [−0.12, 0.08] m, a within the interval of [0, 150], b
within [0, 15], v within [−0.06, 0.04] m, and Δh within [−15,
15] m [24], [45], [47]–[49]. During the GA searching, the upper
limit of the genetic population was set as 900 generations, with
10 000 individuals in each population. The crossover probability
and mutation probability were set as 0.92 and 0.08, respectively.
The crossover model was a two-point crossover, and a Gaussian
function was selected as the mutation function. The termination
condition for the program iterations was the minimization of the
average fitness function value, which indicated a stable fitness
value. Finally, the individual gene of the population satisfying
the minimum fitness function value was obtained, which was
taken as the initial input value for the subsequent RN secondary
optimization. After the GARN processing, the final estimations
for all the model parameters have been obtained. Substituting
the estimated parameters into (5), the LP-deformation compo-
nent at each high-coherence point can be obtained. Since the
atmospheric delay belongs to high frequency in time and low
frequency in space, whereas the noise phase belongs to a high
frequency, the HP-deformation component in the residual phase
can be recovered through temporal HP filtering and spatial LP
filtering [21]. Finally, through the sum of the HP deformation
and LP deformation, the time-series deformation results over all
the high-coherence points can be obtained.

C. Experimental Results and Discussions

During the GA searching process, the number of iterative
searching times for the global optimal model parameters was
set to 10 000 times. However, nonconvergency still existed on
large amount of points at the end of the iteration, which led to
unavoidable random errors in the final exported solutions. As
introduced in Section II, with the GA-generated solutions as the
initial values, the RN iteration algorithm was used as a secondary
optimization for the rough GA-generated estimations. The final
estimations for each high-coherence point were generated after
a stable 20 times iterative calculation at most. The comparison
for the estimated maximum subsidence W0, Poisson shape pa-
rameters a and b, linear velocity v, and elevation corrections
Δh between GA and GARN is shown in Figs. 7–11, respec-
tively. Since parameters a and b have no obvious rules in their
spatiotemporal distributions, it is not obvious to demonstrate
the optimization effect by using GARN in Figs. 10 and 11.
However, it can be seen from Figs. 7–11 that the GA-generated
results have more obvious noisy points induced by the random

Fig. 8. Comparison of the estimated linear velocity v. (a) GA. (b) GARN.

Fig. 9. Comparison of the estimated elevation corrections Δh. (a) GA.
(b) GARN.

Fig. 10. Comparison of the estimated Poisson shape parameter a. (a) GA.
(b) GARN.

Fig. 11. Comparison of the estimated Poisson shape parameter b. (a) GA.
(b) GARN.

error contained in the GA nonconvergency searching, whereas
the GARN-generated estimations seem smoother. The GA esti-
mated parameters for some points with the fitness function not
satisfied may be outputted as the final estimation. This is the
suggested reason why the GA-generated results contain more
noise for the five parameters.

For the Poisson curve, W0 mainly affects the maximum sub-
sidence position, while a and b mainly influence the curvature
distribution along the temporal axis. The higher the a is, the
longer a point will remain stable before sinking, and accordingly,
the longer it will last up to the maximum subsidence, whereas the
higher the value of b, the faster the ground points will subside. As
can be seen from Fig. 7 that the theoretical maximum subsidence
value of all the points in the area mainly distribute within the in-
terval of [−60, −10] mm. According to our in situ investigation,
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Fig. 12. Enlarged images for (a) area A, (b) area B, and (c) area C in Fig. 7(a).

for the areas marked within the blue frames in Fig. 7(b) (with
the corresponding enlarged view, as shown in Fig. 12), we found
that villages, ponds, and industrial areas dominate area A north
Magang Avenue around the upper stretch of the highway, and
densely distributed ponds [see the dark rectangles in Fig. 12(b)]
were mainly located in area B. As the geological characteristic is
shown in Fig. 5(d), the soil along the upper stretch of the highway
was mainly composed of mucky clay and silt. Besides, the
water system around this stretch was well developed, resulting
in which the ground subsidence was more obvious with the
maximum subsidence up to 85 mm in area A and 66 mm in area
B, respectively. In contrast, in the southern part (the bottom part
below Magang Avenue) of the whole area, urban buildings, such
as banks, office buildings, and residential areas, were densely
distributed [marked as area C in Fig. 7(b)]. Consequently, as
the content of silty clay contained in the soil around the lower
stretch of the highway was relatively much lower, the settlement
was much weaker with the maximum subsidence of only 32 mm.
Figs. 10 and 11 show the two Poisson shape parameters a and
b, respectively. From the perspective of the spatial distribution,
no obvious tendency of the color distribution can be found in
both a and b for all the high-coherence points, with their values
distributed within the range of [0, 120] and [0, 15], respectively.
The reason for the noisy distribution phenomenon is related to
the large deviations of the Poisson shape parameters magnitudes
between different points. The obtained linear velocities and
elevation corrections are shown in Figs. 8 and 9, respectively. It
can be generally seen that the values of v are mainly distributed
from −20 to 0 mm/yr, whereas from −10 to 10 m for Δh,
respectively.

Fig. 13 shows the total time-series settlement results obtained
based on the advanced time-series InSAR approach. Figs. 14 and
15 are the enlarged time-series deformation results near the two
benchmarks BM1 and BM2, as marked in Fig. 13 (which will be
discussed in Section IV-D). From the spatial characteristics of
the color distribution, we can see that Magang Avenue is still the
obvious dividing line in the images (with a dark red color in the
upper area) and that the maximum subsidence was 85 mm (on
January 18, 2017). The deformation was significantly weaker
in the bottom part (generally blue–green), with maximum sub-
sidence of only 45 mm. As shown in Fig. 5(d), with densely
distributed ponds around the upper stretch of the highway,
mucky clay and silt dominated the geological content of the
clay. Accordingly, the soft soil layer of the upper segment was
relatively thicker, with a thickness of 6.64–18.5 m. Moreover,
the water system around this stretch was well developed and,
thus, the ground subsidence was more obvious. Comparatively,
the areas south of Magang avenue in the image were mainly
urban districts, where the silt content in the soil of the road

foundation was lower, with mealy sand and silty clay as the
dominant geotechnical content. Compared with the upper stretch
of the highway, the average thickness of the soft soil layer
was only 5.57–11.62 m. Furthermore, an advanced drainage
system was equipped in the urban areas, thus with a lower water
discharge flow under the surface. Consequently, the settlement
of the southern part was much weaker.

From the temporal color variation in Fig. 13, it can be found
that the deformation was rapid from the initial time to May 13,
2015, with the subsidence velocity decreasing slowly. However,
from January 10, 2016 to July 4, 2016, the deformation showed
relatively stable performance. Distinct jumps were detected for
three periods in this area (May 13 to August 31, 2015; November
27, 2015 to January 10, 2016; and July 4, 2016 to September
8, 2016), with a maximum recovery of 18 mm (which will be
discussed later in detail).

In order to further investigate the temporal characteristics of
the surface deformation, two feature points (marked as D and
E in Fig. 13, the locations on the optical images are shown in
Fig. 16) were extracted. Point D is located at the intersection of
Junma Road and Junma Three Ways and E at the intersection
of Lungui Highway and Magang avenue. The results generated
by the pure linear velocity model were used as a comparison,
and the corresponding two groups of deformation sequences of
the two points were shown in Figs. 17 and 18, respectively. It
can be clearly seen that, compared with the red polyline, the blue
polyline seems more reasonable in representing the actual defor-
mation of the soft soil, indicating that the solution generated by
GARN is more accurate than using a single GA. The observed
total surface deformation derived by the Poisson curve showed
generally fast subsidence at the beginning, followed by a slower
trend and finally reaching a stable state at both the two points.
Comparatively, as shown in Fig. 17, the Poisson curve-generated
subsidence was quite obvious (with accumulated subsidence to
49 mm) at point D, whereas the maximum subsidence generated
by the linear velocity model was only 35 mm. The difference
between the two groups of results was mainly related to the
large nonlinear component of the deformation obtained at point
D. The nonlinear deformation component that cannot be fitted
by the linear velocity model was contained and modeled in
the Poisson curve function, thus was weaker than the Poisson
curve-generated results. This indicates that a majority of the
nonlinear deformation may not be reflected in the residual phase
of the linear velocity model when a substantial real nonlinear
deformation has occurred. Therefore, the obtained nonlinear
deformation result, isolated from the residual phase of the linear
model, may have a large deviation from the real value. As shown
in Fig. 18, due to the relatively low residual phase component
for the linear velocity model, the subsidence trend of the two
models at point E was more consistent from January 2015 to
January 2017, with the relatively lower deviation of 10 mm (the
maximum subsidence of the linear model of 27 mm and that of
the Poisson curve of 35 mm).

According to the article presented in [46], we also conducted
an experiment based on the traditional cubic polynomial model.
The temporal deformation time series at the two feature points
is extracted and demonstrated as the orange polyline in Figs. 17
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Fig. 13. Obtained time-series deformation (with reference to January 1, 2015).

and 18. As they both display, the total temporal variations for
both the two points reveal a stable deformation speed at the
beginning (from January 2015 to August 2015) and followed
with a gradually increasing subsiding trend (from September
2015 to January 2017), with the deformation rate increased
significantly. This is considerably different from the reality of the
soft clay, which is suggested following a gradually decreasing
characteristic of subsidence and reaching a final stable state. The
reason for this wrong result is recommended related to the cubic
polynomial model itself. When the actual temporal variations
of the displacement described by the cubic polynomial model
do not follow the characteristics of the function, the estimated
deformation results may be incorrect, although it shows ad-
vantages in empirical mathematical functional modeling with
spatial approximation.

The three uplift periods mentioned above were detected for
both the two points (marked with pink arrows in the figures),
which were hidden in the results generated by the linear velocity
model at point D and point E. Those patterns are suggested
related to the geological properties of soft soil, the time of

highway construction, and the climatic and hydrological con-
ditions over this area with high natural water content and high
compressibility. Due to the influence of constant external load,
the space between soil particles is compressed, and the defor-
mation from the initial time to June 2015 was characterized
by a high subsidence rate. With the pass of time, when the
natural compression of the soil reaches its limit and the porosity
ratio drops to its minimum, the deformation caused by the
external load and water-bearing exfiltration in the soft soil is
over. Therefore, the subsequent deformation was mainly affected
by external environmental factors. As shown in Figs. 17 and
18, according to Foshan precipitation data provided by the
meteorological agency [42], in 2015, the annual rainfall was
5770.8 mm, and the uneven spatial–temporal distribution of the
precipitation may reach up to 1684.8 mm. Compared with April,
the total rainfall increased by 1497.8 mm (see the first pink arrow
in Fig. 16), accounting for about 30% of 4265.7 mm from May
to September, almost four times that of the other months. With
the increase of rainfall, the foundation of the ground surface
was influenced by the precipitation and the surrounding water
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Fig. 14. Enlarged deformation sequences around BM1 in Fig. 13.

Fig. 15. Enlarged deformation sequences around BM2.
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Fig. 16. Enlarged images of the feature points (with optical images as background). (a) Point D is located at the intersection of Junma Road and Junma three
ways. (b) Point E is located at the intersection of Lungui Highway and Magang Avenue.

Fig. 17. Time-series deformation at feature point D (with reference to January 1, 2015; X-axis represents the dates of SAR acquisitions; Y-axis represents the
InSAR-generated deformation; PCM: Poisson curve model; LM: linear model; CPM: cubic polynomial model).

supplies, leading to an 8 mm’s recovery from May 13, 2015 to
August 31, 2015, for point D. Similar temporal variations could
be found at rest two periods in which uplifts with a recovery
of 3 and 4 mm occurred during the periods from March 16,
2016 to April 29, 2016, and from July 4, 2016 to September 30,
2016, respectively (marked as pink arrows in Figs. 17 and 18).
Similarly, the maximum settlement generated by the Poisson
curve was accumulated to 34 mm at point E with three periods
of recoveries of 4, 3, and 3 mm, respectively (see Fig. 18).
To verify the influence of the precipitation on the obtained

deformation, we calculate the correlation coefficients between
the deformation sequences and precipitation data series at points
D and E, which are estimated as 0.62 and 0.51, respectively. The
results imply that the deformation at both two points is highly
correlated with the precipitation, which quantitively supports the
rationality of the above discussion.

To intuitively show the detailed temporal variations for the
subsidence compared with the results generated by the lin-
ear velocity model, the deformation over area F (marked in
Fig. 13) was extracted and enlarged, which is shown in Fig. 19.
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Fig. 18. Time-series deformation at feature point E (with reference to January 1, 2015; X-axis represents the dates of SAR acquisitions; Y-axis represents the
InSAR-generated deformation; PCM: Poisson curve model; LM: linear model; CPM: cubic polynomial model).

Fig. 19. Enlarged deformations over area F with a comparison to that of the
linear velocity model.

From the spatial distribution of colors in the figure, the time-
series deformation derived by the Poisson curve has a relatively
higher variation compared with that obtained with the linear
model, indicating that the Poisson model can better extract the
nonlinear deformation component and describe the uplift phe-
nomenon of the soft soil in the study area. Combining Figs. 17
and 18, we can see that the recoveries related to the precipitation
(marked with blue arrows in Fig. 13; from May 2015 to August
2015 and from July 2016 to October 2016), which were hidden
in the linear velocity results, could be better detected by the
proposed method.

D. Accuracy Validation

The degree of ill-condition or singularity for the matrix Gk in
(7) can influence the estimation precision for the unknown pa-
rameters significantly. To test the effectiveness of GARN during
the iterative process, 2567 high-coherence points were extracted

Fig. 20. Statistical curves of condition numbers for the two methods (X-axis
represents the ranges of the condition numbers and Y-axis represents the fre-
quency of the points). (a) Newton iterative algorithm. (b) RN iterative algorithm.

to test the degree of ill-condition for Gk. As introduced in [43],
the condition number for a matrix can reflect the ill-condition
degree effectively. If the condition number is high, the matrix
is ill; if the condition number is low (close to 1), the matrix
can be treated as healthy. Consequently, the condition number
at each coherence point before (for singular Gk) and after (for
Gk + αkI instead) regularization and the statistic curves over
all the points are shown in Fig. 20. As can be seen from
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Fig. 21. STDs of HP-deformation comparison of 22 SAR images (LM: linear model; CPM: cubic polynomial model; PCM: Poisson curve model).

Fig. 22. Time-series deformation results compared with leveling measurements on benchmarks. (a) BM1 in Fig. 9. (b) BM2.

the figure that the points with condition numbers higher than
600 account for 90.3% (2319) of the ordinary Newton iterative
algorithm, while points with condition numbers lower than 5
after GARN processing account for 78.7% (2021). Obviously,
the RN iterative processing can improve the ill-condition of the
iterative matrix Gk.

According to the article presented in [44], the magnitude
of the HP-deformation component can reflect the degree of
fitting accuracy of the model. The smaller the HP-deformation
component is, the higher the modeling accuracy is. The HP
deformation of each interferogram obtained through the Pois-
son curve combined with GARN was compared with that of
the linear velocity model. Fig. 21 shows a comparison of
the HP-deformation overall high-coherence points for each

interferogram. As shown in Fig. 21, all the HP deformations were
lower than 6 mm. For all the interferograms, the HP deformation
generated by the Poisson curve was±2.4 mm less than that of the
linear model, indicating that the Poisson curve is more suitable
for the time-series deformation in the test area. The standard
deviations (STDs) of the HP deformation were ±3.4 mm of
the linear model and ±4.0 mm of the cubic polynomial. The
accuracy of our method was with an improvement of 29.4%
compared with the linear model.

In addition, we collected the leveling measurements at two
leveling points in the test highway. The locations of the two
Benchmarks are shown in Fig. 13 (BM1 and BM2), which are
mainly distributed near the Anlite Bridge. The temporal span
of the leveling measurements was from June 2014 to August
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TABLE II
RMSE COMPARISON OF THE BENCHMARKS IN FIG. 9

Unit: mm.

2015. To carry out the accurate comparison, we transferred
the generated LOS deformation into vertical displacement ac-
cording to the equation SLOS = Sv cos θ and extracted the six
dates of the measurement data that spanned the same period
with our SAR acquisition dates. The total reference point of
leveling and all the SBAS processing methods were the same
pixel, which was selected according to our in situ investigation
and registered deformation material collection. The comparison
results are shown in Fig. 22. As shown in the figure, the blue
diamond block represents the deformation results of the linear
velocity model and the green circle represents the results of the
Poisson curve model combined with GARN. It can be seen from
the comparison results that the Poisson curve model shows better
consistency with the leveling measurements. Table II presents
the quantitative comparison results of the RMSE on the bench-
marks. According to our calculation, the RMSE of the linear
model was ±6.2 mm, while the Poisson curve with the GARN
algorithm was ±2.0 mm, with an improvement of about 67%.

V. CONCLUSION

In this article, an advanced InSAR approach for soft clay
highway deformation monitoring was proposed. In the approach,
both the InSAR deformation model and the parameter estimation
algorithm were improved. The improved InSAR deformation
model was based on the Poisson Curve, which considers the
characteristics of the temporal physical deformation evolution of
the soft clay. The improved algorithm for the unknown parameter
estimation is based on a GARN algorithm, which can estimate
the model parameters considering both the advantages of the GA
and the RN iterative algorithm combinedly. The results of the
simulation showed that under certain noise levels, the GARN-
generated parameters (maximum subsidenceW0, Poisson shape
parameters a and b, linear velocity v, and elevation corrections
Δh) showed better coincidence with the true values compared
with that of singular GA. In the real data experiment, a sketch of
Lungui Highway in Foshan, Guangdong Province, was selected
as the test area. With the use of 23 TerraSAR-X-band high-
resolution images, the time-series deformation from January 1,
2015 to January 18, 2017 was retrieved. The experimental results
showed that the total derived surface deformation was generally
fast subsidence at the beginning and then a slower trend reaching
a stable state, with the maximum accumulative subsidence of
85 mm. Three uplifts, which were suggested related to the
increment of precipitation, were detected with the maximum
recovery of 18 mm.

To evaluate the accuracy of the obtained results generated by
our method, the STDs of HP deformation were calculated, and
the results showed that the STDs generated by our method were
reduced by 23% compared with the traditional SBAS-InSAR

based on the linear velocity model. The external accuracy for the
highway was evaluated by the in situ leveling measurements, and
the average RMSE of our results was estimated as±2.0 mm, with
an improvement of 67% compared with the traditional SBAS-
InSAR-generated results, indicating the greater reliability and
feasibility of our methods over the soft clay area.
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