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Overview of Underwater Transmission
Characteristics of Oceanic LiDAR

Guoqing Zhou, Senior Member, IEEE, Chenyang Li , Dianjun Zhang, Dequan Liu , Xiang Zhou, and Jie Zhan

Abstract—Oceanic LiDAR (hereafter referred to as O-LiDAR) is
an important remote sensing device for measuring the near-coastal
water depth and for studying the optical properties of water bodies.
With the commercialization of LiDAR, the theoretical research
on the underwater transmission characteristics of LiDAR has
been intensified worldwide. Primary research interests include the
simulation and modeling of LiDAR underwater echo signals and
the inversion of optical parameters using LiDAR water echo signals.
This article provides an overview of the principle of LiDAR echo
signal formation, and comprehensively summarizes the LiDAR
echo signal simulation modeling methods and the corresponding
factors that affect modeling accuracy by focusing on the character-
istics of different methods. We found that the current simulation
methods of LiDAR underwater transmission echo signals primar-
ily include an analytical method based on the radiation transfer
equation and a statistical method based on the Monte Carlo (MC)
model. The radiation transport equation needs to be appropriately
simplified using the analytical method, usually using the quasi-
single-small-angle approximation principle. The analytical method
has high calculation efficiency but its accuracy is dependent to
the quasi-single small-angle approximation. The statistical method
can analyze the influence of various factors on echo signals by
controlling the variables, but it has poor calculation efficiency.
Finally, the semianalytical MC model was used to quantitatively
analyze the three main factors (LiDAR system parameters, water
body optical parameters, and environmental parameters) affecting
underwater LiDAR transmission characteristics, and summarizes
the mechanism and results of different factors.

Index Terms—Oceanic LiDAR (O-LiDAR), echo signal
simulation method, analytical method, Monte Carlo (MC).
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I. INTRODUCTION

S INCE the establishment of the first system in the 1960s,
research on laser bathymetry technology has been exten-

sively funded by governments and other institutions worldwide
(e.g., the USA, Canada, Australia, Sweden, Austria, and China).
After the initial, developmental, and commercial stages in the
1960s–1980s, 1980s–1990s, and 1990s–2000s, respectively, the
current mainstream international airborne LiDAR bathymetric
system entered the stage of full commercialization [1]. O-
LiDAR technology is an important component of optical remote
sensing technology that compensates for the shortcomings of
passive aquatic remote sensing and conveniently obtains ocean
hydrographic, bathymetric, and seafloor topographic informa-
tion because of its rich piggyback platform, independence on
day and night environments, ability to obtain information on the
vertical distribution of seawater optical parameters, and mea-
surement accuracy meeting IHO Class I standards. O-LiDAR
is widely used in military and civil fields for underwater com-
munication [2], underwater topography mapping [3], [4], hy-
drographic parameter telemetry [5], and marine environmental
pollution monitoring. LiDAR technology has achieved substan-
tial advancement in the field of high-resolution optical remote
sensing [6]–[8]. Further development of the technology in the
field of ocean exploration would improve the marine optical
remote sensing three-dimensional observation network and help
solve the increasingly prominent development problems of ma-
rine environmental protection, marine resource development,
and maritime right maintenance [9]–[12], [84].

When a laser is transmitted in a water body, the energy is
markedly attenuated by the absorption and scattering of water
molecules and suspended particles, thus shifting the transmitted
beam and expanding the spot. The study of laser transmission
characteristics in water bodies and quantitative analysis of the
beam energy attenuation law provide fundamental theoretical
support for the accurate establishment of LiDAR bathymetric
equations, the establishment of signal attenuation models for
each transmission process, the simulation of LiDAR echo sig-
nals, and the study of echo signal processing methods that are
key to the development of future-oriented O-LiDAR systems.
Current international O-LiDAR system research and develop-
ment teams have conducted in-depth research on the character-
istics of underwater laser transmission to achieve high-precision
ocean exploration. In this article, we present a detailed overview
and comprehensive analysis of the research results of the last 50
years in the field of laser underwater transmission characteris-
tics worldwide. The purposes of this review are to provide an
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improved understanding of the laser underwater transmission
characteristics of O-LiDAR systems.

II. REVIEW OF O-LIDAR LASER UNDERWATER TRANSMISSION

CHARACTERISTICS STUDY

As early as 1957, Hulst and Twersky [13] proposed the theory
of small particle scattering, laying the foundation of radiative
transfer theory in light scattering-related research. In 1968,
Hickman and Hogg [14] at Syracuse University developed the
first laser seawater depth measurement system, conducted the
first feasibility study of laser underwater bathymetry measure-
ment technology, and provided a theoretical basis for using laser
sounding technology. Since then, the U.S. Navy has focused
on the characteristics of laser underwater transmission and the
prospect of underwater laser applications. Teams used research
by Duntley [15] to study underwater laser transmission, ushering
in a second decade of research programs (from 1958 to 1966)
based on the theoretical basis of the first decade of research.
The initial phase (1958–1960) primarily included analysis of the
radiation transmission pattern of underwater conventional light
source illumination. Because of the unavailability of underwa-
ter lasers, researchers used incandescent underwater projectors
from 1961 to 1964 to analyze the underwater transmission
patterns of collimated beams produced by projectors. From 1964
to 1966, Duntley [15] conducted underwater laser experiments
using an RCA laser in Lake Winnipesaukee on Diamond Island
to reduce the cost and difficulties of sea-based experiments, to
understand the principles of light transmission in water, and to
refine experimental techniques. The transmission experiments
during this period showed that the power of the scattered ra-
diation from the collimated beam depended on the volume
attenuation coefficient ratio. In 1965, Preisendorfer et al. [16]
outlined how Maxwell’s equations could be converted to obtain
the radiation transport equation (RTE) applicable to the principle
of radiation interaction inside a medium. This article that solved
RTE using the invariant embedding theory and other analytical
methods, represents a framework for elucidating the internal
structure of radiative transfer theory. In 1966, Sorenson et al.
[17] obtained an empirical formula for point diffusion function
but did not provide a method for establishing the formula. The
part of the formula consists of 12 parameters, obtained by fitting,
with no obvious physical significance. In the late 1960s, Plass,
Kattanwar, Collins, and others [18]–[20] invoked the standard
Monte Carlo (MC) method in the study of light scattering;
the method gradually became one of the most common in
light scattering studies. In 1968, Plass and Kattawar [18] first
introduced the MC method for radiative transfer modeling to
simulate solar transport and backscattering in the atmosphere
and seawater. Subsequently, Bruscaglioni, Starkov, Winker, and
Poole [21]–[24] developed effective MC models.

In the 1970s, Arnush [29] obtained a formula for beam dif-
fusion function for artificial seawater by studying the optical
radiation transmission properties of lasers under Mie scattering
conditions using 17 fitted parameters interpolated in the 10-year
research results of laser underwater transmission. Empirical

equations of off-axis irradiance were established to obtain ap-
proximate analytical values of the optical field for laser trans-
mission in seawater to facilitate the study of the transmission
performance of underwater laser systems in other types of water
and at other wavelengths. In 1972, Pelzold [26] obtained the
scattering phase function in water by external field empirical
measurements and found that the scattered light energy of laser
transmission in water is primarily concentrated in the forward
direction with a symmetric trend; additionally, the probability
of backward scattering near 180° was basically zero. In the
same year, Yura [27] studied the principle of small-angle scat-
tering from seawater. In 1972, D. Arnush [29] used the forward
scattering properties of scattering media (e.g., the atmosphere
and seawater) and obtained the forward scattering characteris-
tic medium radiation transmission equation by simplifying the
classical radiation transmission equation to establish a mathe-
matical model of multiple forward scattering with small-angle
approximation. In 1977, Acquista and Anderson [42] derived
the RTE from the laws of quantum electrodynamics. In 1978,
Stotts [30] introduced a formula for pulse time expansion in
multiple scattering media with forward scattering properties.
In the same year, Lutomirski [31] used radiative transfer and
Green’s function to determine the relationship between the depth
and spatial distribution of radiation.

In 1981, Fante [32] rigorously derived the RTE equations
using Maxwell’s equations. 1981, Poole et al. [33] improved
the conventional MC to semianalytic MC simulation by intro-
ducing a stochastic process and statistical estimation method to
calculate the probability of the photon returning directly to the
receiver after each occurrence of scattering, reducing the statisti-
cal uncertainty of the data. They established the O-LiDAR semi-
analytic MC simulation model SALMON, which is much more
computationally efficient than the conventional MC method. In
1982, SALMON was experimentally validated in the laboratory
[34]; the performance of fluorescence LiDAR based on Raman
correction was evaluated using this model. In 1982, Gordon [35]
used the SALMON model to analyze the effect of multiple scat-
tering on the effective attenuation coefficient and the backscatter
coefficient of airborne O-LiDAR. The relationship among the
effective attenuation coefficient of LiDAR, the parameters of
the LiDAR system, and the parameters of the optical properties
of the water body were analyzed. Further, researchers proposed
that the LiDAR attenuation coefficient is closely related to the
field of view, the size of which corresponds to the variation of the
effective attenuation coefficient between the beam attenuation
coefficient and the diffuse attenuation coefficient—which is
still widely used in O-LiDAR signal inversion. In 1982, Baker
and Smith [36] developed a bio-optical model that was used
to establish the relationship between the optical properties of
near-surface seawater and its biological content, to provide a
quantitative description of the intrinsic and apparent optical
properties, and to establish the relationship between the apparent
and intrinsic optical properties and the inversion algorithm. In
1986, Stamnes [37] used the Boltzmann equation to derive the
RTE equation from the concept of photons. In 1987, Mobley [38]
derived the intuitive and mathematically simple RTE equation,
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which has physical significance. In 1989, Gordon [39] used
the Lambert-Beer law as a theoretical model for simulating
underwater optical transmission.

In 1995, Wang et al. [40] developed the MC model MCML
for the radiative transfer of light in a layered medium us-
ing C. The model completely simulated the process of light
beam incidence on a body of water until the photon leaves
the water or is absorbed, recording the reflection and trans-
mission process of photons in water. In 1997, Katsev et al.
[41]. derived the LiDAR equation in Fourier space, which
has a very intuitive physical meaning. In 1999, Walker and
McLean [43] used small-angle approximation to derive a Li-
DAR equation applicable to homogeneous water bodies. In
1998, Krekov et al. [44] used the MC method to study the
O-LiDAR signal characteristics for the detection of stratified
water bodies.

In 2004, Gimond [45] wrote the AOMC aquatic optical MC
model using the Fortran language. The AOMC model simulates
the propagation of light in an optically shallow, vertically in-
homogeneous aquatic medium. In 2003 and 2008, Kopilevich
et al. [46], [93] derived the mathematical model of returned
O-LiDAR signals developed by Dolin and Levin et al. The
model was proposed based on an analytical solution of the RTE
in seawater using the small-angle scattering approximation. In
2012, Abdallah et al. [47] used the underwater radiative transfer
model to fully consider the entire process of laser bathymet-
ric transmission. Their expressions include instantaneous echo
power at the water surface, instantaneous echo power in the
water body, instantaneous echo power at the bottom of the water,
background noise power, and internal noise power inside the
instrument to establish the airborne laser bathymetric LiDAR
equations for the Wa-LiD model. In 2016, Kim et al. [50] used
Green’s function, optical reciprocity theorem, and small-angle
approximation theory to derive the general LiDAR equation. The
equation is solved by the Fourier transform method to obtain
the radiation distribution of the RTE, and the derived LiDAR
equation is used for CZMIL laser echo signal modeling. In
2020, Liu et al. [49] combined an MC simulation with LiDAR
outfield experiments to demonstrate the MC LiDAR calibration
potential and introduce the MC method into the O-LiDAR
experimental validation study. In 2021, Mayesffer et al. [48]
used the MC method to simulate photon transmission through a
turbid medium by Mie scattering.

Summarizing more than 50 years of literature related to laser
underwater transmission characteristics to quantitatively study
the energy attenuation law and light field distribution character-
istics of laser transmission in water reveals an emphasis on the
following research aspects.

1) Principle of underwater transmission echo signal forma-
tion.

2) Simulation model building study of LiDAR underwater
echo signals.

3) Quantitative analysis of the effects of different factors on
echo signals.

We later present a more detailed review and analysis of the
three research directions.

Fig. 1. Detection schematic diagram of O-LiDAR, (a) Laser transmission.
(b) Echo signal generation.

III. BASIC PRINCIPLE OF LIDAR ECHO SIGNAL FORMATION

When O-LiDAR detects seawater, the emitter emits a col-
limated blue-green laser pulse with high energy, narrow pulse
width and high beam quality that passes through the atmosphere
and the air-water interface through the downward channel and
is transmitted underwater to the target. During this process, the
laser is reflected, transmitted, scattered and absorbed by the
water surface and water body, and then is reflected by the bottom
target. The reflected laser pulse signal reaches the laser receiver
through the uplink channel in the opposite direction, and the
receiver stores the echo signal. Fig. 1(a) shows a schematic
diagram of the transmission. The transmission of the laser pulse
through the entire link produces a series of linear and nonlinear
effects and leads to the formation of a complex functional
relationship between the transmitted pulse energy, the received
energy, and the laser transmission time. Fig. 1(b) shows the
laser LiDAR echo signal; the abscissa is the detection depth,
the ordinate is the echo signal. The echo signals at 1-2, 2-3,
3-4 of Fig. 1(b) come from the reflection or backscattering of
signals from water surface, water body, bottom and phytoplank-
ton respectively. In Sections II and III, the laser is attenuated
by the absorption and scattering of the water body in seawater.
The focus of this overview and analysis is on sections II and
III of Fig. 1(b). Analyzing the phase, frequency, amplitude, and
polarization of the echo signal after laser transmission inverts the
optical characteristics of the detected target to obtain the surface
state, composition, material concentration, and spatial distribu-
tion characteristics of the object and the profile distribution of
different ocean parameters.

When the laser is transmitted in water, the echo power of each
part received by the receiver can be regarded as the convolution



ZHOU et al.: OVERVIEW OF UNDERWATER TRANSMISSION CHARACTERISTICS OF OCEANIC LiDAR 8147

of the echo signal of each part of the LiDAR and the system
response w. When considering only the outgoing laser wave-
form, the system response changes with time approximately as
a Gaussian distribution. The echo power Pc(t) of the water body
can be expressed as [47]

⎧⎪⎨
⎪⎩

Pc(t) =
∫
w(tc)P (z)dz

w(tc) =
2
T0

√
ln 2
π exp

[
−4 ln 2 (t−tc)

2

T 2
0

]
tc =

2H
v + 2nz

v

(1)

where tc is the two-way time delay between the detector and the
water body, H is the working height of the LiDAR, T0 is the full
width at half height of Gaussian distribution, and P (z) is the
water body LiDAR equation.

When O-LiDAR laser propagates underwater, the general
LiDAR equationP (z)of backward elastic scattering of the water
body can be expressed as [54], [56]

P (z) =
P0ArηO(z)T (1− ls)

2

(nH + z)2
vΔt

2n
(βp

z (z)

+ βw
z (z)) exp

[
−2

∫ z

0

(ap(z′) + aw(z′))dz′
]

(2)

where P0 is the average power of the initially emitted laser
pulse, Ar is the receiving aperture area, η is the photoelectric
conversion efficiency of the detector (determined by the type
of material of the photodetector), O(z) = At

Al
is the overlap

coefficient of the detection targets (between 0 and 1, which
mainly affects atmospheric signals);At is the illuminated area of
the target,Al is the spot area,n is the refractive index of seawater;
H is the height of the aircraft from the sea surface, z is the water
depth, ls is the Fresnel Reflection coefficient (the value is usually
0.02 for a perpendicularly incident laser on the sea surface); T is
the transmittance of the receiving aperture, v is the propagation
speed of light in vacuum, βπ(z) = βp

π(z) + βw
π (z) is the phase

function of the 180° scattering angle, α(z′) = αp(z′) + αw(z′)
is the effective attenuation coefficient of LiDAR, and the super-
scripts p and w are expressed as suspended solids and pure water
in the water body, respectively.

IV. LIDAR ECHO SIGNAL SIMULATION METHOD

LiDAR experts and scholars worldwide use two principal
research methods.

1) Field experiment method [15].
2) Theoretical simulation method [57].
The selection of the field experiment method was primarily

concentrated in the 1960s and 1970s. A theoretical simulation
method had not yet been developed. Therefore, the energy
value of the laser at different water depths was measured by
instruments through a field experiment method; the underwa-
ter beam transmission characteristic curve with special optical
characteristics was obtained by fitting. The advantage of the field
experiment method is that the measurement results are intuitive
and conform to the actual physical process of beam transmission.
The principal disadvantage is the high cost of field experiments.
Accurately controlling the single variable condition of a water

environment not conducive to quantitative analysis of the in-
fluencing factors of energy attenuation of lasers transmitted in
water is difficult. In the late 1970s, the establishment and solution
methods of the numerical model of radiation theory became
increasingly perfect. In the 1980s, the theory of echo signal
simulation matured with the establishment of the semianalytical
MC method.

According to the differences established by the models, the
theoretical simulation methods include the following.

1) Maxwell equation theoretical model based on photon
wave characteristics [16], [51].

2) Stochastic model [28], [58].
3) Theoretical model of radiative transfer equation based on

photon particle characteristics [52], [53].
4) Diffusion approximation theory [62].
5) MC simulation model based on statistical methods [33],

[59].
Since the early 1960s, the RTE and MC models have been

the mainstream LiDAR echo signal simulation models. The
two models adapt to different environmental conditions, have
corresponding advantages and disadvantages, cannot replace
each other, and have been simultaneously developed since their
establishment.

A. Radiative Transfer Equation Model

The RTE was established based on the particle characteristics
of light and satisfies the law of conservation of energy while
ignoring the wave effect of light. The RTE is primarily suitable
for describing the propagation of light in a medium where the dis-
tance between particles is much larger than the wavelength of the
light source. The radiative transfer theory efficiently simulates
multiple LiDAR scattering echo signals. The RTE consists of a
variety of independent variables, and the formula is a complex
calculus equation. A direct solution needs to assume a variety
of ideal conditions, such as homologous optical characteristics
of the water body, a horizontal sea level, the sun as a point
source in a dark sky, lack of an internal source, and single
scattering of photons. The approximate solution of the equation
is obtained by simplifying the transmission equation. Therefore,
in recent years, research on radiative transfer equation models
has primarily focused on the solution method of the radiative
transfer equation. Commonly used methods to solve the radiative
transfer equation include the following.

1) Invariant imbedding method [60], [61].
2) Discrete coordinate method [63], [67].
3) Spherical harmonic expansion [68].
Their respective characteristics primarily include the

following.
1) Invariant imbedding method: In 1988, Preisendorfer and

Mobley [60], [61] established the invariant imbedding
method (II method), which was transformed into the Ric-
cati differential equation on radiance L by Fourier analysis
and invariant imbedding theory to obtain the numerical
solution.

Algorithm features [57] the following.
a) Highly mathematical analysis.
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b) Difficult to program.
c) Only solves a 1-D problem (1-D refers to depth informa-

tion).
d) Including multiple scattering.
e) No statistical error in the radiation result.
f) Fast running speed (running time increases linearly with

depth).
g) Most extensively applied method for solving the radiation

equation of water bodies.
Advantages include the high computational efficiency and

the ease of obtaining accurate radiation distribution for large
depths because the calculation time is a linear function of
depth. The calculation time depends only slightly on the scat-
tering attenuation ratio, surface boundary conditions, and water
stratification.

Application: In 1995, Mobley [69] used the invariant imbed-
ding method to compile and establish the Hydrolight radiative
transfer model in Fortran to solve the radiative transfer equation
to obtain the radiance changes with water depth, zenith angle,
azimuth angle, wavelength, and other distributions; additionally,
they obtained the radiation distribution and spectral intensity
independent of time inside and outside the water body in any
plane.

2) Discrete Ordinate Method: In 1994, Jin and Stamnes [63]
used the discrete ordinate method to solve the problem
of radiation transmission between systems with different
refractive indices. The method is often used to analyze
the steady-state radiative transfer equation of a laser in
an atmosphere-ocean coupling transmission system and
transforms the integrodifferential equation into a coupled
ordinary differential equation solved by the discrete ordi-
nate method.

Characteristics of the discrete ordinate method [57] are as
follows.

a) The calculation speed is directly proportional to the num-
ber of horizontal layers used to analyze the optical char-
acteristics of oceans.

b) Accurate irradiance can be obtained with only a small data
stream, thus improving the code execution efficiency.

c) Radiation and irradiance can be returned at any optical
depth independent of the calculation level.

d) The method is essentially a matrix eigenvalue-eigenvector
solution from which the corresponding solution is auto-
matically obtained.

e) The inelastic scattering effect is calculated to address
phenomena, such as Raman scattering.

f) The method includes a wind-blown surface to simulate the
basic characteristics of ocean surface roughness.

g) The method cannot deal with the high peak scattering
phase function well and is unsuitable for water with great
IOPs variation with depth.

Application: In 1996, Anderson et al. [70] combined the
principle of solving the radiative transfer equation using the dis-
crete coordinate method and compiled the MODTRAN model in
Fortran language to analyze atmospheric radiative transfer. The
path transmittance, atmospheric emissivity, single (multiple)
scattering solar/lunar emissivity, medium spectral resolution,

and atmospheric transmittance of absorbing substances can be
calculated.

3) Spherical Harmonic Expansion Method: In 1998, Evans
[71] used the spherical harmonic expansion method to
solve the radiative transfer equation. The emissivity and
phase functions can be expanded using the spherical har-
monic function as the basis function. First- and third-order
spherical harmonic expansions are widely used to ap-
proximate the radiation equation. The finite element [72]
and discrete solid angle [63] methods are often used to
complete the calculation for numerical simulation in the
solution process.

Because the radiative transfer equation needs to be approxi-
mately simplified in the solution, the principal solution methods
developed to date include the following.

1) Single scattering approximation: the mainstream approx-
imation method and suitable for optical thin media, such
as in the medical field [52], [73].

2) Asymptotic approximation: suitable for solving the light
field in a thick optical medium [95].

3) Diffusion approximation: usually obtained using the first-
order spherical harmonic expansion approximation. Suit-
able for all identical media [62].

4) Phenomenological equation approximation [25].
5) Small angle approximation: Suitable for medium with

peak forward scattering and medium optical thickness,
such as offshore waters [41], [75].

In marine applications (especially LiDAR near-coast
bathymetry), the principle of small-angle approximation is pre-
ferred. According to this principle, the complex multiple scat-
tering process is simplified into one backward single scattering
and two forward multiple scatterings. Researchers primarily
use the LiDAR equation obtained by Katsev et al. [41] by
Fourier transform when using the precision LiDAR equation
derived from radiation transmission to simulate echo signals.
The equation is expressed as follows:

P (z) = W0
b(z)

4π

V

2

∫
dr

∫
dΩ′

∫
Ω′′βπ(z; |Ω′ −Ω′′|)

× Isrc(z, r,Ω
′)Irecsrc (z, r,Ω

′′) (3)

where W0 is the laser pulse energy, z is the detection depth; V
is the velocity of laser propagation in water; vector r represents
the projection of the scattering surface; and vectors Ω′ and Ω′′

represent the projection of the laser transmission direction on
the scattering surface; b is the scattering coefficient, and βπ is
the 180° backscattering phase function; Isrc and Irecsrc are the
real and virtual powers of the light source and the receiver at the
scattering position, respectively, which describe the change laser
radiation from the exit position to the scattering position and
is approximately a two-stage forward scattering process; βback

describes a single backscattering at a single scattering position.
According to the principle of small-angle approximation, the
probability of backscattering is very small; thus, the forward
scattering coefficient can be approximated as the total scattering
coefficient.
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The advantages and disadvantages of using radiative transfer
equation model to study laser underwater transmission charac-
teristics are summarized as follows.

Advantages: The analytical model quickly and efficiently sim-
ulates multiple LiDAR scattering signals. The LiDAR equation
was derived using the analytical model, which greatly reduces
the complexity and calculation cost of multiple scattering and
greatly improves the calculation efficiency [50].

Disadvantages: When using this analytical method to solve
the radiative transfer equation, some approximations are made to
simplify the complex computation processes; thus, the obtained
analytical solution is usually an approximate solution of the ra-
diative transfer equation, reducing the accuracy of the analytical
model.

B. MC Simulation Model

The MC model is a statistical simulation method based on an
MC algorithm model. The process of laser beam absorption and
scattering by water particles during radiation transmission can be
expressed intuitively. The standard MC simulation assumes that
the propagation path of the laser in water is composed of many
completely random photon tracks. Quantitative analysis of the
basic scattering and absorption characteristics of the medium de-
fines the scattering and absorption probabilities, the probability
of scattering in each direction, and the probability distribution
of the random walk step size; thus, the probability distribution
function of the length and direction of each trajectory segment
can be explained. Furthermore, the integral values of the photons
under different parameter settings are used to calculate physical
quantities of interest, such as the LiDAR echo signals [18]. The
advantage of this method is the greatest overall similarity to
the real LiDAR signal transmission process. However, owing
to the low backscattering probability in the transmission process,
the fixed receiving field angle of the receiver, and the limited
receiving aperture and area of the receiver, only a few simulated
photons meet the receiving conditions. A large statistical error
occurs if the number of simulated photons is insufficient. In
1981, Poole et al. [33] improved the standard MC into a semi-
analytical MC simulation by introducing a stochastic process
and statistical estimation method to calculate the probability of
photons returning directly to the receiver after each scattering,
thus reducing the uncertainty of the data statistics. The semian-
alytical MC simulation model SALMON (established by Poole
et al.) greatly improves the computational efficiency compared
with the standard MC method.

The estimated or expected value of the semianalytical proba-
bility is expressed as [12], [49], [74], [76], [92], [94]

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p(z) = β(θ′,z)
4π

Ar

(H+zi
cosφ )

2 exp(−
∑i

i=1 c(i)d
′)Tsw(i)

i = round( z
Δz )

cos θ′ = uxu
′
1x + uyu

′
1y + uzu

′
1z

u′
1x = − x√

x2+y2+(nH+z)2

u′
1y = − y√

x2+y2+(nH+z)2

u′
1z = −
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where p(z) is the received probability signal at depth z; i
is the layer index; Δz is the thickness of each divided layer;
β(θ′, z) is assumed to be a constant scattering phase function
at a small solid angle ΔΩ at a water depth z; H is the LiDAR
working height; zi is the photon depth in the i-=th layer;Ar is the
detection aperture area; exp(−cd′i) is the probability of photons
scattered to the detector by angle θ′ and no longer interacting

with the medium; d′i = zi/
√

1− (sinϕ/n)2 is the distance of

the current scattering point to the sea surface along �ε′; ϕ is the
incident angle of the laser from the atmosphere to water; n is
the refractive index of seawater; Ts is the Fresnel transmittance
of the air-water interface, and w(i) is the weight of presently
scattered photons. For very small ϕ values, d′i is approximately
the depth of each layer of water, and the transmission distance
is approximately H + zi. Every time scattering occurs, the
expected value E is added to the signal, and the corresponding
photon packet weight decreases accordingly.

Advantages: Semianalytical MC technology is used to sim-
ulate the laser echo signal, and little assumptions are made
regarding the photon radiation process; additionally, the ob-
tained simulation results are highly consistent with the actual
measurement results.

Disadvantages: The calculation efficiency cannot meet the
needs of fast and even real-time calculations in large-scale
simulation systems. Table I shows the characteristic statistics
of the different simulation models of the laser underwater echo
signal.

V. RESEARCH PROGRESS ON O-LIDAR ECHO SIGNAL

MODELING AND ANALYSIS OF KEY FACTORS FOR

OPTICAL PARAMETER

The current numerical models of LiDAR underwater echo sig-
nals are the result of decades of development, range from simple
to complex approximations, and include the general LiDAR sig-
nal simulation model, the LiDAR signal simulation model based
on radiative transfer equation theory, and the LiDAR signal
simulation model based on the MC method. Equations (1)–(4)
express the solution principles. The parameter information in the
analysis formulas (1)–(4) can be summarized qualitatively. The
principal factors affecting the backscattered echo signal under
the action of the water body when the laser is transmitted in
seawater include the following.

The LiDAR system parameters, whose principal influencing
factors are as follows.

1) Launch system-related components
a) Pulse energy

Receiving system related parts
a) Receiving field-of-view (FOV) angle.
b) Receiver aperture.
Emission beam position and attitude
a) LiDAR incidence angle.
1) The water quality optical conditions, whose primary in-

fluencing factors are as follows.
a) Water stratification conditions.
b) Inherent optical properties.



8150 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

TABLE I
CHARACTERISTIC STATISTICS OF DIFFERENT SIMULATION MODELS OF LASER UNDERWATER ECHO SIGNAL

c) The times of photon backward scattering.
2) External environmental conditions, including the primary

influencing factors are as follows.
a) The roughness of the sea surface under driving wind.
b) Underwater bidirectional reflection distribution func-

tion (BRDF) reflection characteristics.
Most O-LiDAR research teams worldwide have conducted

in-depth quantitative studies on the three main influencing fac-
tors for over nearly half a century. The focus is to summarize
and to analyze the effects of LiDAR working height, received
field of view angle, water attenuation coefficient, scattering
phase function, backscattering number, sea surface roughness,
underwater BRDF characteristics, and other factors on the echo
signal.

The MC method is close to the real physical transport pro-
cess of photons and reflects the effect of multiple scattering
on the LiDAR return signal. Therefore, the semianalytic MC
method—proposed by Pool in 1982—is widely used to quantify
the factors affecting the LiDAR echo signal [12], [34], [55], [59].

The factors that can be analyzed using this method include
LiDAR system parameters, water quality optical conditions,
and external environmental conditions. The system parameters
and water optics parameters are primarily determined using the
control variable method. During the simulation, the effect of the
change in the parameter condition on the laser echo signal can be
obtained by changing the size of a parameter in Equation (4) and
leaving the other selected parameters unchanged. Quantitative
analysis of the effect of the external environment was achieved
by optimizing and improving the semianalytic MC boundary
judgment conditions. For example, wind-driven changes must
be set to the transmission rate of different sea surface roughness
values to determine the quality of atmospheric photons passing
through water. When the photon reaches the bottom of the water,
the conditions must be set according to the reflectivity of the
bottom of the water to determine the changes in photon energy
and orientation after reflection. When the photon transmission
reaches the transmission boundary, the conditions are set by
the field of view angle size, receiver aperture size, and other
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Fig. 2. Semianalytical MC simulation results of echo signals at different FOVs.

parameters to determine whether the photon is within the field
of view. The photon then continues transmitting or is declared
dead. The number of times the photon is scattered can be set
directly in the program, and the change in the return signal under
different scattering times can be analyzed.

At present, MC model has widely been used to study the
influence of different factors on laser underwater transmission
characteristics, for instance [12], [49], [74], [76], [92], [94].
This article refers to the design steps of the semianalytical
MC program in [12], [49], [74], [76], [92], [94] to design the
semianalytical MC simulation program. When the wavelength
is a constant, the energy of the laser pulse is proportional to the
number of photons. However, the energy of laser exponentially
decays in the water, increasing the laser power, or increasing
the number of photons, can increase the ability of measuring
depth, but not much. On the other hand, increasing the laser
power will increases the power consumption, which affects
the measurement time [96]. Semianalytical MC model takes
the laser as a huge photon packet, and the number of photons
determines the accuracy of simulation results. The number of
photons is usually set to approximate 105∼107 [33], [76], so,
the number of the simulated photons in this article defaults
to 106.

A. LiDAR System Parameters

1) Effect of Receiver FOV Size on the LiDAR Echo Signal: In
this section, the influence of the FOV on the LiDAR underwater
echo signal is analyzed using a semianalytical MC model. Fig. 2
shows the simulation results.

The analysis in Fig. 2 shows that the difference in echo signal
values obtained by quantization experiments with three different
field angles of view (10, 50, and 150 mrad) is different. The
signals obtained above 5 m are almost consistent under clean
ocean water quality conditions. The echo simulation results

Fig. 3 . Semianalytical MC simulation results of echo signals at different
working heights.

obtained from the 50 and 150 mrad FOVs are consistent with
the increase in depth. The attenuation rate of the simulated echo
signal decreases as the ∗FOV increases, primarily because the
receiver receives multiple scattering echo signals underwater.
The experimental results are consistent with the conclusions
obtained in [12].

2) Effect of LiDAR Working Height on the LiDAR Echo
Signal: In this section, semianalytical MC is used to analyze
the influence of LiDAR working height on LiDAR underwater
echo signals. Analysis of the simulation results shows that the
attenuation rate of the underwater echo signal of the LiDAR
decreases with increasing height for LiDAR set at 15, 150, and
10000 m from the water surface (see Fig. 3). This is primarily
because the range of received photons corresponding to the field
of view angle increases as the height increases; additionally,
the number of photons received is greater than that at low
working heights. The experimental results are consistent with
the conclusions in [12].

B. Water Quality Optical Conditions

The effect of the water quality parameters is generally more
important than the effect of LiDAR system parameters (espe-
cially the water attenuation coefficient, the single scattering
albedo scattering phase function, and stratified water) for an-
alyzing the effect of laser echo signal using the semianalytical
MC method.

1) Effect of the Attenuation Coefficient (Homogeneous
Water) on the LiDAR Echo Signal: Analyses of the effect of
water quality parameters usually use three typical water body
optical experimental parameters proposed by Petzold in 1972
[12], [49]. Most experiments show that clean water laser trans-
mission is closer to the quasi-single scattering model, whereas
the laser under port water quality is bound to undergo multiple
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Fig. 4. Semianalytical MC echo signal simulation results under different
attenuation coefficients.

scattering. Larger effective attenuation coefficients of seawater
lead to a more significant pulse time expansion.

In this section, a semianalytical MC program is used to
simulate the underwater LiDAR echo signals under three typical
water conditions. Fig. 4 present the results. The analysis shows
that the attenuation rate of the echo signal increases sharply as
the water turbidity increases. The laser transmits more than 35 m
in ocean clean seawater under the conventional dynamic range
of four orders of magnitude. The transmission distance was less
than 20 m in coastal seawater. The transport distance in turbid
port water was approximately 5 m. Water quality conditions
have the most significant influence on laser transmission of the
discussed parameters.

2) Effect of Single Scattering Albedo on the LiDAR Echo
Signal: The laser echo signal is affected by the single scattering
albedo when the attenuation coefficients of the water bodies are
equal. In this section assuming that the attenuation coefficients
of water bodies are all 0.151m-1. The influence of different single
scattering albedos on laser underwater echo signals is analyzed
for single-scattering albedos of 0.3, 0.5, and 0.7. Fig. 5 shows
the experimental results.

The size of the single scattering albedo determines the pro-
portional relationship between the absorption coefficient and
the scattering coefficient. Smaller single scattering albedos
of a water body lead to larger absorption coefficients, which
increase in absorption and quicken return signal attenuation.
The experimental results are consistent with the conclusions in
reference [76].

3) Effect of the Scattering Phase Function on the LiDAR
Echo Signal: The effect of the scattering phase function on
the echo signal and the attenuation coefficient are crucial water
column factors. Comparison experiments on the average particle
phase function established by Petzold in 1971 through actual

Fig. 5. Simulation echo signal results for different single scattering albedos.

measurements have continued uninterrupted since the 1970s
[77]–[81]. The selection of the scattering phase function is
related to many factors, including water turbidity, suspended
particle size and distribution characteristics, the shape of the
scattering phase function (which directly affects the determina-
tion of the photon scattering angle), and the photon backward
scattering process. Therefore, in the process of scattering phase
function research, phase functions are often designed close to
the Petzold average particle phase function shape and require a
flexible scattering angle solution method. For example, in 1994,
Fournier and Forand [79] established that a shape of the FF phase
function closer to the Petzold phase function than the HG phase
function obtained by Kattawar [77] in 1975. However, solving
the scattering angle for the phase function is difficult. In 2018,
Chen et al. [76] established a look-up table method instead of
the FF phase function, greatly simplifying the process of solving
the scattering angle and improving the computational efficiency
of the algorithm.

In this section, the HG phase function, FF phase function,
and Petzold phase function are used to simulate the influence
of different photon scattering characteristics on LiDAR echo
signals for underwater laser transmission. Fig. 6(a) shows that
the normalized echo signals obtained by using three phase
functions have good consistency. Fig. 6(b) shows that for g =
0.9247, the results obtained by the FF phase function are more
consistent with those obtained by the Petzold phase function
than those obtained by the HG phase function. Therefore, the
phase function is the FF phase function when the semianalytical
MC program is used to quantitatively analyze the influence of
different factors on the underwater LiDAR echo signal. The
experimental results are consistent with the conclusions in [92].

4) Effect of Backscattering Times (Multiple Scattering) on
the LiDAR Echo Signal: Since the 1980s, the study of multiple
scattering mechanisms has become a global research hotspot.
The mainstream single-scattering approximation model can no
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Fig. 6. Simulation results of echo signals under different scattering phase
functions. (a) Normalized signal. (b) Nonnormalized signal

longer obtain an accurate echo model in a complex water envi-
ronment. The influencing factors of multiple scattering include
LiDAR system parameters and the optical characteristics of the
water body. Therefore, studying the effect of multiple scattering
on underwater laser transmission can comprehensively analyze
the transmission characteristics. MC simulations are primar-
ily used as research methods [12], [49], [76]. For example,
Chen et al. [94] simulated the echo signal using the semian-
alytical MC method. The single, secondary, tertiary, and higher
degrees were simulated.

In this section, a semianalytical MC program is used to
simulate the influence of different backscattering times on the
underwater transmission of a LiDAR echo signal in three typical
water bodies. Fig. 7 presents the results. The analysis shows
little difference between the results of multiple and single scat-
tering in clean water conditions. However, in turbid water, the
attenuation rate of multiple scattering echo signals is smaller
than that of single-scattering echo signals. Thus, the principle of
the widely used “single backscattering approximation” is satis-
fied in clean water when the laser propagates underwater. The
scattering coefficient of turbid water increases, making photons
more prone to multiple backscattering. Therefore, the single
scattering approximation theory cannot be used in underwater
LiDAR transmission experiments in coastal waters; however, the
influencing factors of multiple scattering must be considered.

5) Effect of Stratified Water on LiDAR Echo Signal: In the
above analysis of the influence of different factors on the laser
echo signal underwater transmission assumed homogeneous
water quality parameters in the vertical direction.

The changing vertical profile concentrations of the phyto-
plankton layer and the profile of the water attenuation coefficient
are affected by the density distribution of suspended matter and

Fig. 7. Simulation results of echo signals under different scattering times.

turbulence in the coastal water body. The key to analyzing the
effect of stratified water on echo signals using the MC method
is to establish a functional model of the water attenuation coef-
ficient with depth change. For example, the bio-optical model
[36] from 1982 represents the change in the water attenuation
coefficient under the effect of chlorophyll concentration with
depth change. Therefore, in the 1980s, the relationship between
chlorophyll concentration and the water attenuation coefficient
was deeply studied. In 1983, Lewis et al. [82] first used a
Gaussian distribution function to express the distribution law
of chlorophyll concentration with water depth. In 1991, Morel
[91] introduced an analytical relationship between the absorp-
tion coefficient, the scattering coefficient, and the chlorophyll
concentration distribution in case 1 water. This relationship is
widely used to determine the attenuation coefficients of stratified
water [74]. Researchers have since quantitatively analyzed the
effect of the chlorophyll concentration and water attenuation
coefficient function on laser underwater transmission using an
echo signal simulation model. In 1992, Gordon [83] used a MC
numerical model to analyze stratified water according to the
vertical structure of chlorophyll. In 2019, Chen et al. [94] used
a semianalytical MC method to simulate the LiDAR echo signals
of a laser in homologous and stratified water. In the simulation, a
Gaussian phytoplankton distribution model was used to simulate
the distribution change in chlorophyll concentration with depth.

This section uses the bio-optical model in [74] and the semi-
analytical MC program to simulate the echo signals transmitted
by the laser in heterogeneous water under different chlorophyll
concentration distribution center depths (5, 10, 15, and 25 m).
Fig. 8 shows the results. The analysis shows that when the ab-
sorption coefficient and scattering coefficient of the water body
changed with the water body resolution, the echo signal obtained
by simulation will no longer satisfy the exponential decay law.
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Fig. 8. Effect of heterogeneous water body on the echo signal

The laser echo simulation signal will be large fluctuations near
the peak of the chlorophyll a concentration.

C. External Environmental Conditions

1) Effect of Wind-Driven Rough Sea Surface on the LiDAR
Echo Signal: The effect of a rough sea surface on laser trans-
mission can be summarized as an external environmental factor.
In 1954, Cox and Munk [85] studied the relationship between
the mean square value σm of sea surface slope distribution and
wind speed v. Under the effect of wind, waves and bubbles were
generated on the calm sea surface; the relationship between foam
coverage ks and wind speed v can be expressed by the Monahan
function model [86]. According to the sea surface transmittance
as the product of calm and foamy sea surface transmittances,
the change in laser transmittance on the sea surface with the
change in wind speed can be calculated. The theory quantifies the
change in rough sea surface transmittance under different wind
speeds. Therefore, researchers have widely used the MC model
to quantitatively analyze the effect of rough sea surfaces on echo
signals. According to formula (4), the quantitative analysis of
this factor is based on the design of MC boundary conditions.
The transmittance of the sea surface determines the number
of passing photons, which affects echo signal formation. For
example, in 1992, Kargin et al. [87] analyzed the formation
of LiDAR signals affected by wind-driven rough sea surfaces.
In 2005, Kokhanenko [88] used the MC method to analyze
the combined effect of multiple scattering and wind-driven sea
waves on the LiDAR sensing results of upper seawater layers.
The effect of wind-driven waves causes the decay rate of the
singly scattered radiation power to increase with depth. In 2018,
Chen et al. [76] found that laser beam transmittance has a
significant relationship with the incident angle and wind speed.

Fig. 9. Variation of air-sea interface transmittance on a rough sea surface with
different wind speeds. (a) Normalized signal. (b) Nonnormalized signal.

This section uses the analytical relationship between sea sur-
face transmittance and wind speed in [76] and the semianalytical
MC program to simulate the echo signals transmitted by the
laser at six different wind speeds (3, 6, 9, 12, 15, and 18 m/s).
Fig. 9(a) shows that the normalized echo signals obtained by
different wind speeds have good consistency. The analysis in
Fig. 9(b) shows that the change in transmittance has little effect
on the laser underwater echo signal when considering only the
influence of wind speed on the transmittance for wind speeds
below 9 m/s; further, at wind speeds greater than 12 m/s, the
attenuation value of the laser underwater echo signal increases as
the wind speed changes. The experimental results are consistent
with the conclusions in [76]. Additionally, the influence of the
rough sea surface on the underwater laser transmission is related
to the laser incident angle. Chen et al. [76] showed that incident
angles of less than 30° had little effect on the transmittance of
the blue-green laser. Moreover, most of the light is refracted
into the seawater. The transmittance decreases slowly as the
incident angle increases from 30° to 60° and decreases sharply
as the incident angle increases from 60° to 90°. When the
laser is transmitted from seawater to the atmosphere, the laser
transmittance is strongly related to the incident angle and the
wind speed. Because the refractive index of seawater is larger
than that of air, total reflection may occur. The critical angle of
total reflection is approximately 48°, and the transmittance after
total reflection is almost zero. For incident angles of less than
20°, the transmittance is basically unchanged. The transmittance
decreases linearly as the incident angle increases from 20° to 35°
and decreases sharply as the incident angle increases beyond 35°.

2) Effect of Sea Bottom BRDF Characteristics on the LiDAR
Echo Signal: The reflectivity property of water bottom is one of
the boundary conditions in the process of laser propagation in
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Fig. 10. Variation law of the echo signal under different incident angles of
different bottom sediment characteristics [89].

water, and the BRDF property of water bottom determines the
distribution of reflectivity of water bottom. The characteristics
of sea bottom BRDF are also classified as external factors that
correspond to setting boundary conditions in the quantitative
analysis. Setting the water depth requires calculating the change
in photon energy and transmission orientation upon reaching the
underwater boundary according to the sea bottom BRDF char-
acteristics. The widely used design of the sea bottom surface as a
Lambert characteristic surface is inconsistent with actual physi-
cal transmission process. For non-Lambert surfaces, the BRDF
is widely used worldwide to express the reflection characteristics
of the target surface in space for different incident angles. For
example, Zhang et al. [90] measured the BRDF characteristics
of underwater sediment and aquatic plants in 2003 and found
that the BRDF is similar to Lambert characteristics for incident
angles less than 35°. In contrast, significant backscattering in
the zenith angle direction with a brightness value several times
greater than that at other angles increases significantly as the
incident angle increases. Tan et al. [89] used the MC method
in 2016 to simulate the reflection characteristics of underwater
targets by replacing Lambert characteristics with a six-parameter
BRDF model (in addition to the Rahman model). The echo char-
acteristics of the laser reflection were simulated by the sampling
method. Simulations and experiments were conducted on the
target echoes at different incident angles at the same distance.
The simulation results were compared with the simulation and
experimental results based on the Lambert surface reflection
sampling method. Fig. 10 presents the experimental results. The
target echo simulated by considering BRDF characteristics is
stronger than the simulation result based on Lambert surface
reflection sampling for small incident angles; however, as the
incident angle increases, the BRDF simulation result decreases
rapidly. For incident angles greater than 30°, the BRDF result
is smaller than the simulation result based on Lambert surface
reflection sampling. Comparing the two simulation methods
with the laboratory results revealed that with the change in the
incident angle and the variation law of the target echo amplitude
obtained by the MC simulation is basically consistent with the
experimental results.

TABLE II
SUMMARY OF THE INFLUENCES OF DIFFERENT FACTORS ON THE UNDERWATER

LASER ECHO SIGNAL

Table II gives a summary of the influence characteristics of
different factors on the underwater laser echo signal.

VI. CONCLUSION

O-LiDAR technology has been developed for more than 50
years. Mainstream mature commercial products are widely used
in military and civil fields, such as underwater geomorphology
mapping, hydrological parameter telemetry, and marine environ-
mental pollution monitoring. Compared with costly field exper-
imental research, the simulation modeling theory of the LiDAR
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water echo signal and the theory of retrieving water optical
parameters using LiDAR water echo signals have developed into
an important research direction worldwide. This article began
by addressing the formation principle of laser LiDAR under-
water transmission echo signals and comprehensively summa-
rized the current laser LiDAR echo signal simulation modeling
theory; the primary influencing factors of echo signal simulation;
and the principal methods, which include the following.

1) Formation principle of the LiDAR echo signal can be
described by the LiDAR equation approximating single
scattering. This method has been widely used, but has
limitations for quantitatively analyzing the effect of the
water quality environment, the LiDAR parameters, and
external conditions on echo signals. Accurately describing
the effect of seawater on multiple laser scattering is partic-
ularly difficult. In addition, researchers primarily simulate
high-precision water LiDAR echo signals using models
due to the high cost of field measurement experiments.

2) LiDAR echo signal simulation models are primarily estab-
lished using analytical and statistical methods. According
to photon characteristics, different analytical methods in-
clude theory for Maxwell’s equations based on the wave
characteristics of light and radiation transfer theory of
the particle characteristics of light. Because of the need
to establish a high-precision simulation model that can
describe the multiple scattering of laser in water, the
radiation transfer theory is usually used with the analytical
method to create an echo signal simulation model. Be-
cause solving the radiation transfer equation established
by this method is difficult, the approximate solution in
the radiation transfer theory can be obtained by using the
small-angle approximation theory and Fourier transform
by considering the geometric characteristics of laser un-
derwater transmission. The theoretical results are used as
the current mainstream analytical echo signal simulation
model. The statistical model is more widely used than the
high-solution-efficiency analytical model due to its better
approximation of the real physical process of laser propa-
gation in water. The development of this theory primarily
includes the standard MC method and the semianalytical
MC method. The semianalytical MC method has higher
accuracy and efficiency than the standard MC method in
the simulation process.

3) Factors affecting the simulation accuracy of the echo
signals are primarily a function of the LiDAR system
parameters, water optical parameters, and the external
environment. We summarized and analyzed the effects of
LiDAR working height, receiver field of view angle, water
attenuation coefficient, scattering phase function, single
scattering albedo, backscattering times, stratified water,
rough sea surface driven by wind and incident angle, and
sea bottom BRDF characteristics on echo signals accord-
ing to the control variable method. The summary of the ex-
perimental results found that water quality has the greatest
influence on LiDAR echo signals of the three influencing
factors. The attenuation rate of the echo signal increased

sharply as the water turbidity increased. In addition, the
attenuation rate of the LiDAR echo signal decreased as the
LiDAR working height and field of view angle increased.
The attenuation rate of the echo signal increased as the
single scattering albedo decreases when the attenuation
coefficient of the water body was equal. The echo signal
simulated by the FF phase function was closer to the
Petzold average phase function than to the HG and FF
phase functions. The selection of the phase function is very
important in the simulation model. The most important of
the many factors affecting the multiple scattering effects
of LiDAR underwater echo signals is the water attenu-
ation coefficient. In clean water, the multiple scattering
effects are not significant; and the echo signal conforms
to the principle of “single backscattering approximation.”
However, the influence of multiple scattering on echo sig-
nals becomes increasingly obvious as the water turbidity
increases. Laser underwater transmission approximates
the exponential attenuation law in a uniform water body;
however, actual water bodies are mostly stratified. The
attenuation rate of the echo signal changes according to
the change in the water body attenuation coefficient in
a stratified water body, which no longer conforms to the
exponential attenuation law. The formation of stratified
water is mostly related to the distribution of chlorophyll
concentration. Waves and bubbles form on rough sea
surfaces and affect the transmittance and reflectivity of
laser propagation at the air-water interface. Wind is the
primary driving factor for the formation of rough water
surfaces. Thus, exploring the influence of rough water
surfaces on the transmittance driven by different wind
speeds is essential. The characteristics of the sea bottom
BRDF determine the reflection process of the laser after
reaching the underwater boundary. The introduction of
the sea bottom BRDF characteristic model yields a more
accurate underwater echo signal simulation model than
the current Lambert characteristic assumptions.

Progress has been made in O-LiDAR radiation transmis-
sion modeling, echo signal simulation, and echo signal ef-
fect mechanism; however, deficiencies in the key transmission
links, the multiple scattering effect, and the O-LiDAR detection
mechanism require more detailed research. The development of
O-LiDAR technology continues improving the performance of
related hardware facilities, detection accuracy, and efficiency.
Further, the functions and forms of LiDAR are constantly en-
riched. The higher precision detection of optical water body pa-
rameters is the principal development direction of O-LiDAR in
the future. Additional areas of future research include the under-
water propagation characteristics of lasers, quantitative analysis
of the energy attenuation characteristics of laser propagation
with seawater turbulence, inelastic scattering (Raman scatter-
ing), laser polarization, and BRDF characteristics of rough water
surface and underwater sediment. Here, a research system com-
bining LiDAR theory and experiments was developed to provide
sufficient theoretical guidance for the subsequent development
of LiDAR ocean measurement experiments and to verify the
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current theoretical research by using the subsequent experimen-
tal results to effectively evaluate and to verify the underwater
transmission characteristics of LiDAR and the accuracy of de-
tecting the optical characteristics of water bodies. We predict
that O-LiDAR technology will strongly support a deeper human
understanding of the ocean.
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