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Abstract—Lake bathymetry plays a pivotal role in environmental
monitoring, ecological management, water quality protection, etc.
Hyperspectral remote sensing technology can provide large-scale
coverage and more detailed spectral information for bathymetry es-
timation than traditional measurements or multispectral imagery
techniques. In this study, a multiband linear model with successive
projections algorithm (SPA-MLM) was developed to retrieve the
bathymetry of Qinghai Lake, which is the largest inland saltwater
lake in China. The three most sensitive spectral bands were first
selected by the SPA, and a multiband linear model was established
by the least squares method combined with the in situ measured
water depth. Zhuhai-1 hyperspectral remotely sensed imagery is
employed as the data source. In all, 98 in situ bathymetry mea-
surements matched with the obtained images were obtained during
three surveys performed in May, September, and October 2020. The
results demonstrated that the established retrieval model can be
used to accurately estimate the water depth in the study area, with
an accuracy exceeding approximately 90%, which suggests that the
proposed model performs better than those used in previous stud-
ies employing hyperspectral imagery. The correlation coefficient
reaches 0.92, and the root-mean-square error is approximately
1.26 m. This demonstrates that bathymetry estimation obtained
using remotely sensed hyperspectral data is an effective detection
method and can provide large-scale, rapid monitoring data to the
relevant decision-making departments.

Index Terms—Bathymetry, hyperspectral remote sensing,
multiband model, successive projections algorithm (SPA).

I. INTRODUCTION

LAKE bathymetry can provide fundamental modeling pa-
rameters and act as a basis for scientific research and gov-

ernment decision-making; it is an important component of lake
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environmental monitoring, water quality management, sustain-
able utilization development, and engineering construction plan-
ning [1]–[6]. Satellite-based bathymetry has been continuously
developed over several years utilizing the promising advantages
of remote sensing; however, traditional measurement methods
cannot be implemented in parallel. The large-scale coverage
achieved utilizing the synchronous observation capabilities and
fast detection scheme of remotely sensed technology, which even
enables the collection of long time series observations, presents
another solution for the economical estimation of water depth.
It has gradually become a common technique for bathymetry
methods implemented in lake and ocean studies.

Satellite-based bathymetry technology mainly includes mul-
tispectral scanners and microwave synthetic aperture radars
(SARs) as well as high spectrometers [7]–[10]. Simplified or
empirical algorithms are used to retrieve water depth from
multispectral data under clear-sky conditions, which have a low
accuracy and require conventional bathymetric data to calibrate
model parameters. The retrieval of shallow water depth through
all-weather SAR images also requires the calibration of bathy-
metric data, which is influenced by surface wind fields. The
retrieval of shallow water depths with clear sky hyperspectral
data does not depend on conventional water depth data. High
retrieval precision can be achieved, and the submarine reflectiv-
ity and inherent optical parameters of seawater can be obtained
synchronously. Compared with SAR methods, although satel-
lite hyperspectral data are limited by atmospheric conditions,
lake water depth is considered an environmental parameter
that changes slowly. Therefore, the emergence of hyperspectral
sensors has improved the spectral resolution and is conducive
to identifying water information with weak reflected signals for
lake bathymetry in complex environments [11]–[13].

On the basis of sufficient spectral information, hyperspectral
remote sensing has the characteristics of “map integration,”
which can be used to obtain the spatial and spectral information
of the ground features. Since the 1980s, with the increasing
enrichment of hyperspectral data, the water depth retrieval model
has been heavily developed, and various forms have been pro-
posed [5], [14]–[18], such as follows:

1) the look-up table method;
2) the spectral differential statistical model;
3) the neural network model;
4) the semianalytical model.
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According to previous studies, the depth estimate produced by
water depth retrieval is more accurate than many multispectral-
based methods [18]. The look-up table method aims to establish
a remote sensing reflectance spectrum library for the study area
through model simulation [19]. The remote sensing reflectance
extracted by the hyperspectral image through atmospheric cor-
rection was compared with the spectrum library. The detection
results were obtained by taking the water depth corresponding to
the most closely matched spectrum. This model considers robust
ocean optical theory and requires detailed numerical simulation,
and the simulations in detail should consider the optical com-
ponents and water characteristics in the study area to ensure the
accuracy of water depth inversion. Mobley et al. [20] established
a remote sensing reflectance spectrum database based on the
hydrolight radiation transmission model, used the least squares
method to match the reflectivity of an image to a database,
and extracted the water depth of the matched spectrum. The
result was compared with sonar sounding data, and the average
error was 0.5 m. Zhang et al. [21] developed a remote sensing
reflectance spectrum library through a radiation transmission
model and applied the look-up table and spectrum matching
method to extract underwater topography from hyperspectral
airborne, visible, infrared, imaging spectrometer (AVIRIS) im-
agery of Peter Island in the Virgin Islands. The test results
showed that rapid water depth detection in coastal areas is feasi-
ble using calibrated hyperspectral imagery. The spectral differ-
ential model establishes the statistical relationship between the
derived parameters of the spectrum and the water depth through
regression analysis [22]. Previous research results showed that
the inversion accuracy of the spectral differential model is better
than that of the single-band model and the spectral band ratio
model, especially for water bodies with high turbidity near the
shore [23]. The advantages are more obvious, and there are ex-
amples showing that the average relative error of the differential
model is less than 17% [24]. Spectral differentiation technology
can remove portions of the background noise’s influence on
the target spectrum and reduce the influence of water turbidity
changes on the inversion of water depth. However, the statistical
differential spectral model uses very little band information in
the hyperspectral data, and it is difficult to take advantage of the
abundant bands provided by hyperspectral remote sensing due
to its model mechanism. The neural network model is suitable
not only for multispectral water depth inversion but also for
hyperspectral water depth inversion. Sandidge and Holyer [25]
applied neural network models and AVIRIS aerial hyperspectral
remote sensing imagery to invert the water depth along the west
coast of Florida and the Florida Keys, and the results showed
that the root-mean-square error (RMSE) was 0.84 and 0.39 m at
water depths of 0–6 m. Shi [26] performed principal component
analysis on input simulated hyperspectral data to improve the
learning speed of the neural network. The simulated data are
inverted by shallow sea depth through the established three-layer
artificial neural network model, and the inversion result is better
than the semianalytical model. On the basis of classifying the
bottom material of the seafloor, Grigorieva proposed a method
for multispectral and hyperspectral water depth inversion using
an artificial neural algorithm. The experiment verified that the

relative error of the sounding was approximately 14%. The
hyperspectral optimization process exemplar (HOPE) model is
currently the most influential and widely used hyperspectral
water depth inversion model for remote sensing data. This model
was proposed by Lee et al. [10] in 1999 and performs the joint
inversion of shallow seawater depth and inherent optical prop-
erties. The model fully considers the absorption and scattering
factors of water components, and the physical mechanism is
relatively complete. Its greatest advantage is that the water depth
does not need to be measured, and it can directly perform water
depth inversion. Therefore, it has been favored by many scholars
worldwide, and a large number of studies have been carried out
with it. The accuracy of the research results is generally high.
The average relative error is approximately 15% within the 0–25
m water depth range. In 2001, Lee et al. [27] used the HOPE
algorithm and AVIRIS hyperspectral data to obtain the water
depth, seabed reflectance, water volume absorption coefficient,
and water backscattering coefficient. In 2007, Lee et al. used
the HOPE algorithm and Hyperion data to retrieve the shallow
water depth and inherent optical properties in the Florida Keys.
The water depth retrieval results were compared with LIDAR
sounding data, and the relative error was approximately 11%
[28].

Using remotely sensed hyperspectral data for bathymetry
estimation, the first task is to select the characteristic bands
that are sensitive to water depth, i.e., feature band extraction.
Many approaches have been developed to select the appropri-
ate feature bands, such as the regression coefficient method,
x-loading weights method, independent component analysis
(ICA) method, and successive projections algorithm (SPA) [29].
The regression coefficients are obtained during the partial least
squares modeling process [30], [31]. The magnitude of the
regression coefficient corresponding to each wavelength point
indicates the impact of the wavelength on the model prediction
performance. Therefore, the characteristic wavelength can be
extracted according to the absolute value of the wavelength
regression coefficient. The x-loading weights method is also
performed during the partial least squares modeling process
[32], [33], and the loading factor corresponding to each wave-
length point can be obtained under each hidden variable. The
absolute value of the load coefficient indicates the influence of
the wavelength on the predicted performance of the established
model. Therefore, the characteristic wavelength can be extracted
according to the absolute value of the load coefficient under a
certain implicit variable. The number of extracted characteristic
wavelengths is generally the same as the number of hidden
variables required for modeling, and one wavelength for each
hidden variable is selected. One wavelength (the correspond-
ing maximum absolute value of the load factor) is used as
the characteristic wavelength. ICA is a new signal processing
technique developed to address the problem of blind signal
separation [34], [35]. ICA mainly uses non-Gaussian signals
as the research object. Under the assumption of independence,
it performs blind source separation of multichannel observation
signals. It is mainly used in feature extraction, image processing,
image compression, biomedical signal processing and analysis,
finance, etc. [36]. In terms of spectral analysis, there have been
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Fig. 1. Energy transmission process received by the sensor.

many related application studies [37]. The basic idea of the SPA
is to find the variable group containing the minimal amount
of redundant information in the spectral matrix to minimize
the collinearity between the variables. The characteristic wave-
length extracted by the SPA has the lowest redundancy and
the least collinearity. The wavelength extracted by the SPA
can represent the spectral information of most samples, thereby
avoiding information overlap to the greatest extent [38], [39].
In this study, SPA is applied to retrieve the sensitive bands,
and a multiband model is proposed for bathymetry estimation
in Qinghai Lake. The Zhuhai-1 hyperspectral remotely sensed
images are chosen as the data source that has never been used
before in previous studies on bathymetry retrieval.

II. METHODOLOGY

A. Physical Basis of Remote Sensing Water Depth Inversion

The optical satellite-based methods used for bathymetry esti-
mation depend on the characteristics of the water-reflected radi-
ation entering the sensors, which is influenced by environmental
factors when the radiation is transmitted in the atmosphere. An
overview of the transmission path is depicted in Fig. 1. Light
penetrates the atmosphere and reaches the water surface, and a
portion of the energy is reflected at the air-water interface. Most
of the energy is refracted by the water surface and enters the
water body. Due to the absorption and scattering characteristics
of the water body, the light waves continue to attenuate during the
propagation process. At the same time, a portion of the scattered
light will be reflected in the air, and a small portion of the light
will reach the bottom. After reflection from the bottom, it will
also return to the air and be received by the sensor through the
atmosphere.

As shown in Fig. 1, the radiation energy received by the sensor
can be expressed as

Ls = LT + LP (1)

where LS is the radiation received by the sensor, LT refers
to the target radiation after atmospheric transmission, and LP

represents the atmospheric path radiation (backscatter).

The water depth information is included in the LT calculation,
which can be parameterized as

LT = (LE + Lws)Tϕ = (RE+Rws)TϕI (2)

I = E0Tθ cos θ + ED (3)

where LE is the water-leaving radiation; Lws represents the
water surface radiation; Tϕ is the atmospheric transmittance;
RE and Rws are the water effective reflectivity and water surface
reflectivity, respectively; E0 is the solar irradiance outside the
atmosphere; and ED is the diffusive sky illuminance

LE = f1(Lb, Lw) (4)

where Lb and Lw are the underwater radiation and backscattered
radiation of the material in the water

LT = f2(Tϕ, Lb, Lw, Lws). (5)

LT mainly contains the following three kinds of water body
information.

1) The radiation energy directly reflected by the surface of
the water body, Lws.

2) The backscattered radiation energy of the water body, Lw.
3) The underwater reflected radiation energy, Lb.
The amount of light information directly reflected by the

surface of the water body is related to the water surface con-
dition, which reveals no information regarding the waterdepth.
Regardless of the atmospheric effect, if the water body is clear
and shallow, the amount of light information received by the
sensor is mainly related to the water depth. The reduction factor
is related to the reflectivity of the water body. If the water
contains suspended substances or other substances that can
scatter light signals, the signal received by the sensor is related to
the concentration of these substances and other abovementioned
analyzed factors.

B. Hyperspectral Remote Sensing Images Preprocessing

Although ideal remote sensing images can truly reflect the
radiation energy distribution and geometric characteristics of
underlying surface conditions without distortion, they are af-
fected by many factors, such as sensors, atmosphere, remote
sensing platforms, and surface heterogeneity, in the process
of satellite-based information transmission, receiving, and pro-
cessing, resulting in the geometric deformation and radiation
distortion of remote sensing images. It is necessary to correct
these distortions to reflect the true features of the objects. The
data are generated after a series of processing steps, including
speckle removal, background removal, echo correction, radio-
metric correction, bad pixel recovery, and remote sensing image
quality inspection. There are still many poor-quality bands or
bands containing “abnormal pixels.” Therefore, it is necessary
to preprocess hyperspectral remote sensing images to restore
them before using remote sensing images.

In this study, remote sensing image preprocessing mainly
includes radiometric calibration, atmospheric correction, geo-
metric correction, image mosaicking, and clipping. Radiometric
calibration is the process of converting the measured value
obtained by the sensor into absolute brightness or relative values
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Fig. 2. Flowchart for hyperspectral data preprocessing.

related to physical quantities such as surface reflectivity and
surface temperature. This process was conducted under ENVI
software using the calibration coefficient that is provided in
the image header file. Atmospheric radiometric correction can
reduce or eliminate the image information distortion caused by
clouds and water vapor. ENVI software was used for remote
sensing image preprocessing, and the selected atmospheric cor-
rection model was FLAASH. After atmospheric radiometric
correction, the spectral reflectance curves were checked, and
the image reflectance was normalized. Geometric precision cor-
rection can reduce the geometric position difference between
images. In all, 20 ground control points collected by high-
precision GPS were applied to the image geometric correction.
The second-order polynomial equation was used and the nearest
neighbor method was chosen for the pixel value sampling with
the accuracy of 1 pixel. The image data located in the study
area were obtained by mosaicing and clipping. The overall
preprocessing flowchart is described in Fig. 2.

C. Successive Projections Algorithm

The SPA determines the variable group with the least redun-
dant information resulting from the spectral variables, and the
collinearity among the variables in the group is minimized [40].
The principle of the algorithm is to construct new variables by
projecting and mapping the spectral data and evaluate the new
variable prediction effect based on multiple linear regression.
The SPA only selects a few columns of the original spectral
data, but it can summarize the spectral variable information of
most samples, thereby avoiding the duplication of redundant
information to the greatest extent. It greatly reduces the number
of variables in the process of model establishment and improves
the accuracy and performance of the model. The description of
the algorithm is as follows [41].

1) Initialization: n = 1 (the first iteration). A column of
vector xj in the spectrum matrix is selected and labeled
as xk(0)(k (0) = j).

2) The set S is defined as S = {j, 1 ≤ j ≤ K,
j /∈ {k(0), . . . , k(n− 1)}}. The column vectors that have
not been selected into the wavelength chain were calcu-
lated as the projection vector xj in S

Pxj = xj − (xT
j − xk(n−1))

× xk(n−1)(x
T
k(n−1) − xk(n−1))

−1. (6)

3) The number of the largest projection of recorded

k(n) = arg(max||Pxj ||, j ∈ S). (7)

4) The maximum projection is used as the projection vector
in the next round

xj = Pxj , j ∈ S. (8)

5) n = n +1: if n < N, repeat step 2) to continue projection.
After this process, N∗K pairs of wavelength combinations are

obtained, a calibration model is established for each combination
determined by xk(0) and N, and the root-mean-square error of
prediction (RMSEP) is used to determine the established model.
The smallest RMSEP is chosen, and its corresponding x∗

k(0) and
N∗ are considered the best wavelength combinations.

D. Contribution Value Selection

Analyzing the principle of the SPA, it can be seen that the
SPA calculates the projection of a certain wavelength in the
absorbance matrix to other wavelengths and selects the wave-
length with the greatest projection as the next wavelength in
the wavelength sequence. Each wavelength in the sequence
has the lowest correlation with the previous wavelength, which
eliminates the influence of collinearity on the model to the
greatest extent and reduces the model complexity.

Since the selection of each sequence in the projection process
does not consider the information of the component to be mea-
sured, this will lead to the selection of a wavelength sequence
that is not sensitive to the component. To further reduce the
complexity of the model, the wavelength that does not contribute
much to the component to be measured is eliminated. In this
study, the SPA is used as the independent variable, and the depth
of the Qinghai Lake water body is used as the dependent variable
to construct a multivariate monitoring model (SPA-MLM) to
estimate the water depth of Qinghai Lake

∧
y = b0 + b1x1 + b2x2 + · · ·+ bLxL. (9)

Its residual square and Qtotal is calculated as follows:

Qtotal =

n∑
i=1

(yi −
∧
y)

2

. (10)

The sum of residual squares for the new model is calculated
separately each time one wavelength is removed to partici-
pate in the establishment of the model, which is recorded as
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Q1, Q2, . . . , QL. Therefore, the contribution value correspond-
ing to each wavelength can be obtained as

Ci = (Qi −Qtotal)/Qtotal, i = 1, . . . , L (11)

where Ci and Qi are the contribution value and the residual
square for band i, respectively.

The wavelengths are reordered according to the magnitude
of the contribution value, the wavelength with the smallest
contribution value in the sequence is sequentially eliminated,
and a new multiple regression model is established. When the
prediction accuracy of the built model is greatly reduced (F-test
with a significance level of 0.25 as the standard), elimination is
terminated.

E. Model Validation and Evaluation

The predictive performance of the model established by the
SPA-MLM is mainly judged by the square of the correlation
coefficient (R2) and the RMSE between the measured value and
the predicted value of the datasets. The closer the R2 value of the
model is to 1 and the smaller the RMSE, the better the prediction
performance of the model and the higher the prediction accuracy
will be. This study mainly uses the R2 and RMSEP set samples
as the main criteria.

The calculation formula of R2 is as follows:

R2 =

⎛
⎝

∑n
i=1 (xi − x)(yi − y)√∑n

i=1 (xi − x)2
√∑n

i=1 (yi − y)2

⎞
⎠

2

(12)

where xi is the measured value of sample i, x̄ is the average value,
yi is the predicted value of sample i, ȳ is the average value of y,
and n is the number of samples.

The RMSE equation is as follows:

RMSE =

√
1

n

∑n

i=1
(yi − yp)

2 (13)

where yi is the measured value of sample i and yp is the predicted
value of sample i.

III. STUDY AREA AND DATA

A. Study Area

The Qinghai Lake is the largest inland saltwater lake in China.
It is located in the northeastern part of the Qinghai–Tibet Plateau
(36°32’∼37°15’N, 99°36’∼100°46’E) across the three counties
of Gangcha, Haiyan, and Gonghe in Qinghai Province, with
a length of approximately 109 km from east to west. It is
approximately 40 km wide from north to south (see Fig. 3).
According to the 2013 measurement data released by the first
water conservancy survey in Qinghai Province, the Qinghai Lake
area is 4337.48 km2, the water volume is 73.9 billion m³, the
longest point is approximately 104 km long, the widest point
is approximately 62 km wide, and the maximum water depth is
31.4 m [42]. The main types of vegetation in the Qinghai Lake
Basin are high mountain, subalpine meadow, grassland, wetland,
and shrub species. The lake is located at the intersection of the
monsoon zone in eastern China, the arid zone in the northwest,

Fig. 3. Study area and survey points for water depth.

and the alpine zone in the southwest. It has a typical plateau semi-
arid and alpine climate [43]. However, due to climate change and
intensified human activities, the cultivated area is increasing, and
the land has been desertified, which has led to the deterioration
of the ecological environment, thereby increasing eutrophication
and the degree of serious water pollution in the Qinghai Lake
Basin. The implementation of environmental protection in the
Qinghai Lake Basin is becoming increasingly urgent.

B. Remote Sensing Data

The satellite data used in this study all came from the “Zhuhai-
1” hyperspectral satellite (OHS). It is the second group of
satellites in the Zhuhai-1 satellite constellation. It was launched
successfully from the Jiuquan Satellite Launch Center on April
26, 2018 by the Long March rocket and has been in continuous
use since at [44]. The size of the satellite is approximately
600 mm × 600 mm × 800 mm, its weight is 71 kg, and its
designed orbit life is five years. A single hyperspectral satellite
can orbit the Earth approximately 15 or 16 times a day, and the
acquisition time for a single data point per orbit does not exceed
8 min. At present, the revisit period of a single satellite is six
days, and the revisit period of four satellites has been shortened
to two days.

In this study, the high-quality image was used to retrieve the
water depth in Qinghai Lake that acquired on September 25,
2020. It has a spatial resolution of 10 m and a spectral resolution
of about 2.5 nm, and a wavelength range of 400–1000 nm. Due
to compression and storage limitations, the system is designed
to transmit 32 bands. The main performance indicators of the
satellite are presented in Table I.

C. In Situ Measured Water Depth Data

In this study, an SZ-SFCC hand-held ultrasonic sounder1 is
used for water depth measurement. Ultrasonic sounding is one

1[Online]. Available: http://www.shshuozhou.com/showpro.asp?id = 449

http://www.shshuozhou.com/showpro.asp&quest;id ignorespaces &equals; ignorespaces 449
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TABLE I
OHS HYPERSPECTRAL SATELLITE ORBIT AND SENSOR

TECHNICAL PARAMETERS

of the commonly used methods to measure water depth. It is
able to collect multiple, real-time observation measurements,
with high precision. The water depth was measured using the
boat from the Qinghai Lake Scenic Area Administration Scien-
tific Research. When installing the sensor, the end face of the
ultrasonic sensor was made perpendicular to the lake surface,
and the probe was reached 20 cm deep into the lake surface (the
error can be adjusted and eliminated in the sensor measurement
setting). Meanwhile, the geographic coordinates of the sample
points were recorded through the handheld GPS receiver. The
water depth is measured three times for each sampling point.
To eliminate errors caused by improper operation and other
reasons, a total of 98 sampling points and 294 water depth data
were obtained. When the laboratory processes the data, the data
of each sampling point are averaged to obtain the ultrasonic
depth data of Qinghai Lake. The sonar working frequency is
200-2000 kHz that can be selected arbitrarily. The minimum
display resolution is about 1 mm and the maximum error is
approximately 0.3% of the range. In order to effectively remove
various interferences (such as environmental noise interference
and low-frequency electrical noise), a bandpass filter with a
center frequency of 300 kHz was inserted as an antialiasing filter.
The in situ measured water depth data were obtained from three
field acquisition voyages in Qinghai Lake in May, September,
and October 2020. There are 98 sampling points that basically
cover the whole Qinghai Lake area and the distribution of the in
situ water depth measurements is shown in Fig. 4.

IV. RESULTS AND DISCUSSION

A. Sensitive Band Selection and Comparison of Different
Bathymetry Retrieval Models

Several common methods have been developed in the re-
search of water depth retrieval, such as the single-band method,
two-band method (ratio, difference), and three-band method.
The single-band method mainly uses correlation to select the
sensitive band with the largest correlation coefficients and then
uses the least squares method to establish a function to retrieve
the water depth. Similar to the mechanism of the single-band
method, the optimal mathematical relationship between the

Fig. 4. Distribution of the in situ water depth measurements for 98 sites.

two bands and the actual water depth can be established by
selecting the two sensitive bands with the largest correlation
coefficient. The ratio and difference processes were always
calculated through the mathematical operations of the two bands.
This process is improved in this study, and the normalized ratio
model is constructed to obtain the inversed water depth. By
selecting the three most sensitive bands, the three-band model
constructs the correlation exponential model to retrieve the water
depth.

To choose the most sensitive band to estimate the water depth,
a correlation analysis was performed on the reflectance of 400–
1000 nm and the water depth to obtain the square correlation
coefficient (R2) (see Fig. 5). The reflectivity and water depth
mainly show a negative correlation trend, which is in line with
the general rule that the emitted radiance of the water body atten-
uates as the water depth increases. Among them, the maximum
correlation coefficient was at 596 nm (R2 = 0.78). The band
ratio can eliminate the influence of the background to a certain
extent. The ratio is calculated according to the reflectance of the
different combinations of various bands, and then a correlation
analysis is carried out with the water depth. The results show that
the ratio between B28 and B22 is the most sensitive variable to
water depth, and the correlation coefficient is 0.70. Using this
ratio as a factor, the water depth band ratio model is established
based on the least squares method. Moreover, the band difference
method is applied to establish the water depth retrieval model.
Similar to the ratio method, a correlation analysis is carried
out with the water depth. The difference between B13 and
B10 is the most sensitive variable to the water depth, and the
correlation coefficient is 0.67. Using the SPA to select the best
bands for Zhuhai-1 hyperspectral remote sensing images, the
parameters were set, and the selected bands were obtained. The
sensitive bands for water depth refer to six bands [as shown
in Fig. 5(b)], which are located at 566, 596, 656, 820, 536,
and 466 nm. Compared with the total spectral information, the
selected three bands can represent approximately 90% of all
the bands. Therefore, three bands were chosen to establish the
water depth retrieval model in this study. There are many water



ZHANG et al.: MULTIBAND MODEL WITH SUCCESSIVE PROJECTIONS ALGORITHM FOR BATHYMETRY ESTIMATION 6877

Fig. 5. Best sensitive bands selection for different methods. (a) Single-band method. (b) SPA method. (c) Ratio method. (d) Difference method. The blue circles
in (b) show the six best sensitive bands selected by SPA method. The black squares in (c) and (d) represent the best band combinations for ratio method and
difference method.

TABLE II
DATASETS FOR MODEL ESTABLISHMENT AND VALIDATION

depth-sensitive bands selected by the SPA algorithm, which
can be used for modeling. With the addition of band numbers,
the retrieval accuracy is improved, but the level is not large,
which will make the retrieval model more complex and less
applicable. Therefore, in this study, the water depth retrieval
model is established by using the three selected optimal bands,
which can not only ensure higher accuracy but also reduce the
complexity of the model.

In this study, the in situ measured water depth data were
divided into two parts: one part was selected to establish the
retrieval model. The other part was retained for validation.
Therefore, the total number of in situ measurements is 98. In
all, 66 points were input for model establishment, and 32 points
were reserved for validating the estimation results (as presented
in Table II).

To validate the universal application of the established
bathymetry estimation model in this study, it is compared with
the commonly used single-band, double-band (ratio, difference),
and three-band models, and the same dataset is used for mod-
eling and verification. The comparison results are presented in
Table III. The correlation coefficients of the single-band and
two-band models are lower, which is more suitable for water
depth retrieval from multispectral images. It is mainly affected
by the few available bands of the multispectral remote sensors
or poor spectral quality. The correlation coefficients of the ratio
model and difference model are slightly higher than those of the
single-band and two-band methods, but they use little spectral
information. For hyperspectral images, more spectral informa-
tion can be used for water depth retrieval. The three-band model
can use more spectral information for model establishment and
retrieve the water depth more accurately. Although more bands
participating in the modeling slightly improve the accuracy
relative to the three-band model, the improvement is not large,
and the complexity is much larger than that of the three-band
model. From the perspective of comprehensive optimization, the
three-band model has the highest cost performance.

The different bathymetry estimation models and their valida-
tion using the two datasets are shown in Fig. 6. The single-band
optimal wavelength is at B9, and the wavelength is 596 nm.
The correlation coefficient is 0.71, and the RMSE is 1.57 m
for the modeling dataset. The correlation coefficient is 0.74, and



6878 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

TABLE III
COMPARISON OF DIFFERENT WATER DEPTH RETRIEVAL MODELS BASED ON REMOTE SENSING DATA

the RMSE is 1.64 m for the validation dataset. The accuracy
error of the single-band model for shallow water depths is large,
and the fitting effect of shallow water depths is poor, as shown
in the right figure. The best wavelength of the ratio model is
B22 and B28, and the wavelength is 790 and 880 nm. The
correlation coefficient is 0.52, and the RMSE is 3.26 m for
the modeling dataset. The correlation coefficient is 0.56, and
the RMSE is 1.64 m for the validation dataset. The accuracy
error of the ratio model is larger than that of the other methods.
Based on the difference model, the optimal wavelengths are
B10 and B13, and the wavelength is 610 nm and 656 nm. The
correlation coefficient is 0.55, and the RMSE is 3.29 m for
the modeling dataset. The correlation coefficient is 0.52, and
the RMSE is 2.43 m for the validation dataset. Compared with
several models, we can see that the difference model performs
the worst. The optimal wavelength of the dual-band ratio model
is located at B22 and B28, which is the same as the ratio model.
The correlation coefficient is 0.76, and the RMSE is 1.32 m for
the modeling dataset. The correlation coefficient is 0.76, and the
RMSE is 1.25 m for the validation dataset. The two-band ratio
model is more robust than the previous three models, and the
depth retrieval accuracy is higher. The optimal wavelengths of
the three-band ratio model are B9, B22, and B28. The correlation
coefficient is 0.75, and the RMSE is 1.35 m for the modeling
dataset. The correlation coefficient is 0.83, and the RMSE is
1.35 m for the validation dataset. The three-band ratio model
has a high accuracy in depth retrieval. The optimal wavelength
of SPA-MLM is B9, B13, and B28. The correlation coefficient
is 0.85, and the RMSE is 1.48 m for the modeling dataset. The
correlation coefficient is 0.92, and the RMSE is 1.26 m for
the validation dataset. The SPA-MLM method can be used to
retrieve the water depth over the Qinghai Lake area with a high
accuracy exceeding 90%.

Through comparative analysis, it was demonstrated that the
SPA-MLM model can select the best spectral bands among many
hyperspectral bands, and then a water depth retrieval model was
built combined with the measured water depth modeling set
and verified the predicted water depth through the verification
set. The results showed that the SPA-MLM method can better
retrieve the water depth of Qinghai Lake, which has a higher
retrieval accuracy than other methods. It also shows that the
method selected in this study is feasible to retrieve the water
depth in the Qinghai Lake area.

B. Bathymetry Retrieval Model Establishment

The dataset was used to establish the water depth retrieval
model and applied to the study area. The shallowest water depth
in the dataset is 0.56 m, the maximum water depth is 29.36 m,
and the average water depth is 19.40 m. For the data modeling
set, the minimum water depth in the total dataset is 0.56 m, the
maximum water depth is 29.36 m, and the average water depth is
19.20 m. For the data validation set, the minimum water depth in
the dataset is 0.63 m, the maximum water depth is 28.71 m, and
the average water depth is 19.86 m. The RMSEs for these three
datasets were 1.35, 1.29, and 1.26 m, respectively. The water
depth retrieval model is established using multiband regression
as follows:

D = 30.45− 721.09×B28− 336.33×B9

− 421.01×B13 (14)

where D is the retrieval water depth and B9, B13, and B28
are the reflectivities of the three selected optimal sensitive
bands.

The water depth in Qinghai Lake was obtained using the estab-
lished model (14), as shown in Fig. 7. Through comprehensive
analysis, the correlation coefficient is 0.85, and the RMSE is
1.48 m for the modeling dataset. The established water depth
model is applied to the measured validation set, the correlation
coefficient is 0.92, and the RMSE is 1.26 m, which shows that the
established water depth model can accurately invert the water
depth of Qinghai Lake. By analyzing the spatial distribution
of water depth, it can be concluded that the water depth of
Qinghai Lake is higher to the west and lower to the east. The
water depth in the middle is deeper, with an average depth of
24 m. The average water depth in the west is deeper than that
in the east. According to previous studies, the water depth of
Qinghai Lake can be divided into three areas: a deep water area,
a shallow water area, and a middle area. The retrieval results
of the hyperspectral remote sensing imagery are consistent with
the results of previous studies, which further shows that the use
of remote sensing image retrieval of water depth is feasible and
has the advantages of large-scale and rapid periodic monitor-
ing, which can provide support for environmental monitoring
departments.
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Fig. 6. Results of different water depth retrieval models using the same dataset.
The left figures [(a), (c), (e), (g), (i), (k)] show the modeling dataset and the right
figures [(b), (d), (f), (h), (j), (l)] show the validation dataset. (a) and (b) are the
results using single-band method; (c) and (d) are the results using band ratio
method; (e) and (f) are the results using two-bands difference method; (g) and
(h) are the results using two-bands ratio index method; (i) and (j) are the results
using three bands ratio index method; (k) and (l) are the results using SPA-MLM
method.

Fig. 7. Estimation bathymetry results in Qinghai Lake using ZH-1 hyperspec-
tral remote sensing data on September 2020.

C. Discussion

The reflectance of the water body comes from the radiated
energy directly reflected from the water surface, the backscat-
tered radiation energy of the water body, and the reflected
radiation energy from the bottom. The results demonstrated that
the application of the single-band model and band ratio model
for water depth remote sensing retrieval is restricted by certain
preconditions, and the retrieval accuracy of water areas with
large differences in the sediment composition and water quality
is affected. The SPA-MLM model can eliminate the influence of
the linear background signal and eliminate some errors caused
by uneven water quality, especially the backscattered energy of
suspended sediment in the study area. The water depth resolution
of visible light remote sensing depends on the attenuation coef-
ficient of the water body. The larger the attenuation coefficient
is, the faster the attenuation and the greater the water depth
resolution. The longwave band has a large attenuation coefficient
on the water body, so the resolution of the water depth change
is high, and the amount of carried water depth information is
greater.

This study confirmed that hyperspectral remote sensing im-
ages can be used to accurately retrieve water depth, but in
the SPA-MLM modeling process, they are combined with the
measured water depth data for multiband fitting analysis. The
optimal fitting equation was selected as the water depth retrieval
model. This process lacks a robust physical basis and introduces
certain errors in the process of statistical fitting. Moreover, the
advantage of hyperspectral data lies in high-precision spectral
data and rich spectral information. In this study, only three sensi-
tive bands were selected when using SPA method for water depth
modeling. The used spectral information was less, and it was dif-
ficult to display rich hyperspectral information. Compared with
single-band, dual-band, and three-band algorithms, although the
SPA method can extract effective sensitive bands and increase
the accuracy of water depth retrieval, the physical mechanism of
spectral transmission in water is less used in this process, which
makes it difficult to form a universal depth retrieval algorithm.
From the analysis of the inverted water depth, it can be seen that
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the error of water depth retrieval using remote sensing technol-
ogy is slightly larger than that of other instruments, and further
improvement is required in engineering applications. Combined
with the advantages of remote sensing for large-area, rapid,
periodic monitoring, the water depth retrieval model can be
better established by matching the corresponding aerial remote
sensing and ground spectral measurements, which is a solid step
toward practical development.

Through the comparative analysis of various bathymetry re-
trieval models, it can be seen that each model has its own
applicability and assumptions, which provide a reference for
the use of different data sources for various purposes. Under
the premise of an improved data quality, all kinds of models
can obtain satisfactory retrieval results. Therefore, it is very
important to select a suitable retrieval model for water depth
retrieval.

V. CONCLUSION

This study aims to estimate water depth using hyperspectral
remote sensing data collected over Qinghai Lake. A multiband
retrieval model was developed based on a SPA for sensitive
band selection. Through comparison with the other traditional
methods, it is determined that the established model in this
study has a better water depth retrieval accuracy in Qinghai
Lake. In situ measurements of water depth were applied to
validate the estimation results. This result demonstrated that the
related coefficient of the retrieval and in situ water depth reached
approximately 0.92, and the RMSE was approximately 1.26 m.
The retrieval accuracy was high, which showed that the model
was applicable in the study area.

Moreover, the other traditional water depth models were
evaluated using in situ measurements. The single-band method
and two-band method obtained poor retrieval results in that they
have exhibit a poor relationship between the estimated values
and in situ measurements. This is mainly due to the lower
amount of spectral information used in these two models or
because the selected spectral bands cannot represent a majority
of the spectral information. The three-band method can achieve
a higher retrieval accuracy than the above-mentioned methods.
However, the three selected bands rely on the relationship be-
tween the water depth and reflectance, which is not robust on a
physical basis. Overall, the model proposed in this study can not
only accurately estimate the water depth but also has a certain
supporting physical mechanism.

Water depth estimation by remote sensing technology is a
challenging task due to the complexity of radiation transmission.
The effect of the atmosphere and the interaction between the air
and water surface are the principal factors that should be elim-
inated in water depth retrieval. In addition, the development of
bathymetric retrieval models supported by physical mechanisms
should be the development direction in the future.
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