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Spectral-Spatial Constrained Nonnegative Matrix
Factorization for Spectral Mixture Analysis

of Hyperspectral Images
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Abstract—Hyperspectral spectral mixture analysis (SMA),
which intends to decompose mixed pixels into a collection of end-
members weighted by their corresponding fraction abundances,
has been successfully used to tackle mixed-pixel problem in hyper-
spectral remote sensing applications. As an approach of decom-
posing a high-dimensional data matrix into the multiplication of
two nonnegative matrices, nonnegative matrix factorization (NMF)
has shown its advantages and been widely applied to SMA. Un-
fortunately, most of the NMF-based unmixing methods can easily
lead to an unsuitable solution, due to inadequate mining of spatial
and spectral information and the influence of outliers and noise.
To overcome such limitations, a spatial constraint over abundance
and a spectral constraint over endmembers are imposed over NMF-
based unmixing model for spectral-spatial constrained unmixing.
Specifically, a spatial neighborhood preserving constraint is pro-
posed to preserve the local geometric structure of the hyperspectral
data by assuming that pixels in a spatial neighborhood generally
fall into a low-dimensional manifold, while a minimum spectral
distance constraint is formulated to optimize endmember spectra as
compact as possible. Furthermore, to handle non-Gaussian noises
or outliers, an L2,1-norm based loss function is ultimately adopted
for the proposed spectral-spatial constrained nonnegative matrix
factorization model and a projected gradient based optimization
algorithm is designed for optimization. Experimental results over
both synthetic and real-world datasets demonstrate that the pro-
posed spatial and spectral constraints can certainly improve the
performance of NMF-based unmixing and outperform state-of-the-
art NMF-based unmixing algorithms.

Index Terms—Hyperspectral remote sensing, linear mixture
model (LMM), nonnegative matrix factorization (NMF), spectral
mixture analysis (SMA).

I. INTRODUCTION

HYPERSPECTRAL remote sensing image, which involves
collecting abundant spectral information over hundreds
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of contiguous bands, has been widely applied to many civil and
military fields [1]–[3]. However, in view of the low spatial reso-
lution of imaging system, mixed pixels are commonly found in
hyperspectral images [4]–[6]. The presence of mixed pixels se-
riously affects the performance of many image processing tasks,
such as classification and target detection, limiting the quanti-
tative development of hyperspectral remote sensing. Therefore,
spectral mixture analysis (SMA), which extracts fractional abun-
dance for pure ground objects (known as endmembers) within a
pixel, has been developed to solve the mixed-pixel problems for
quantitative analysis of hyperspectral remote sensing images. In
recent years, the development of deep learning technology has
promoted the development of hyperspectral unmixing [7]–[9],
but it is still limited since large amount of training samples are
required.

In the past decades, many unsupervised SMA algorithms have
been proposed by jointly performing endmember extraction and
abundance estimation, such as unconstrained fully constrained
least square unmixing algorithm [10], gradient descent maxi-
mum entropy algorithm [11], to name a few. In these algorithms,
pure pixels for each endmember are assumed to present in the
data. However, such a strong requirement is not met when pixels
are in a high mixing level. Therefore, a group of algorithms have
been developed for highly mixed situation by considering the
unsupervised SMA as a blind source separation problem [12].

Independent component analysis (ICA), which extracts inde-
pendent sources from observed data, has been applied to SMA by
treating it as a blind source separation problem [13]. However,
it has been demonstrated that ICA is not a suitable approach
since both endmembers and abundances are not statistically
independent, which violates the assumption of ICA. Meanwhile,
nonnegativity of endmembers and abundances cannot be guaran-
teed in ICA. To overcome these limitations of ICA, Nascimento
et al. [14] proposed the dependent component analysis method
based on the assumption that the columns of abundance matrix
are random vectors following a mixture of Dirichlet probabil-
ity density functions. However, nonnegativity of endmember
spectra is still not guaranteed and may even result in “negative
estimated reflectance.”

Nonnegative matrix factorization (NMF), which was pro-
posed to find a set of nonnegative basis functions for represent-
ing nonnegative data [15], has been widely utilized for SMA
of highly mixed data since the nonnegativity and sum-to-one
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constraints can be easily relaxed [16], [17]. However, minimiz-
ing the representation error in the linear mixture model (LMM)
by NMF is not sufficient for SMA since the unmixing results of
NMF are not unique [18]. In order to make this problem well-
posed, auxiliary constraints must be imposed to NMF for phys-
ically meaningful results. Many constrained NMF algorithms
have been proposed for this purpose, which can be classified into
three categories, i.e., endmember constrained NMF, abundance
constrained NMF, and double constrained NMF.

One of the widely used endmenber constraints is variational
minimum volume. Given that image pixels are generally as-
sumed to lie in a simplex whose vertices are endmembers [19],
the minimum volume constrained NMF (MVC-NMF) algorithm
was proposed to restrict the volume of the simplex when NMF
is employed for SMA [20]. The volume-regularized NMF algo-
rithm further promoted small volume of the convex hull spanned
by the basis matrix [21]. Zhuang et al. [22] discussed the use
of several minimum volume regularizations and introduced a
strategy named NMF-QMV for automatically selecting regu-
larization parameter, which included by different regularization
modules based on boundary, center, and total variation (TV).
However, matrix determinant and matrix inversion computation
may cause numerical instability problems when the simplex
volume becomes small. The minimum dispersion constrained
NMF (MiniDisCo-NMF) was also proposed for SMA such that
the endmember spectra have minimum variances, while it may
oversmooth the endmember spectra [23]. A similar approach
was also proposed to constrain endmember dissimilarity, which
can not only measure the difference between the endmember
signatures but also constrain the obtained signatures to be
smooth [24]. In addition, prior knowledge over endmembers,
such as spectral signature of known endmembers, can be propa-
gated during optimization process by minimizing the difference
between the image data and the prior knowledge [25].

Recently, abundance constrained NMF algorithms have
gained great attention in SMA of hyperspectral images. The
smoothness constraint was imposed over abundance, which can
be realized by the TV regularizer, following the assumption that
ground objects usually vary slowly and abrupt changes rarely
appear in an image [26], [27]. Moreover, since the number of
endmembers in an entire image is usually much larger than the
number of endmembers present in a specific pixel, especially
in the spectral library based unmixing, it often leads to a sparse
solution and thus it is intuitive and meaningful to constrain NMF
with sparseness [28]. Qian et al. utilized an L1/2 norm to ensure
the sparsity of abundance [29]. Feng et al. proposed a sparsity-
constrained deep NMF with the total variation (SDNMF-TV)
technique for hyperspectral unmixing, which introduced anL1/2

constraint for the sparse distribution of each endmember in the 2-
D space and the TV regularizer for promoting piecewise smooth-
ness in abundance maps [30]. However, the sparsity constraint
is unstable and prone to noise. Spatial context, which affects the
abundance relationship between pixels and their neighbors, has
also attracted much attention in SMA applications [31]. Specif-
ically, the abundance structural constraint was adopted since
spectra in the homogeneous region are considered to express
similar substance constructions and the same sparsity [32], [33].

The region-based structure preserving NMF explored consistent
data distribution in the same region while discriminating dif-
ferent data structures across regions in the unmixed data [34].
Wang et al. proposed the spatial group sparsity-regularized NMF
(SGSNMF) [35], but it only accounted for spatial homogeneity
of the first-order pixel neighborhood system of the abundance
map, the spatial structure information of the image remained
incomplete. Yang et al. combined nonlocal spatial informa-
tion with spatial group sparsity together into the NMF method
[36].

Taking either endmember or abundance constraint into ac-
count in NMF based unmixing has a restricted effect to obtain
a satisfying solution. Therefore, double-constrained NMF algo-
rithms are expected to impose constrains on both endmembers
and abundance simultaneously. Jia et al. proposed the piecewise
smooth NMF with sparseness constraint algorithm by incor-
porating a united constraints of the piecewise smoothness and
the sparseness [37]. However, it often needs prior knowledge
about the exact sparseness degree of abundances. Salehani et al.
explored the use of “arctan” function as a sparse regularizer term,
and enforced a roughness penalty to make spectral signatures
smooth as well as to restrict the related estimation error [38].
The double-constrained multilayer NMF method [39] adopted
the sparsity of the abundance matrix and a corresponding graph
regularization term based on the k-nearest neighbor graph to
preserve the geometric structure of the data. The robust col-
laborative nonnegative matrix factorization (R-CoNMF) [40]
addressed sparsity among the lines of the abundance matrix and
promoted minimum volume by pushing the endmembers toward
the mean value of the data set or bring the endmembers to the
real solution quadratically regularized by a given simplex. Yuan
et al. further introduced TV regularization into R-CoNMF to
better handle the huge solution space problem and explore the
adjacent relationship [41]. Specially, simplex minimum volume,
abundance sparsity, and abundance smoothness have been simul-
taneously studied in the multiple-priors ensemble constrained
NMF model [42]. Many other related methods, such as graph
regularized based [43], self-paced based NMF algorithms [44],
tensor based [45], [46], and deep learning based unmixing
algorithms [47]–[49], have also been developed. However, these
algorithms do not deal well with outliers or noise and the effect
on spatial structure of abundance distribution still needs to be
further verified.

To alleviate the above-mentioned problems and take full
advantage of spatial and spectral information, in this article,
a spectral-spatial constrained NMF algorithm is proposed by
imposing constraints on both endmembers and abundance si-
multaneously. Specifically, a spatial neighborhood preserving
constraint is imposed on abundances to preserve local geometric
structure of the data in a low-dimensional manifold. Meanwhile,
a minimum spectral distance constraint is also introduced to
optimize endmember spectra as compact as possible. To fur-
ther handle non-Gaussian noise or outliers, an L2,1-norm based
loss function is adopted for the proposed spectral-spatial con-
strained nonnegative matrix factorization (SS-NMF) algorithm.
Finally, extensive experiments over both synthetic and real-
world datasets are conducted to validate the effectiveness and
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robustness of the proposed SS-NMF methods for hyperspectral
unmixing.

The rest of this article is organized as follows. Section II
introduces the basic idea of NMF algorithms. Section III presents
the proposed SS-NMF model for SMA of hyperspectral images.
Section IV reports and discusses experimental results on both
synthetic and real datasets. Finally, Section V concludes this
article.

II. NMF ALGORITHMS FOR SMA

A. NMF Model for SMA

The LMM, which is well-known for its simplicity and ex-
plicit physical meaning, has been widely utilized to model the
relationship between mixtures and endmembers. In the LMM,
the photons reflected from different ground objects within one
pixel are assumed not to interfere with each other. As a result,
the observed spectral matrix R ∈ Rb×o is assumed to be the
product of endmember matrix M ∈ Rb×c and its corresponding
abundance matrix A ∈ Rc×o plus a noise matrix N ∈ Rb×o.
Their relationship can be formulated as

R = MA+N (1)

in which b is the number of bands, c is the number of endmem-
bers, and o is the number of pixels in the image. Here, the ith
column vectors of M and A, denoted by mi and ai, correspond
to the ith endmember and the abundance of the ith spectral pixel
ri, respectively.

In order to make the LMM physically meaningful, the abun-
dance sum-to-one constraint (ASC) and the abundance nonnega-
tive constraint (ANC) must be imposed, which can be expressed
as

c∑
j=1

Ajk = 1 (2)

Ajk ≥ 0 j = 1, 2, . . . , c, k = 1, 2, . . . , o. (3)

Generally, the ASC can be embedded into this model by adding
an additional pseudoband to the data matrix and the endmember
matrix [50]. Therefore, in the following analysis, only the ANC
is explicitly considered.

Given the target matrix R, the task of NMF is to decompose it
into two nonnegative matrices M and A. Hence, the following
model can be utilized to tackle the mixed-pixel problem:

R ≈ MA

s.t.M � 0,A � 0 (4)

where “� 0” represents elementwise nonnegativity. Therefore,
the generally used Frobenius-norm based NMF model for SMA
can be expressed by the following optimization problem:

min
1

2
‖R−MA‖F

s.t.M � 0,A � 0. (5)

Since a real world hyperspectral data contain outliers and
noise, especially non-Gaussian noise may exist, the errors for

both pixels and samples are inevitably squared, which means a
few pixels that contain noise or outliers with large error values
will play a major role in the objective function [51]. To overcome
the above-mentioned problems, we employ joint an L2,1-norm
loss function to resist the sensitivity to noises and outliers, which
has been shown to be very effective in [52]. Therefore, the NMF
optimization problem based on the L2,1-norm loss function can
be formulated as

min f(M,A) =
1

2
‖R−MA‖2,1 =

1

2

b∑
i=1

‖Ri − (MA)i‖2

s.t.M � 0,A � 0 (6)

where Ri and (MA)i are the ith row of R and MA, respec-
tively. In addition, according to [53], the gradient derivations of
each variable can be determined as follows:

∇Mf(M,A) = Q(MA−R)AT (7)

∇Af(M,A) = MTQ(MA−R) (8)

where Q ∈ Rb×b is a diagonal matrix with the ith diagonal
element as

qii =
1

2‖Ri − (MA)i‖2 . (9)

B. PG Based NMF Algorithm for SMA

Many algorithms have been proposed to solve the objec-
tive function of NMF problem, such as multiplicative updat-
ing method [54], projected gradient (PG) method [55], active
set method [56], and block principal pivoting method [57], in
which PG based algorithm has been demonstrated to be very
effective to solve the constrained NMF problem for SMA. In
order to minimize the cost function of NMF [defined by (6)),
the PG method is utilized to solve two subproblems of NMF
alternatively, which is summarized in Algorithm 1.

Algorithm 1: The alternating PG algorithm for NMF.

1. Initializing M1 � 0,A1 � 0.
2. For k = 1, 2, . . .

Mk+1 = P
[
Mk − αk∇Mf(Mk,Ak)

]
(10)

Ak+1 = P
[
Ak − αk∇Af(Mk+1,Ak)

]
(11)

where P [x] is a projected function, the value is chosen as
follows:

P [x] =

⎧⎨
⎩

0 if x � 0
x if 0 < x < u,
u if x � u

(12)

in which u is the upper bound for M or A.

One of the key problems in the PG method is selecting the
step size αk, which is also the most time consuming for this
algorithm. An simple and effective solution to select αk is
“Armijo rule along the projection arc” [58].
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III. OUR PROPOSED SPECTRAL AND SPATIAL CONSTRAINED

NMF ALGORITHMS FOR SMA

It has been demonstrated that minimizing the representation
error in LMM by NMF is not sufficient for SMA since the
unmixing results of NMF are not unique. In order to make this
problem well-posed, extra constraints other than the ANC must
be imposed to the objective function in (6)

F(M,A) =
1

2
‖R−MA‖2,1 + 1

2
λ1 · J1(M) +

1

2
λ2 · J2(A),

(13)
in which J1(M) and J2(A) are additional constraints imposed
on endmember matrixM and abundance matrixA, respectively,
and λ1 and λ2 are their tradeoffs among different objective
functions.

Observed from the LMM defined by (1), spectral information
of an image can be represented by its endmembers since all the
pixels can be represented by these endmembers, while spatial
information, which reflects the structural relationship of pixels
and their neighbors, can be expressed in the similarity of their
corresponding abundance. Therefore, in this article, the spectral
constraint is considered for J1(M) and the spatial constraint
is constructed for J2(A) to make the unmixing result more
accurate.

A. Spectral Constraint for Endmembers

Minimum volume of simplex determined by endmembers has
been demonstrated to be extremely effective to approximate an
optimal solution of endmembers due to the concepts of convex
[20]. However, when it is utilized to constrain an NMF based
algorithm, dimension reduction is required as a preprocess-
ing step. In addition, matrix determinant and matrix inversion
computation may cause numerical instability when the simplex
volume becomes small [23]. Actually, to find a simplex with
minimum volume is in essence to find a simplex which is as
compact as possible. Therefore, a minimum spectral distance
constraint is alternatively imposed to enforce compactness of
endmembers, which is defined as

J1(M) =

c∑
i=1

(mi − m̄)T (mi − m̄) (14)

where mi(i = 1, 2, . . . , c) represents an endmember in M, and
m̄ defines the average spectrum of endmember matrix M. In
matrix form, this constraint can be expressed as follows:

J1(M) = trace
(
(M− M̄)T (M− M̄)

)
. (15)

The proposed minimum spectral distance constraint for end-
members, which utilizes cumulative distance between each end-
member spectrum and the mean spectral signature to replace
volume of the simplex formed by endmembers, can also optimize
endmember spectra as compact as possible. Actually, in a two-
dimensional (2-D) space, the simplex formed by endmembers
is reduced to a triangle. The proposed endmemberwise distance
measures the distance from the three vertices of the triangle to its
center of gravity while the volume measures the area of the tri-
angle. Both measures can ensure compactness of endmembers.

However, the proposed spectral distance outperforms the volume
of simplex for several reasons. First, it is a convex constraint by
which the optimization algorithm for SMA will benefit a lot.
Second, it does not need a dimension reduction preprocessing
step. Finally, numerical instability, which is caused by matrix de-
terminant and inversion operations when the volume of simplex
becomes small, can be avoided.

B. Spatial Constraint for Abundance

Recent studies have shown that many real world data are
actually sampled from a nonlinear low-dimensional manifold,
which is embedded in the high-dimensional ambient space. In
this article, the local geometric structure of data is exploited
by considering the relationship between pixels and their cor-
responding neighbors. Therefore, the local linear embedding
(LLE) assumption, which means that each pixel can be linearly
reconstructed by its neighbors, is considered.

For each hyperspectral pixel ri(i = 1, 2, . . ., o) in the image,
we use N(ri) represents its neighboring pixels. According to the
LLE assumption, ri can be represented as the linear combination
of its neighboring pixels:

ri =
∑

rj∈N(ri)

Wijrj (16)

where Wij represents the linear coefficient of rj in the recon-
struction of ri. Generally, the linear coefficients Wij can be
obtained by the following objective function:

Wij = argmin

∣∣∣∣∣∣
∣∣∣∣∣∣ri −

∑
rj∈N(ri)

Wijrj

∣∣∣∣∣∣
∣∣∣∣∣∣
2

. (17)

According to the LMM [defined by (1)] and the LLE [defined
by (16)], each pixel can be represented as follows:

ri ≈ Mai

≈
∑

rj∈N(ri)

Wijrj

≈
∑

rj∈N(ri)

Wij(Maj)

= M
∑

rj∈N(ri)

Wijaj . (18)

Observed from (18), we have

ai =
∑

rj∈N(ri)

Wijaj (19)

which implies that the local geometric structure of data can be
preserved by abundances in the unmixing procedure. Therefore,
the following spatial preserving constraint can be imposed on
abundances to preserve the relationship of spatial neighborhood:

J2(A) =

o∑
i=1

||ai −
∑

rj∈N(ri)

Wijaj ||22

= ||A−AW||2F
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= ||A(I−W)||2F
= trace(A(I−W)(I−W)TAT )

= trace(APPTAT ) (20)

where trace(·) denotes the operation of trace, I =
diag(1, 1, . . . , 1), and P = I−W.

C. Spectral and Spatial Constrained NMF Algorithm for SMA

According to the spectral distance constraint for endmembers
[defined by (15)] and the spatial preserving constraint for abun-
dance (20), the proposed spectral and spatial constrained NMF
(SS-NMF) model can be constructed as

F(M,A) =
1

2
‖R−MA‖2,1

+
1

2
λ1 · trace

(
(M− M̄)T (M− M̄)

)

+
1

2
λ2 · trace(APPTAT ). (21)

According to the PG method defined by Algorithm 1, the pro-
posed SS-NMF model can be effectively solved by the following
two suboptimization problems with iterative updates:

Ak+1 = argmin
A�0

F(Mk,Ak)

Mk+1 = arg min
M�0

F(Mk,Ak+1). (22)

In other words, alternatively fixes one matrix and improves the
other one. The convergence of this alternating method for NMF
has been explained by Lin [59] and it has been pointed out
that any limit point of the sequence (Mk,Ak) generated by
this method is a stationary point for NMF. Since both spectral
distance constraint and spatial preserving constraint are second-
order convex constraints, this conclusion is still held for the
proposed SS-NMF algorithm.

Each suboptimization algorithm is a convex problem and can
be solved by the PG method. Therefore, the gradient deriva-
tion of the proposed spectral distance constraint and spatial
preserving constraint must be determined previously. The gra-
dient derivation of the proposed spectral distance constraint is
determined as

∇MJ1(M) = 2 · (M− M̄) · (I− 1

c
1) (23)

where I = diag(1, 1, . . . , 1), and 1 is a c-by-c matrix of ones.
The gradient derivation of the proposed spatial preserving con-
straint is determined as

∇AJ2(A) = 2 ·APPT . (24)

As a result, the gradient derivation of F(M,A) for these two
subproblems of the proposed SS-NMF can be derived as

∇Mf(M,A) = Q(MA−R)AT +λ1 · (M− M̄) ·
(
I− 1

c
1

)

∇Af(M,A) = MTQ(MA−R) + λ2 ·APPT . (25)

Similar to the PG method of NMF, the nonnegative constraint
can be guaranteed by a projective operation. The update rule for
the proposed SS-NMF can be summarized as

Ak+1 = max
(
0, Ak + αk∇AF(Mk,Ak)

)
Mk+1 = max

(
0, Mk + βk∇MF(Mk,Ak+1)

)
(26)

where αk and βk are the stepsize. It has been pointed out that
the stepsize is a critical value in the PG method. In this article,
the well-known Armijo’s technique is adopted to find the best
stepsize for these two subproblems.

In addition, it should be noted that, in the optimization process
of the proposed SS-NMF for SMA, the iteration stops when
the maximum iteration number (set to 500) is reached or the
following criterion is satisfied:

F(Mk,Ak)− F(Mk−1,Ak−1)

F(Mk−1,Ak−1)
< 10−4. (27)

IV. EXPERIMENTS

In this section, extensive experiments on both synthetic
dataset and real hyperspectral remote sensing image are con-
ducted to validate the performance of the proposed SS-NMF
algorithm.

A. Experiments Over Synthetic Dataset

A 100× 100-pixel synthetic hyperspectral scene, which is
simulated under linear mixture assumption using five spectra of
minerals from a spectral library compiled by the U.S. Geological
Survey (USGS)1 containing as many as 420 bands covering from
400 to 2500 nm, is adopted in this experiment. The simulation
strategy in [60] is adopted, which mainly involves two steps:
pure-pixel image simulation and mixed-pixel image simulation.
The whole image is divided into 25 square regions with the same
size of 20× 20 pixels. All the pixels in the same small region
are assigned as a homogeneous ground object. In each row,
five ground objects are assigned randomly to the five regions.
Furthermore, 10-dB Gaussian noise is added to the whole image
and 50-dB Gaussian noise is added to the pixels inside a block
to simulate spectral variability. In order to generate mixed pixels
in the image, a 15× 15 window is used for local averaging via
spatial convolution. Fig. 1 shows the five reflectance curves of
selected spectra from the USGS spectral library.

To assess the performance of the proposed algorithm, the
spectral angle distance (SAD) is adopted to evaluate the perfor-
mance of estimated endmember in SMA. Let m̂i be an estimated
endmember and mi be the most similar spectral signature in the
USGS library. The SAD value between two spectral signatures
is defined as

SAD(mi, m̂i) = arccos

(
mi · m̂i

‖mi‖ · ‖m̂i‖
)

(28)

where ‖ · ‖ represents the magnitude of vectors. Note that
lower SAD scores mean higher spectral similarity between
the compared vectors. In the synthetic experiment, abundance

1[Online]. Available: http://speclab.cr.usgs.gov/spectral.lib06

http://speclab.cr.usgs.gov/spectral.lib06
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Fig. 1. Five typical hyperspectral signatures of typical minerals from the
USGS digital spectral library.

fractions of each endmember are also known as ground-truth.
Therefore, the abundance estimation error (labeled as “EstEr”),
which is evaluated by the root-mean-square error between the
true abundance and the estimated fractional abundance, is also
evaluated for quantitative evaluation. The lower the EstEr, the
better the abundance reconstruction performance. Let âi denote
the SS-NMF estimated abundance of mi, with ai being the
corresponding ground-truth abundance. Therefore, the EstEr is
defined as

EstEr(ai, âi) =
1

o

⎛
⎝ o∑

j=1

(aij − âij)
2

⎞
⎠

1
2

. (29)

Moreover, the signal-to-reconstruction error (SRE) is also
adopted to measure the quality of the reconstruction of whole
image, which is defined as

SRE(R,M,A) = 10lg
E[‖R‖22]

E[‖R−MA‖22]
. (30)

It measures the information regarding the power of the error in
relation to the power of the signal. Generally, the higher the SRE
(dB), the better the image reconstruction performance.

1) Parameter Analysis: The proposed SS-NMF algorithm
involves two parameters to balance the importance of spectral
constraint and spatial constraint, i.e., λ1 and λ2 in (13). The
unmixing results of the proposed SS-NMF algorithm with dif-
ferent values of λ1 and λ2 are shown in Fig. 2, where λ1 varies
exponentially from 1e − 7 to 1e2 and λ2 varies exponentially
from 1e − 3 to 1e6. To balance the importance of different
constraints, the optimal combination of λ1 and λ2 is set to
(1e − 5, 1).

2) Ablation Experiment: With respect to the proposed
method, it mainly consists of three parts: L2,1-norm based loss
function, spectral endmember constraint, and spatial abundance
constraint. To verify the efficiency of each part, we separate those
parts and conduct an ablation experiment. As shown in Table I,
four other variants of the proposed SS-NMF are considered:

TABLE I
SPECIFIC EXPERIMENTAL CONFIGURATION OF THE PROPOSED

SS-NMF VARIANTS

TABLE II
AVERAGE SAD SCORES (IN DEGREES), ESTER VALUE, AND SRE VALUE OF

THE SS-NMF VARIANTS ON THE SYNTHETIC DATASET

The best results are in bold.

1) SS-NMFF : Frobenius-norm based loss function combin-
ing with both spectral endmember constraint and spatial
abundance constraint;

2) NMF2,1: only L2,1-norm based loss function;
3) SM -NMF: L2,1-norm based loss function combining with

spectral end member constraint;
4) SA-NMF: L2,1-norm based loss function combining with

spatial abundance constraint.
The synthetic experimental results of all these variants are

listed in Table II. It is observed that
1) the L2,1-norm based loss function is better to model

the reconstruction error than LF -norm when NMF-based
unmixing model is used;

2) both the proposed spatial neighborhood preserving con-
straint and the proposed minimum spectral distance con-
straint can certainly improve the performance of L2,1-
norm based NMF model for SMA.

3) when the proposed spatial neighborhood preserving con-
straint and the proposed minimum spectral distance con-
straint are jointly imposed over L2,1-norm-based NMF
model, the performance of SMA can be further improved,
demonstrating the necessity and complementary of these
two spectral and spatial constraints for NMF model.

3) Comparison With Typical NMF-Based Algorithms: Sev-
eral well-known NMF-based algorithms are adopted for com-
parison, including MVC-NMF [20], NMF-QMV (TV) [22],
and SGSNMF [35], together with the baseline comparison of
VCA [61]+FCLS [62]. In all cases, parameters of these com-
parison methods have been carefully optimized so that the best
performance for each method is reported. To ensure reliable
comparisons, the VCA and FCLS algorithms are adopted to ini-
tialize all the endmember matrixes and abundance matrixes. The
computational time of comparison algorithms is also measured
with Inter Core i7-9700 CPU at 3000 GHz with 16 GB of RAM
using MATLAB R2020b on Windows 10 platform. Moreover,
20 independent runs have been carried out and the results are
averaged for the proposed and comparison algorithms in the
experiments.
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Fig. 2. Parameter analysis for the synthetic dataset, evaluated by SAD for endmembers, EstEr for abundance, and SRE for pixels.

Fig. 3. Noise sensitivity analysis of different algorithms over the synthetic image under different SNRs, evaluated by SAD for endmembers, EstEr for abundance,
and SRE for image.

TABLE III
AVERAGE SAD SCORES (IN DEGREES), ESTER VALUE, SRE VALUE, AND

COMPUTATIONAL TIME (IN SECONDS) OF COMPARISON ALGORITHMS ON THE

SYNTHETIC DATASET

The best results are in bold.

Table III shows the average SAD and EstEr scores between
the ground-truth endmembers or abundance and corresponding
matrixes acquired by different algorithms over synthetic dataset,
as well as SRE value of the whole image and computational time
of each algorithm operation. It is observed that the proposed
SS-NMF method obviously outperforms other considered algo-
rithms by achieving the lowest SAD and EstEr values and the
highest SRE value. However, due to the double constraints of
proposed SS-NMF, it needs more time to find optimal solutions
than that of NMF-QMV using spatial constraints.

In order to analyze the sensitivity of the proposed SS-NMF to
noises, different noise levels involved in the synthetic dataset are
also considered by varying SNR from 15 to 35 dB with the inter-
val of 5 dB. The unmixing performance for all these algorithms
over the synthetic dataset with different SNRs is shown in Fig. 3.
It is observed that the proposed SS-NMF outperforms under
different noise levels. Moreover, the unmixing performance of

Fig. 4. Band 100 of the subimage of AVIRIS Cuprite dataset.

the proposed SS-NMF steadily increased in terms of SAD and
SRE when the SNR increases.

B. Experiments Over Real Dataset

The well-known Cuprite dataset acquired by AVIRIS2 con-
tains 224 bands ranging from 370 to 2510 nm with a ground
instantaneous field of view of 20 m. A 350× 350-pixel subset
from the sector labeled as f970619t01p02r02sc03.a.rfl, which
is shown in Fig. 4, is used for performance validation and the
number of endmembers are set to 16. After removing noisy bands

2[Online]. Available: http://aviris.jpl.nasa.gov/html/aviris.freedata.html

http://aviris.jpl.nasa.gov/html/aviris.freedata.html
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Fig. 5. Parameter analysis for the Cuprite dataset, evaluated by SAD for
endmembers and SRE for image.

TABLE IV
AVERAGE SAD SCORES (IN DEGREES) AND SRE VALUE OBTAINED BY THE

SS-NMF VARIANTS ON THE AVIRIS CUPRITE DATASET

Note that the best results of each signature and mean values are in bold.

and water-absorption bands (including bands 1− 4, 105− 115,
150− 170, and 223− 224), a total of 186 reflectance bands are
finally adopted. In this experiment, for quantitative evaluation,
only eight reference signatures are selected from the USGS
digital spectral library, corresponding to highly representative
minerals in the Cuprite mining district, including Alunite, An-
dradite, Buddingtonite, Dumortierite, Jarosite, Kaolinite, Mont-
morillonite, and Muscovite. For quantitatively evaluating the
performance of our proposed SS-NMF algorithm over Cuprite
dataset, two criteria, SAD for endmember and SRE for image
as above, are adopted.

1) Parameter Analysis: The unmixing results of the pro-
posed SS-NMF algorithm under the two parameters λ1 and λ2

are shown in Fig. 5, where λ1 was set from 1e − 4 to 1e1, λ2

from 1e − 3 to 1e2 exponentially. To balance the performance
of estimated endmember and reconstructed pixels, the optimal
combination of λ1 and λ2 is (1e − 3, 1e2).

2) Ablation Experiment: The ablation experiment using dif-
ferent variants of the proposed SS-NMF algorithm is also consid-
ered over Cuprite dataset, and the results are shown in Table IV.
It is also confirmed that the proposed spatial neighborhood pre-
serving constraint and the proposed minimum spectral distance
constraint are very effective to constrain NMF model for SMA,
and they can jointly perform the best for unmixing. Moreover,
the L2,1-norm based loss function is more efficient to model
noise and outliers than LF -norm in the real scene.

3) Comparison With Typical NMF-Based Algorithms: The
three typical NMF-based algorithms, i.e., MVC-NMF [20],
NMF-QMV (TV) [22], and SGSNMF [35], together with the

TABLE V
AVERAGE SAD SCORES (IN DEGREES), SRE VALUE, AND COMPUTATIONAL

TIME OBTAINED BY COMPARISON ALGORITHMS ON THE

AVIRIS CUPRITE DATASET

Note that the best results of each signature and mean values are in bold.

baseline of VCA [61]+FCLS [62], are also adopted for com-
parison in this experiment. The experimental results of all these
algorithms over the AVIRIS Cuprite dataset are listed in Table V,
which lists the SAD scores between each acquired endmember
and corresponding selected USGS spectral signature, as well
as the mean SAD values across all eight selected signatures
and the SRE value of the entire image. It is observed that all
the algorithms obtain better spectral approximations for certain
different minerals, while those by the proposed SS-NMF can
reach the lowest mean SAD value and highest SRE value,
indicating that the estimated endmembers and reconstructed
pixels by SS-NMF generally provide a good match with regard
to the corresponding reference signatures as well as the original
pixels. Meanwhile, the computational time of SS-NMF is less
than that of MVC-NMF and NMF-QMV, which verifies the high
efficiency of proposed model in complex spatial context and
under larger number of pixels.

Fig. 6 shows a qualitative comparison between the abun-
dance maps of three typical signatures: 1) Alunite+Muscovite
and/or Kaolinite; 2) Buddingtonite; and 3) Montmorillonite,
with the corresponding reference classification maps produced
by Tricorder software (labeled as “GT”). It can be seen that the
proposed SS-NMF algorithm produces clearest abundance maps
in close agreement with the ground truth of the mineral maps,
which is most consistent and stable. To sum up, these exper-
imental results confirm that the proposed SS-NMF algorithm
generates the best unmixing performance.

C. Convergence Analysis

Both synthetic and Cuprite datasets are used to analyze the
convergence of the proposed method. The convergence curves
of SS-NMF on two data are presented in Fig. 7, where we show
how the objective function value F(M,A) changes as it evolves
over 1000 iterations. As shown in Fig. 7, the proposed algorithm
converges well on both synthetic and real data. SS-NMF on
synthetic data converges in about 200 iterations while Cuprite
data converges in about 400 iterations. Therefore, we set a
maximum number of iterations of 500 is reasonable in this
article, and this experiment can verify that the proposed SS-NMF
algorithm exhibited a good convergence behavior.
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Fig. 6. Abundance maps obtained by different algorithms over Cuprite dataset
for three typical spectral signatures. (Black: 0% abundance and White: 100%
abundance).

Fig. 7. Convergence analysis of SS-NMF on (a) Synthetic dataset and (b)
Cuprite dataset.

V. CONCLUSION

In this article, a spectral-spatial constrained NMF (SS-NMF)
is proposed for SMA of hyperspectral images by imposing a
spectral constraint over endmembers and a spatial constraint
over abundance simultaneously in the NMF-based unmixing
model. Specifically, an L2,1-norm loss function is employed to
effectively handle non-Gaussian noises or outliers. Meanwhile, a
minimum spectral distance constraint that optimizes endmember
spectra as compact as possible and a spatial preserving constraint
to preserve the local structure of the data on a low-dimensional
manifold are imposed to enhance SMA. Experiments over both
synthetic dataset and well-known Cuprite dataset are conducted
to verify the effectiveness and superiority of the proposed al-
gorithm over several typical NMF-based algorithms. The ex-
perimental results show that the proposed SS-NMF algorithm
outperforms the other NMF-based algorithms both qualitatively
and quantitatively, which further reveals that the proposed spatial
and spectral constraints have a significant improvement on the
unmixing results. Although current performance is very en-
couraging, the long computational time of the solution method
is still a challenge for practical applications. A more efficient
optimization algorithm will be studied in our future research.
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