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A Lightweight Model of VGG-16 for Remote
Sensing Image Classification

Mu Ye , Ni Ruiwen, Zhang Chang, Gong He, Hu Tianli, Li Shijun, Sun Yu, Zhang Tong, and Guo Ying

Abstract—In planetary science, it is an important basic work to
recognize and classify the features of topography and geomorphol-
ogy from the massive data of planetary remote sensing. Therefore,
this article proposes a lightweight model based on VGG-16, which
can selectively extract some features of remote sensing images,
remove redundant information, and recognize and classify remote
sensing images. This model not only ensures the accuracy, but
also reduces the parameters of the model. According to our ex-
perimental results, our model has a great improvement in remote
sensing image classification, from the original accuracy of 85%–
98% now. At the same time, the model has a great improvement
in convergence speed and classification performance. By inputting
the remote sensing image data of ultra-low pixels (64 ∗ 64) into
our model, we prove that our model still has a high accuracy rate
of 95% for the remote sensing image with ultra-low pixels and less
feature points. Therefore, the model has a good application prospect
in remote sensing image fine classification, very low pixel, and less
image classification.

Index Terms—Vgg-16, less feature points, nonlinear correction
layer, zero padding.

I. INTRODUCTION

R EMOTE sensing science classification has received con-
siderable attention recently, as can be used in many prac-

tical applications, such as natural hazards detection, geographic
image retrieval., urban planning, etc. Given a query remote

Manuscript received May 21, 2021; revised June 7, 2021; accepted June 13,
2021. Date of publication June 23, 2021; date of current version July 22, 2021.
The work of Mu Ye, Gong He, Hu Tianli, Li Shijun, and Sun Yu was supported
in part by The People’s Republic of China Ministry of Science and Technology
under Grant 2018YFF0213606-03,1 the work of Mu Ye, Gong He, Hu Tianli,
and Li Shijun was supported by the Science and Technology Department of
Jilin Province under Grant 20160623016TC, Grant 20170204017NY, Grant
20170204038NY, and Grant 20200402006NC,2 and the work of Mu Ye, Gong
He, Hu Tianli, and Sun Yu was supported by the Science and Technology
Bureau of Changchun City under Grant 18DY021, http://kjj.changchun.gov.cn.
(Corresponding author: Li Shijun.)

Mu Ye, Gong He, Hu Tianli, Li Shijun, and Sun Yu are with the Col-
lege of Information Technology, Jilin Agricultural University, Changchun
130118, ChinaJilin Province Intelligent Environmental Engineering Re-
search Center, Changchun 130118, China Jilin Province Colleges and
Universities the 13th Five-Year Engineering Research Center, Changchun
130118, China, and also with the Jilin Province Agricultural Internet of
Things Technology Collaborative Innovation Center, Changchun 130118,
China (e-mail: muye@jlau.edu.cngonghe@jlau.edu.cn; gonghe@jlau.edu.cn;
hutianli@jlau.edu.cn; lishijun@jlau.edu.cn; sunyu@jlau.edu.cn).

Ni Ruiwen, Zhang Chang, Zhang Tong, and Guo Ying are with the College
of Information Technology, Jilin Agricultural University, Changchun 130118,
China (e-mail: niruiwen@mails.jlau.edu.cn; zhangchang@mails.jlau.edu.cn;
zhangtong@mails.jlau.edu.cn).

Digital Object Identifier 10.1109/JSTARS.2021.3090085
1[Online]. Available: http://www.most.gov.cn
2[Online]. Available: http://kjt.jl.gov.cn

sensing image, scene classification aims to assign a unique label
to the image, based on its contents [1]–[3]. In the early works,
handcrafted features are the most widely used in this task and
have been intensively investigated, such as color histograms,
scale-invariant feature transform, and histogram of oriented
gradients. These methods rely heavily on professional skills
and domain expertise to design various features, so that their
adaptability and expression ability are not strong enough. In the
meanwhile, remote sensing scene classification is a challenging
problem, since the scene images often exhibit complex spatial
structures with high intraclass and low interclass variabilities. To
address this problem, many scene classification methods have
been proposed over the past years [4]–[8].

Convolutional neural networks (CNN) have a strong ability
of generalization and natural image classification. The main
reason that CNN model can accurately classify is that it has
a large number of label training datasets [9]–[11]. Recently, the
application of CNN model has been extended to remote sensing
scene classification. However, due to the limited labeled remote
sensing image data, CNN model needs to train these datasets
from scratch. In order to solve this problem, transfer learning
method will be adopted. Some used existing remote sensing
images for fine-tuning. At the same time, some CNN models
(such as AlexNet, Google Net, or VGGNet) have trained some
large-scale data in advance [12]. Generally speaking, it has been
proved to be effective to fine tune the convolution layer of a
pretrained CNN model to adapt the architecture to new classifi-
cation tasks. Compared with traditional classification methods,
these models have better classification performance. The success
of CNN based scene classification method is mainly due to
the strong generalization ability of the pretrained CNN model,
which can extract more representative features than traditional
feature extraction methods [13].

Deep learning proves very promising for land use and land
cover classification [14]–[16], scene classification [17], change
[18] and object detection [18], [19]. Multilayer artificial CNN al-
lows automatic extraction of high-level features from labeled im-
ages. By means of convolutional kernels at multilevels operating
over upper-level feature maps, high-level features are extracted
hierarchically through the network. The back-propagation strat-
egy helps CNN adjust its network parameters automatically. The
high generalization capacity of CNN outstands other machine
learning algorithms and makes CNN the most mature and widely
used deep learning framework [20].

CNN has been widely used in the field of remote sens-
ing. In 2019, in mineral exploration, it has been proposed:
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An Augmented Linear Mixing Model to Address Spectral
Variability for Hyperspectral Unmixing [21]. In the aspect of
hyperspectral, some suggestions have been put forward. For ex-
ample: an iterative multitask regression framework for semisu-
pervised hyperspectral dimensionality reduction[22]; when non-
convex modeling meets hyperspectral remote sensing; graph
convolutional networks for hyperspectral image classification
[23]; spatial-spectral manifold alignment for semisupervised
hyperspectral dimensionality reduction [24]. In the aspect of re-
mote sensing image classification, some suggestions are put for-
ward. For example: X-ModalNet: a semisupervised deep cross-
modal network for classification of remote sensing data [25];
graph convolutional networks for hyperspectral image classifi-
cation [26]; more diverse means better: multimodal deep learn-
ing meets remote sensing imagery classification [27]; CoSpace:
common subspace learning from hyperspectral-multispectral
correspondences [28]; a semisupervised cross-modality learning
framework for land cover and land use classification[29]; a
spatial-frequency joint feature extractor for hyperspectral image
classification [30]. There is also great progress in remote sensing
positioning. In 2020, it has been proposed that capture-aware
identification of mobile RFID tags with unreliable channels
[31]; a partitioning approach to RFID identification [32]; a time
and energy saving based frame adjustment strategy (TES-FAS)
tag identification algorithm for UHF RFID systems [33]; Idle
slots skipped mechanism based tag identification algorithm with
enhanced collision detection [34]; redundant rule detection for
software-defined networking [35].

However, objects must to be reshaped in different shapes and
scales into the same size, because CNN requires a fixed size, this
operation causes the loss of object shape and scale information.
Furthermore, relationships of the surrounding neighbors (i.e.,
contextual information) should also be considered for accurate
object classification. At the same time, there are still many
problems: 1) Most CNN models are for high-precision and
obvious features of remote sensing images; 2) The amount of
parameters and memory of the model are large. In order to solve
these problems, we improve the traditional VGG-16 model. The
improved model has universal adaptability for high-precision
and low-precision remote sensing images. And it is still ap-
plicable for remote sensing images with very low and fewer
pixels. At the same time, the model also reduces the amount
of parameters and the memory size of the model. Therefore,
this article proposes a lightweight model based on VGG-16
according to the above problems. First, the network structure
of the original VGG-16 model is optimized, and then the super
parameters of the model are adjusted. The data in the dataset
is processed by our designed data processing method, and the
processed data is input into the model for training.

II. METHOD

A. Modeling

VGG is a CNN model proposed that “very deep convolutional
networks for large-scale image recognition” by simonyan and
zisserman in the document. The small convolution kernel is

better than the large convolution kernel, because the multi-
layer nonlinear layer can increase the network depth to ensure
learning more complex patterns, and the cost is relatively small
(less parameters). However, VGG consumes more computing
resources and uses more parameters, resulting in more memory
consumption. Most of the parameters come from the first fully
connected layer, and VGG-16 has three fully connected layers.
The images of the experimental dataset belong to ultra-low pixel
remote sensing images, which do not need multiple feature
extraction and more parameters. Therefore, we will combine the
original VGG-16 with the full convolution model, and reduce
the parameters of the model and the number of layers of the full
connection layer, which not only ensures the accuracy of the
model feature extraction, but also realizes the lightweight of the
model and improves the training speed of the model.

Our model is based on the original VGG-16 model and
combined with the traditional full CNN model. First of all, we
change the CNN layer to start from 32 × 32, add a max pooling
layer after each convolution layer, with the size of 2 × 2, then
add 64 × 64, 128 × 128, 256 × 256, 512 × 512 CNN layers,
and add a max pooling layer (2 × 2) after each CNN layer. We
change the original 512 × 512 convolution that vgg-16 needs to
go through twice to go through once, in which the size of the
convolution layer is 3 × 3 and the step size is 2.

A nonlinear correction layer is added after each convolution
layer, so that each layer uses two nonlinear correction layers
instead of a single correction layer. Because the pixels of the
dataset, we use are very low and the feature points are not
obvious enough. Adding two nonlinear correction layers can
overcome the problem of gradient disappearance, reduce the
phenomenon of over fitting, and improve the training speed of
the model.

Our research mainly focuses on ultra-low pixel images, so we
need to expand the size of the dataset, otherwise the image itself
may be small, after multilayer convolution, it may not be able to
output the image or reduce the accuracy of the model. In addition,
there are few feature points in the low pixel image, so it is difficult
to extract them accurately. To solve these problems, we add zero
padding layer before each convolution layer, and choose 1 × 1
size. Zero padding layer is a method to increase nonlinearity of
decision function without affecting the acceptance domain of
the volume layer. On the one hand, it starts to control the output
of the volume layer, control the network structure. On the other
hand, it can extract more detailed features. Therefore, it can be
used to expand the data and extract the image features with low
feature points accurately. Thus, the accuracy of the model, we
designed is further improved.

The model we designed changed the three layers of VGG-
16 into two, which can effectively reduce the parameter of
the model, not reduce the accuracy of model recognition and
classification, but also improve the training speed of the model.
The first full connection layer has 4096 channels, the second
performs 1000 way ILSVRC classification, and the last layer
is soft max layer. In the network, the configuration of the full
connection layer is the same.

After design and modification, our model results are shown
in the following figures:
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Fig. 1. Model structure diagram. The figure shows the modified network
model, showing the basic convolution layer, and full connection layer.

Fig. 2. Dataset processing. (1) is original image, (2) is graying, (3) is feature
map.

B. Image Processing

First, we transform the image size of the dataset into 64 ∗ 64,
and then grayscale the image, and flatten the image into a data
matrix (nxp:n= #sample, p= #pixels in each image). After that,
the flat vector is inserted into the array, and the obvious features
of the image are further displayed by string operation. Finally,
divide the image pixels by 225 to scale the band. Now, we take
EuroSAT [36], [37] data as an example.

The dataset is based on the collection of images taken by
sentinel-2 satellite, covering 13 spectral bands, consisting of
10 classifications, and a total of 27 000 land use images with
labels and geographical references. It is used to detect the land
use classification and land cover change and other issues to help
improve the geographical environment. The dataset includes the
following ten categories, each of which includes the following
ten categories, each containing 2000–3000 pictures, and the
picture pixel is 64 × 64.

After image processing, we will process the image according
to the ratio of 8:2 for the training set and test set. The following
figure shows the dataset processing process:

Fig. 3. Loss function diagram. The figure shows the function image of model
training, the test loss is 0.2, and the val loss is 0.3.

C. Training

In the model training, the batch size is set to 32, the momentum
is set to 0.9, and the learning rate is 0.001.The training is regu-
larized by weight attenuation and dropout regularization of two
Denses (dropout is set to 0.5). Keras is used as the development
framework in the experiment, and the average training time of
each network model is 25 h. The following figure shows the
function diagram of the loss rate of training set and verification
set of the model:

D. Testing

In the test, according to the following methods, given a trained
CNN and input images, CNN are classified. First, it to its various
orientations to the smallest predefined edge of the image. The
network is then intensively applied to rescaled test images in a
similar way. That is, the fully connected layer is converted to a
convolution layer first. The resulting full convolutional network
is then applied to the entire (untrimmed) image. The result is a
class fraction map, the number of channels equal to the number
of classes, and the variable spatial resolution depending on the
size of the input image. Finally, in order to obtain a fixed-size
vector of the remote sensing image of the image, the image is
space-averaged (sum pool).

We input the test set into the model, and the function diagram
of the accuracy of the test and verification set is as follows.

The loss rate function diagram of the accuracy function and
the accuracy function diagram in this section have some fluc-
tuations and overlaps. This is because the pixels of the image
itself in the dataset are too low and there are few obvious feature
points, which leads to the image may be too similar. So the loss
rate image and accuracy rate image are slightly abnormal. For
example, forset and pastures, sealake, and river.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental Result

Our model is mainly aimed at remote sensing images with
ultra-low pixels and less feature points, so we inputEuroSAT
(64 × 64) data set into the model, run it three times, and the
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Fig. 4. Accuracy function. The figure shows the function image of model
testing, the test accuracy is 94%, and the val accuracy is 95%.

Fig. 5. Image of similar datasets. (1) is the forest, (2) is the pastures, (3) is the
sealake, (4) is the river.

average value of 10 classifications is the final accuracy, and the
accuracy is 95%.

According to the above figure, it can be concluded that
under the model, EuroSAT data classification can get a high
accuracy. Our model simplifies convolution layer according to
the remote sensing images of ultra-low pixels and few feature
points, and adds zero padding layer to change the dimension
size of the image and reduces the parameter quantity of model
operation. In this way, the remote sensing images with low pixel
and low feature points can be extracted more precisely; for
high-precision and low-precision remote sensing images, we
will use the more precise feature extraction small dimension
is used to extract the image step by step, and the fine feature
points of high-precision images are extracted, and the accuracy
of recognition and classification is further improved.

As shown in Table I, it can be seen that except permanent
crop and herbaceous vegetation, they all have high accuracy,
especially forest, residential, and sealake. Because the pixels of
remote sensing images are very low,in the three datasets. The
feature points are still obvious, which can be easily extracted
for recognition, and the feature points of other types of images
are also obvious, so we can also get higher accuracy.

It also can be seen that the accuracy of permanent crop
and herbaceous navigation is low. Because there are almost no

TABLE I
OPERATING RESULTS OF EUROSAT IN OUR MODEL

Fig. 6. Permanent crop and herbaceous vegetation. (1) is the permanent crop,
(2) is the herbaceous vegetation.

TABLE II
OPERATNG RESULTS OF EUROSAT IN OTHER MODEL

feature points in the two datasets, and the images are mainly
color differences. After image processing, the feature points are
difficult to extract, so the accuracy of our model recognition is
not high, In the future, we need to further improve the extraction
of feature points.

B. Analysis of Experimental Results

Most of the current remote sensing data of the latest technol-
ogy training model are 256 × 256 images. In order to see the
applicability of our model for the remote sensing image with
ultra-low pixels and less feature points more intuitively. We put
the dataset used in this experiment into the current latest model
and run it three times. The best accuracy of the three times is
the final accuracy, and the model runs accurately .The accuracy
is shown in the figure:

According to Table II, we can see that the accuracy of our
model for remote sensing image recognition and classification
with very low pixels and few feature points is much higher
than other models, while the accuracy of the model with high
recognition accuracy in this dataset. It cannot reach the effect
of our model. This proves the superiority of our model in the
recognition and classification of remote sensing images with
very low pixels and few feature points.

At the same time, we input the dataset selected by our
model into the newly published (attention consistent network
for remote sensing scene classification) [38]. The models and
algorithms in classification are mainly for high-precision image
classification, and because the pixels of the model we used are
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TABLE III
OUR MODEL RUNS MODEL TEST RESULTS FROM OTHER DATASETS

too low and the similarity is very high, there is over fitting
phenomenon when the model runs EuroSAT dataset.

Table II and in the attention consistent network for remote
sensing scene experiments in classification show that: remote
sensing image recognition is very different from natural image
recognition, too complex and deep network is not suitable for
ultra-low pixel remote sensing image recognition. Because deep
convolution neural network has high semantic, when the diver-
sity of training samples meet certain conditions. It is difficult to
effectively improve the score by simply increasing the dimen-
sion of training data and features class precision may lead to
redundant information or noise.

In order to verify the universality of our model for high-
precision and low-precision remote sensing images, experiments
are carried out with representative remote sensing datasets.
SIRI-WHO data (200 × 200)[39]–[41], OPTIMAL-31 (256 ×
256) [42], and LEVIR (800× 600) [43] are selected to test
the model. There are many kinds of scenes in high-resolution
remote sensing images, and there are great differences between
the scenes without categories. For example, the scene analogy of
aircraft and oil tank includes both the image of a single target and
the image of multiple targets. After the traditional dataset ampli-
fication method, the amplified images are processed according
to the processing method in 2.2, and the processed images are
input into our designed model for three experiments. The average
value of the classification results is taken as the experimental
result. The experimental results are shown in Table III.

According to Table III, we can see that the accuracy of the
experimental results is 99%, which shows that the nonlinear
correction layer, we added in the model can solve the problem
of over fitting and gradient descent. At the same time, it also
proves that although our model reduces the parameter amount,
we can still guarantee the accuracy even though we change the
convolution of 512 × 512 from twice to once, so that we can get
the correct model. The model memory is 2.3MB. At the same
time, the pixels of the University of California dataset are 256 ×
256, and the image feature points in the data are obvious, which
is one of the reasons why the 99% accuracy can be obtained.

The results show that the scheme we designed is effective. The
model designed by us is not only universal in high-precision and
low-precision remote sensing images, but also in ultra-low-pixel
and less feature points remote sensing images, which can reduce
the requirements for the accuracy of remote sensing images in
remote sensing image recognition.

IV. CONCLUSION

In this article, we modify the network model based on vgg-16,
combine it with the traditional full convolution, fine tune the
decoding part of the original network, and use the integrated

learning strategy to optimize the prediction results of the model,
so as to reduce the parameters of the model. Experiments show
that our model has more than 98% accuracy in remote sensing
image classification.

After comparing the recent models, we can find that our model
is also suitable for remote sensing images with ultra-low pixel
value or few feature points. Therefore, our model not only has
good applicability in high-precision and low-precision remote
sensing data subdivision, but also can classify fuzzy images
and recognize and classify local features of images. Our model
can reduce the requirements of image pixels in remote sensing
image recognition and classification in the future, and further
improve the efficiency of remote sensing image recognition and
classification.
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