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CP-IRGS: A Region-Based Segmentation of
Multilook Complex Compact Polarimetric SAR Data
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Abstract—The Canadian RADARSAT constellation mission
(RCM) is represented by three synthetic aperture radar (SAR)
satellites, each of which includes a compact polarimetry (CP) mode.
CP is advantageous because it provides increased backscatter in-
formation relative to single and conventional dual-polarized modes
and has larger swath widths relative to a quad polarization mode.
CP captures single-look complex data which can be used to derive
the multilook complex (MLC) coherence matrix, or, equivalently,
the Stokes vector data of the backscattered field. The challenge is to
develop computer vision algorithms that can be used to effectively
segment the scene using this new data source. An unsupervised
region-based segmentation approach has been designed and im-
plemented that utilizes the complex Wishart distribution charac-
teristic of the MLC CP data. The segmentation method is based on
the iterative region growing with semantics algorithm originally
designed for single and dual pol intensity SAR data. The algorithm
has been tested using both simulated CP SAR images and a pair of
available quad polarization SAR images. The results demonstrate
that the CP-IRGS algorithm provides more accurate segmentation
images than those using only the RH and RV channel intensity
images.

Index Terms—Complex Wishart distribution, Markov random
fields (MRFs), multilook complex compact polarimetry, region-
based, sea-ice, synthetic aperture radar (SAR), unsupervised
segmentation.

NOMENCLATURE

ECP Backscattered field in a CP SAR.
EH , EV CP complex measurements.
J CP MLC coherence matrix.
L Number of looks.
B Mathematical expectation of ECPE

∗T
CP .

G Scaled MLC coherence matrix.
T,Q Texture and speckle parameters of the product model.
x,y Image data and a label configuration.
M Label set.
G Region adjacency graph.
V, E Vertices (regions) and edges (boundaries).
ψu, ψp Unary and pairwise clique potentials.
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Ns Set of neighbors of site s.
g(∇s) Edge penalty function in site s.
∂vi Boundary sites between regions labeled i and other

regions.
β Weight parameter in pairwise potential.
τmaxHLT Similarity measure between two MLC CP coherence

matrices.
C1, C2 Weight parameter equation constants.
h Measure of separability between classes.
Mi Mean MLC CP coherence matrix of class i.
∂E Energy difference.
ni Number of pixel sites in region i.

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) offers a remote sensing
sensor that is used on orbiting satellites to create digital

images of the earth’s surface. Compact polarimetry (CP) is a
SAR mode that offers a compromise between traditional dual po-
larization (DP) and quad polarization (QP) systems. DP systems
offer limited information (two intensity images) but wide (100 s
of kilometers) ground swath, whereas QP offers full complex
information but narrow swath widths that are not appropriate
for large-scale mapping and not useful for operational sea ice
mapping [1], [2]. CP is advantageous because it is more infor-
mative than DP and provides information close to QP but at wide
swaths. Based on this, there has been a trend toward utilization of
CP SAR data for a variety of remote sensing applications such
as terrain classification [3], oil spill detection [4], and change
detection [5].

CP SAR data is acquired using a coherent dual-polarized
SAR, where the relative phase between the two received or-
thogonal linear polarizations in response to a single polarization
(commonly circular) is retained. A CP SAR provides many
advantages of QP SAR, while requiring simpler system require-
ments than those of a QP SAR [6]. Many studies have reinforced
the concept that classification results from CP are “almost the
same” as those from QP data [1], [7]–[9].

A CP SAR maximizes the measurement potential of a radar
illumination by providing the capability to derive the four el-
ements of Stokes vector, or equivalently, the 2× 2 coherence
matrix of the backscattered field [10]. This is the main advan-
tage of a CP SAR over the traditional dual-polarized SARs.
Self-calibration capability, less error sensitivity, and comparable
signal levels in the two received polarization channels are other
advantages of CP SARs [6]. The RADARSAT constellation
mission (RCM), which is the successor of the RADARSAT-1
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and -2 satellites, includes three satellites that were all launched
June 2019. Each satellite, in addition to the QP and DP modes,
also has a CP mode that is implemented in wide swaths. This
will be utilized extensively by a primary user of this data, the
Canadian Ice Service (CIS). CIS experts process 1000 s of SAR
scenes annually and manually generate maps of ice regimes on
a daily basis. As such, automated methods based on computer
vision algorithms for mapping ice regimes using CP SAR data
are advocated.

CP data to support classification and segmentation method-
ologies can be categorized into two main approaches. In the
first approach, the four elements of the Stokes vector and all the
derived “child parameters” are used as features [7], [8]. In the
second approach, based on two target symmetry assumptions,
the QP 3× 3 covariance matrix is reconstructed using the CP
2× 2 coherence matrix. The reconstructed “pseudocovariance”
matrix is then used to support the classification algorithm [11].

In this article, a different approach is proposed. Directly using
the 2× 2 coherence matrix, which is more favorable than using
pseudocovariance matrix [12], an unsupervised region-based
segmentation method on the basis of the statistical properties
of the CP coherence matrix is developed. The region-based seg-
mentation is formulated using Markov random fields (MRFs). A
region-based segmentation algorithm uses the statistical prop-
erties of regions, and, as a result, is less sensitive to the mul-
tiplicative speckle noise and intraclass nonstationarities that
are prevalent in wide-swath SAR images. Also, a region-based
segmentation method is favorable in computation speed as the
number of regions is significantly smaller than the number of
pixels. We know of no other published paper that performs
unsupervised region-based segmentation of complex CP SAR
images.

The region-based segmentation approach proposed in this ar-
ticle is based on a published unsupervised segmentation method
called iterative region growing with semantics (IRGS) [13]
which has been shown to be successful when applied to generic
imagery, hyperspectral imagery, amplitude SAR imagery, as
well as complex QP SAR data (PolarIRGS) [14]–[17]. IRGS
is based on MRFs and incorporates an edge strength measure
in the MRF’s spatial context model as well as a novel iterative
region-merging process [14]. In an MRF-based segmentation
model, using Bayesian inference, the optimal label field is
obtained through maximizing the multiplication of conditional
probability density function (“feature model” or “likelihood”)
and the probability of a random field (“spatial context model”
or “prior”) [17].

In this article, an extension to the IRGS algorithm for CP SAR
data is formulated and implemented. The backscattered field in
a CP SAR is known to follow a complex Gaussian distribution
and, as such, this leads to the multilook CP coherence matrix to
be Wishart distributed and this acts as the unary and pairwise
potentials of the MRF in the region-based CP-IRGS segmenta-
tion method. The statistical significance of differences [18] in
CP coherence matrices is used in a novel definition of edge
strength and the weight parameter in the pairwise potential
of the MRF model. Moreover, based on the assumption that
the “product model” [19] is held for the CP backscatter field,
a CP coherence matrix data set is simulated and used in the
performance evaluation of the proposed segmentation method.

In summary, in this article, we provide a detailed description
of the statistical characteristics of the CP data and develop a
region-based unsupervised segmentation method for CP data.
Our main contributions are as follows.
� Despite the great amount of work in the literature on

segmentation/classification using DP and QP SAR data,
the studies on segmentation/classification using CP data
are limited. Here, for what we expect is the first time
in the literature, we propose a region-based approach to
unsupervised segmentation of CP data by developing a CP
extension of IRGS segmentation methodology.

� In the pairwise potential of IRGS, a new edge strength
calculation and weight parameter estimation methods are
developed particularly based on the complex CP data type.

� Based on the statistical properties of the complex CP
backscatter field data and the product model, a method
is proposed to simulate complex CP scenes. The simulated
scenes allow for accurately evaluating the proposed un-
supervised segmentation method since the boundaries are
known.

Section II provides the statistical formulation of the complex
CP data. Section III outlines the IRGS algorithm structure. Sec-
tion IV details the proposed CP-IRGS including the formulation
of the MRF data likelihood and the prior term. Section V details
the experimental setup, and Section VI describes the simulated
and real complex SAR images which are used to evaluate the
performance of the CP-IRGS segmentation in Section VII. Con-
clusions and future work are provided in Section VIII.

II. MULTILOOK COMPLEX CP SAR STATISTICS

The purpose of this section is to provide the statistical formu-
lation of the multilook complex (MLC) CP coherence matrix
data. In a CP SAR, a complex measurement vector E of the
backscattered field is measured. The radar scattering matrix S
relates the incident field to the backscatter one [20]

ECP =

[
EH

EV

]
= Sût (1)

where ût is the unit Jones vector related to the incident field.
Note that the complex measurements in a QP SAR data set
are the elements of the scattering matrix S in (1); therefore,
the physical interpretation of complex CP data and complex
QP data types are different although they are both represented
as complex values. The 2× 2 Hermitian positive semidefinite
MLC coherence matrix (J) is derived via multiplying ECP by
its complex conjugate transpose [21]

J =
1

L

L∑
i=1

ECPE
†
CP =

[
〈|EH |2〉 〈EHE

∗
V 〉

〈EV E
∗
H〉 〈|EV |2〉

]
(2)

where 〈· · · 〉 shows temporal or spatial averaging, † indicates
Hermitian conjugate, and L is the number of looks used for
averaging.

Since a radar illuminates an area of many random scatterers,
the 2D measurement vector ECP in (1) provided by a CP
SAR can be assumed to have a bivariate complex Gaussian
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distribution

p(ECP ) =
1

π2 |B|exp
(−E∗T

CPBECP

)
(3)

where B = E{ECPE
∗T
CP }, in which E represents the mathemat-

ical expectation. B is called the Hermitian complex covariance
matrix. The value J in (2) is the maximum likelihood estimator
and a sufficient estimator for B [22]. Then, Goodman . [22]
showed the matrixG = LJ =

∑L
i=1 ECP i

E∗T
CP i

has a complex
Wishart distribution. Given that the size of the tuple of complex
Gaussian variables in (1.6) in the work by Goodman [22] is
equal to 2 (the dimension of vector ECP ) here, the probability
density function of G is given by

p(G) =
|G|L−2

πΓ(L)Γ(L− 1) |J|L exp
[−tr

(
J−1G

)]
(4)

where | · | is the determinant operator, tr(·) represents the trace
of a matrix, and Γ is Gamma function. p(G) is defined over the
domain DG where G is Hermitian semi-definite [22].

A. Simulation Method of MLC CP

Simulating MLC CP scenes allow for accurately evaluat-
ing the proposed unsupervised segmentation method since the
boundaries are known. A multilook CP coherence matrix data
set can be simulated based on the assumption that the “product
model” is held for the complex vector of the backscattered field,
(1):1

ECP =
√
TQ (5)

where ECP consists of the CP complex measurements EH

and EV . In (5), it is indicated that the CP measurements are
statistically modeled by the product of two terms: T which is a
positive scalar that models the texture (spatial variation in the
mean backscatter) and a random variable Q known as speckle
parameter that is assumed to be complex Gaussian distributed.2

Then, according to (2) and (5), the multilook complex coherence
matrix is given by [23]

J =
1

L

L∑
i=1

ECP (l)E
†
CP (l) =

1

L

L∑
l=1

T (l)Q(l)Q†(l). (6)

Assuming the texture does not vary in a resolution cell,T (l) =
T . Based on the assumption that Q has a complex Gaussian
distribution, as discussed earlier, the matrix

∑L
l=1 Q(l)Q†(l)

becomes complex Wishart distributed. Therefore, depending on
the probability distribution of T in (5) that is chosen based on
the homogeneity of the scene, the MLC CP coherence matrix
J obeys different parametric distributions [24]. The simplest
case is for homogeneous areas where texture is assumed to
be constant. Other probability distributions such as Gamma
and generalized inverse Gaussian were also considered in the
literature to model the texture parameter in the heterogeneous
and extremely heterogeneous areas, respectively [25].

1This assumption is valid when the mean number of scatterers that contribute
to a pixel measurement in a CP image is large. For more description, refer to the
work by Olivier et al. [19].

2This is the more general case of what discussed earlier where we mentioned
the CP complex measurements ECP has a complex Gaussian distribution.

III. BACKGROUND

This section summarizes the fundamental steps of the IRGS
segmentation algorithm [13]. Let S be the image and s ∈ S
be a site on the image (an image pixel). Also, assume that x =
{xs|s ∈ S} represents the image data andy = {ys|ys ∈ M, s ∈
S} is a label configuration on the image with discrete-valued
random variables ys having a value from the label set M =
{1, . . .,m}. The purpose of an image segmentation is essentially
to find the optimum label configuration. IRGS is formulated
based on the Bayesian theory where the objective is to find a
label configuration y∗ that satisfies

y∗ = argmax
y∈Y

p(x|y)P (y) (7)

where Y is the set of possible label configurations. The term
p(x|y) is called the feature model or data likelihood and is
the conditional probability density function of the image data
x given the label configuration y. P (y) indicates the prior also
called the spatial context model. IRGS is a region-based method
which uses a region adjacency graph (RAG) [26] and aims to
find the optimum label field over a RAG instead of all the image
sites separately. A RAG is defined as G = (V, E), where V and
E denote the image regions as vertices and arcs that are the
boundaries of adjacent regions. Thus, a region v ∈ V in the
image consists of a set of image sites Sv .

In IRGS, a Gaussian mixture model [17] is used to model
p(x|y) with an expectation-maximization (EM) algorithm to
estimate the parameters of the Gaussian mixture. Also, the
spatial context model P (y) is defined using an edge strength
measure [13]. By taking a logarithm and multiplying the terms
in (7) by −1,3 the problem is converted to the minimization of
two energy terms

y∗ = argmin
y∈Y

{−
∑
Sv∈V

∑
s∈Sv

ψu(xs, ys)

−
∑
Sv∈V

∑
s∈Sv

∑
n∈Ns

ψp(ys, yn)} (8)

where ψu and ψp are called the unary and pairwise clique
potentials. The unary potential is summed up over all sites in
the vertex Sv , which is the region that includes the site s, from
set V , and the pairwise potential is summed up over all the pair
sites s and n, where Ns is the set of neighbors of the site s. By
substituting the corresponding spatial context model in IRGS
[13]

y∗ = argmin
y∈Y

{−
m∑
i=1

∑
Sv∈vi

∑
s∈Sv

ln{p(xs|ys = i)}

+ β
m−1∑
i=1

m∑
j=i+1

∑
s∈∂vi∩∂vj

g(∇s)} (9)

where g(∇s) is called the edge penalty term [17], vi is a subset of
V with label i, and ∂vi indicates all the boundary sites between
regions labeled i with other regions. Thus, ∂vi ∩ ∂vj denotes
all the boundary sites between classes i and j. In the first term

3The terms are multiplied by −1 to convert the probability maximization
problem to an energy minimization problem.
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on the right side of (9), p(xs|ys = i) is the probability value of
obtainingxs given the label of the site s is i. This term is modeled
by a Gaussian mixture model in IRGS [13]. In the second term,
the edge penalty function g(∇s) is a monotonically decreasing
function (when the edge strength for a specific boundary site
is high, the penalty is low) that generates a sequence of edge
penalties for each iteration of the algorithm [13]. The parameter
β controls the smoothness of the segmentation with the greater
values of β leading to smoother segmentation results.

IRGS uses a simulated annealing (SA) algorithm to solve
the combinatorial optimization problem in (9). Also, in each
iteration before the optimization by SA, IRGS performs a
region-merging process to reduce the number of regions and
to avoid being trapped in a local minima [13], [14]. In summary,
after constructing RAG on the “deliberate” oversegmentation
image obtained by the watershed algorithm [27], IRGS starts its
iterations. In each iteration, SA assigns a label to each region
to move the label configuration toward the optimal solution.
Adjacent regions that have the same class labels are then merged
in a greedy fashion using a merging criterion ∂E [13], and,
afterwards, the next iteration is executed.

PolarIRGS, the extension to IRGS for QP SAR data, was
developed by Yu et al. [17]. Based on Wishart distribution,
the unary potential was derived in PolarIRGS. The data input
in PolarIRGS is the complex QP data which is different than
the complex CP data in terms of physical interpretation. The
complex QP data is derived from the elements of scattering
matrix [S in (1)]; however, the complex CP data is extracted
from the complex backscattered field [ECP in (1)]. These two
data types are related by (1) as discussed in Section II. The
unary based on complex Wishart distribution and the region
merging criterion [17] are used here by modifying the data
type to complex CP data and new methods are proposed for
the calculation of edge penalty and the weight parameters in the
pairwise potential.

IV. CP-IRGS

In this section, we describe the formulation of the proposed
algorithm based on the complex Wishart distribution. In Sec-
tions IV-A and IV-B, we will define the unary and pairwise
clique potentials in (8) of CP-IRGS.

A. Complex CP-Based Unary Potential

The data likelihood term p(xs|ys = i)in (9) is defined here
for MLC coherence matrix data. For each site s in an MLC CP
image, the observation dataxs is the MLC coherence matrix, i.e.,
xs = Gs, where Gs = LJs was shown in Section II to have a
complex Wishart distribution. Therefore, the conditional prob-
ability of obtaining xs given the site s is labeled ys, p(xs|ys),
is given by4

p(Js|ys) = L2˜L|Gs|L−2

πΓ(L)Γ(L− 1) |Jys
|L exp

[−Ltr
(
J−1
ys
Gs

)]
(10)

4Note that the probability function in (10) directly models the MLC CP
coherence matrix J, and it is slightly different than (4). The probability function
in (10) is often called the scaled complex Wishart distribution [25].

where Jys
is the average MLC coherence matrix for all the sites

labeled ys. According to (8) and (9), the unary potential term
in CP-IRGS is given by

ψu(xs, ys) = ln{p(Js|ys)}. (11)

By taking the natural logarithm of p(Js|ys) in (10), and elim-
inating all the elements that are not a function of ys, the unary
term is given by [17]

ψu(xs, ys) =
∑
Sv∈V

∑
s∈Sv

{ln|Jys
|+ tr

(
J−1
ys
Gs

)}. (12)

B. Complex CP-Based Pairwise Potential

We define the pairwise potential in CP-IRGS as

ψp(ys, yn) =

{
βg(	s) different labels
0 otherwise

(13)

where “different labels” means that the sites s and n are labeled
differently. 	s is the edge strength measure at the site s, and the
edge penalty function g(	s) is defined as in the original IRGS
algorithm [13, (18)]:

g(	s) = exp

[
−
( 	s

K(i)

)2
]

(14)

whereK(i) is a positive coefficient that monotonically increases
with the iteration number i to control the effect of the edge
penalty term ([13, Section 3.1]). At a conceptual level, (13) in-
creases the pairwise potential by βg(	s) if adjacent regions are
of different labels, and in this manner, penalizes segmentations
where neighboring regions have weak edges and different labels.
The proposed methods of calculating 	s and the parameter β
are described as follows.

1) Calculating Edge Strength: Measuring the edge strength
	s in each site s can essentially be considered as an edge
detection problem. Two edge strength calculation methods are
developed. In the first method, following the previous IRGS
papers [13], [17], the intensity values in the RH and RV CP
channels are used in the vector field gradient (VFG) method [28].
The second method is to develop an edge strength measure
that uses the MLC CP coherence matrix data as its input. We
propose to use the ratio-based edge detectors [29]–[31] with a
complex-CP based similarity measure. As shown in Section II,
since the MLC CP coherence matrix shares statistical properties
with the QP MLC covariance matrix, all the similarity measures
for the QP covariance matrices are immediately applicable to
the CP coherence matrices.

The ratio-based detectors [29], [31] use a rectangle bi-window
configuration shown in Fig. 1. In particular, as shown in Fig. 1,
the bi-window configuration consists of two parallel rectangles
which are specified by two parameters: length lf and width
wf , a spacing parameter df , and an orientation angle θf . Touzi
et al. [29] proposed using the ratio of mean intensity values
in SAR images, and operating a constant false alarm rate after-
wards. This algorithm is called likelihood test ratio, and has also
been expanded for the QP SAR images [31]. Here, we use the
Hotelling–Lawley trace (HLT) [32] as the similarity measure.
The HLT statistic can be considered as the matrix-variate version
of the intensity ratio test [32]. The HLT measure has shown to
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Fig. 1. Bi-window configuration used in the edge strength map calculation.

be an effective test statistic compared to the measures such as
Kullback–Leibler divergence in the problem of change detection
using the MLC QP covariance matrix data [33]. The HLT statistic
measures the similarity between two complex matrix-variatesJ1

and J2

τHLT = tr(J−1
1 J2) (15)

where J1 and J2 are two mean MLC CP coherence matrices in
the two rectangles in Fig. 1. Note that τHLT becomes the intensity
ratio when J1 and J2 are two scalars indicating intensity values.
In the case J1 = J2, the HLT statistic equals the dimension of
a complex CP coherence matrix, i.e., τHLT = 2. In the case of
“dissimilar”J1 andJ2, τHLT obtains values distant from d. Based
on the type of difference in the two mean coherence matrices,
τHLT can obtain positive values either “smaller” or “much larger”
than the dimension of a complex CP coherence matrix [33].
Therefore, the maximum value of tr(J−1

1 J2) and tr(J−1
2 J1) is

used here as the test statistic

τmaxHLT = max{tr(J−1
1 J2), tr(J

−1
2 J1)}. (16)

Finally, considering there are nθ different orientation angles,
we take the minimum value of τmaxHLT from all the orientations

τtotal = min
i=1,...,nθ

{τ i
maxHLT(J1,J2)} (17)

where τ i
maxHLT is the τmaxHLT value for the ith orientation. Each

orientation angle i corresponds to a pair of mean MLC coherence
matrices J1 and J2 (from the two rectangles in the bi-window
configuration). For each i, the “dissimilarity” between the two
mean MLC coherence indicates that there is a change in radar
backscatter in that orientation. Taking the minimum value of all
the dissimilarity values from different orientations captures the
smallest changes in backscatter values in all orientations.

2) Estimating the Weight Parameter β: The weight param-
eter β in the pairwise potential, (13), should be estimated in
each iteration of the algorithm. In the standard IRGS [13], the
parameter β is determined by the boundary length expected
over the whole image, and, then, it is adjusted to be adaptive
to the noise strength of the image. In particular, in each iteration
t, a value β0(t) is estimated as a prior via maintaining the
expectation of the boundary length the same as the current [13],
[34]. To incorporate the noise strength in each iteration of the
segmentation into the parameter β, Yu and Clausi [13, (23)
and (24)] used the Fisher criterion as a separability measure
between any pair of classes in the image for adjusting the prior

Algorithm 1: CP-IRGS Algorithm.
Input: Set C1 and C2 in (18), number of classes m, and

maximum number of iterations tmax.
Output: Segmentation image with c classes.

Initialization:
1: Compute the edge strength τtotal in (17) for each site in

the image.
2: Apply watershed to obtain an oversegmentation and

construct a RAG with each watershed region as a
vertex.

3: Assign a random label to each watershed region.
4: Apply a region-based K-means [16] to obtain an initial

segmentation from which the average MLC coherence
matrix for each class is calculated.
LOOP Process

5: for t = 1 to tmax do
6: Update β and K.
7: Scan all the vertices in a random manner and assign

a label to each vertex that minimizes energy terms in
y∗, (9).

8: Repeat: While all ∂E ≥ 0
9: Compute ∂E in (20) for all adjacent regions that

have the same label.
10: Merge the region pair with the most negative ∂E.
11: end for

β0(t). Here, we use τmaxHLT statistic

β̂(i) = C1
h

C2 + h
β0(i) (18)

where β̂(t) represents the adjusted weight parameter,C1 andC2

are two constants, and h is given by

h = min
i,j

{τmaxHLT(Mi,Mj)} (19)

where h is a measure of separability between all pairs of classes
i and j with respect to the mean value of the MLC CP coherence
matrices of the two classes Mi and Mj .

C. Region Merging Criterion

One of the main features of the IRGS algorithm is incorpo-
rating a region-merging technique in each iteration of the opti-
mization. Starting from an oversegmentation, a region-merging
process is executed in each iteration. Only for all pairs of the
neighboring regions with the same labels, the energy terms in
(9) for two cases are calculated: (1) merging the two regions and
(2) keeping the regions separate. If the merged case reduces the
energy, the regions are merged. The region merging criterion is
given by

∂E(i, j) = nij ln |M|ij − ni ln |Mi| − nj ln |Mj |
− β

∑
s∈∂vi∩∂vj

g(∇s) (20)

where ∂E(i, j) is the energy difference between before and after
merging,ni is the number of pixel sites in region i, and ij denotes
the region obtained from merging regions i and j. Mj is the
average MLC CP coherence matrix of region i.
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Fig. 2. (a) The locations of the two RADARSAT-2 fine QP scenes in the Pond Inlet. The Pauli RGB composites (Red: |HH − V V |; Green: 2|HV |; Blue
|HH + V V |) of scenes (b) Dec16 and (c) Jan17. Example ice types in the scenes are labeled.

D. CP-IRGS Algorithm Overview

An overview of the CP-IRGS algorithm is shown in Algo-
rithm 1. After an oversegmentation using the watershed algo-
rithm [27], a RAG is constructed. To start the algorithm, an
initialization is required to input into the algorithm. Through
this initialization, each region is assigned a label and, then, the
mean MLC CP coherence matrix for each class is computed.
The initialization image is obtained via applying a region-based
K-means algorithm [16] on the RH and RV channel intensity
images.

CP-IRGS is executed in two main nested loops. The outer
loop guides the segmentation to the optimal configuration. In
each iteration of this loop, the parameter β in (18) and K in
(14) are updated. Then, all the vertices in the RAG are assigned
a label, (9). In particular, via a SA algorithm, all the vertices
in the RAG are scanned in a random manner, and each vertex
is assigned a label that minimizes the energy terms in (9). The
inner loop executes the region growing process. In each iteration
of the inner loop, for all the neighboring pairs of regions that have
the same class label, the criterion ∂E in (20) is computed. The
region pair with the most negative ∂E is merged. The inner loop

ends when there is no adjacent pair with the same label that has
∂E < 0.

V. EXPERIMENTAL SETUP

An unsupervised segmentation algorithm is expected to pro-
duce an image where each pixel is assigned to a particular class
with an unknown label. A labeling step is usually followed to
assign ground truth labels (the actual class labels of the scene)
to the regions in the image [36], [37]. Since the objective of this
article is unsupervised segmentation, to evaluate the algorithm
without any uncertainties due to an imperfect labeling process,
the segmentation regions are assigned labels based on the fully
labeled ground truth image of the scenes.

Each class in the unsupervised segmentation image is as-
signed a label via a majority voting process on the ground truth
labels of the pixels inside the class. In other words, in each
segmentation class, the number of pixels with each label in
the ground truth image is counted and all the regions of the
segmentation class is assigned the label associated with the
maximum number of pixels. An accurate segmentation provides
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Fig. 3. (a) The M − χ [35] RGB composite, R =
√

(mS0 − S3)/2 G =
√

S0(1−m) B =
√

(mS0 + S3)/2, where S0, S1, S2, S3 are the Stokes

parameters and m =
√

S2
1 + S2

2 + S2
3/S0 is the degree of polarization. (b)–(d) Unsupervised segmentation boundaries overlaid on top of M − χ RGB image.

(e) Ground truth. (f)–(h) Labeled images of the simulated MLC CP coherence data for (second column to last column) original IRGS segmentation using RH and
RV images, CP-IRGS segmentation using the VFG method, and CP-IRGS using the CR-based method. The ovals in the labeled images indicate that a fairly large
number of FYI pixels in the middle of the scene are mislabeled as YI using original IRGS.

segmentation classes that are homogeneous, i.e., each class in
the segmentation image contains areas only from one ground
truth class.

After labeling, the overall accuracy (OA), the accuracy of each
class, and the Kappa coefficient (κ) are computed as accuracy
measures of the algorithm. Moreover, to measure the effective-
ness of the region merging in the unsupervised segmentation
algorithm, the total number of regions in the segmentation image
is counted. Favorably, the segmentation algorithm should pro-
duce images where the regions are as homogeneous as possible
(i.e., high accuracy values) and the number of regions is as low
as possible.

Three cases are tested and compared.
Case 1: The standard IRGS method [13] using the RH and

RV intensities.
Case 2: The CP-IRGS method described in Algorithm 1 us-

ing VFGs [28] method on the RH and RV intensities
for edge strength map calculation.

Case 3: The CP-IRGS method using edge strength map
method described in Section IV-B, which will be
referred to as the CP-IRGS using complex ratio
(CR)-based method.

The IRGS method in Case 1 uses only the CP channel in-
tensities. In Case 2, the CP-IRGS method uses the MLC CP
coherence matrix data in the unary potential, however, in the
pairwise potential, the CP channel intensities are used in the
VFG. In Case 3, both the unary and pairwise potentials are
calculated based on the MLC CP coherence matrix data. The data
sets will be described in the next section, and the experiments
and analyses are provided afterwards.

TABLE I
ELEMENTS OF THE MEAN MLC CP COHERENCE MATRICES

VI. DATA SETS

The unsupervised segmentation methods were evaluated by
a simulated MLC CP data set as well as a pair of QP sea-ice
scenes that were used to derive the CP data.

A. Simulated MLC CP Data

In this section, a multilook CP coherence matrix data set of
sea-ice with 1500× 1500 pixels were simulated based on the
assumption that the texture is constant and the mean coherence
matrix for each class was derived from a real CP SAR scene.
The mean coherence matrices for sea-ice classes are presented in
Table I. The class boundaries of a real SAR sea-ice scene were
used for the simulated MLC CP image, and, then, the regions of
each class were populated by the corresponding simulated pixel
values of the MLC coherence matrix.

B. MLC CP Images

Two RADARASAT-2 single-look complex (SLC) QP images
are used for testing. The images are acquired over Pond Inlet
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Fig. 4. Scene Dec16. (a)M − χ decomposition RGB composite; R =
√

(mS0 − S3)/2;G =
√

S0(1−m);B =
√

(mS0 + S3)/2, whereS0, S1, S2, S3

are the Stokes parameters and m =
√

S2
1 + S2

2 + S2
3/S0 is the degree of polarization. (b) Ground truth, the unsupervised segmentation boundaries overlaid on

top of M − χ RGB image, and the labeled images overlaid on top of land masks for the cases. (c) and (d) Unsupervised IRGS segmentation using RH and RV
intensity images. (e) and (f) Unsupervised CP-IRGS segmentation using VFG method. (g) and (h) Unsupervised CP-IRGS segmentation using CR-based method.
The ovals in the labeled image (d) indicate mislabeled areas in the scene that are correctly labeled using CP-IRGS. (f) and (h) The ovals in the labeled images (f)
and (h) show the differences of CP-IRGS performance using VFG and CR-based methods.
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TABLE II
SEGMENTATION METHOD, CLASS ACCURACY VALUES, OVERALL ACCURACY, AND κ COEFFICIENT, AS WELL AS THE NUMBER OF REGIONS IN EACH

SEGMENTATION IMAGE FOR THE SIMULATED AND TWO RADARSAT-2 SCENES

TABLE III
SEGMENTATION METHOD, OVERALL ACCURACY, AND κ COEFFICIENT, AS WELL AS THE NUMBER OF REGIONS IN EACH SEGMENTATION IMAGE FOR THE

SIMULATED AND TWO REAL MLC CP SCENES. THE COMPARISON OF SEGMENTATION RESULTS USING CP RH AND RV INTENSITIES VERSUS M − χ PARAMETERS

located in Northern Baffin Island. Pond Inlet is of importance in
the Arctic in terms of sea-ice mapping support as it has the largest
community in Northern Baffin Island. The scenes were collected
on Dec. 24, 2016 and Jan. 31, 2017, identified here as Dec16 and
Jan17. The sampled pixel and line spacing were 4.7 and 4.7 m for
scene Dec16, and 4.7 and 5.1 m for scene Jan17, respectively.
Fig. 2 depicts the Pauli RGB composites (red: |HH − V V |;
green: 2|HV |; blue |HH + V V |, where HH , HV , and V V
are the QP intensity values) along with the ground truth maps of
the scenes.

Over each scene, CIS experts assigned class labels to pixels
via the MAGIC software [38]. Based on the sample pixels, each
of the ground truth maps was generated from an oversegmen-
tation that was manually labeled. The incidence angle varies
between 31◦ and 34◦ for scene Dec16, and 38◦ and 41◦ for scene
Jan17. The scenes have a large overlap; however, the ice types in

the scenes vary from one scene to the other. While scene Dec16
consists of different ice types including new ice (NI), young ice
(YI), first-year ice (FYI), and multiyear ice (MYI), due to the
freeze-up process, scene Jan17 includes only FYI and MYI.

The full QP images were used to synthesize the MLC CP
coherence matrix data via an RCM-data simulator [1]. The sim-
ulator uses elements of the full QP scattering matrix to construct
the complex CP measurement vector, (1). The measurement
vector was then used to generate the coherence matrix which
was then resampled based on each beam mode of the RCM.
Here, the CP coherence matrix data are in the medium resolution
RCM mode with the pixel spacing of 50 m×50 m (range×
azimuth). A “box-car” averaging with window size of 9× 9
is also applied on the data which is used as the input to the
unsupervised segmentation algorithm. The region-based nature
of CP-IRGS method makes it less sensitive to the speckle noise,
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Fig. 5. Scene Jan17. (a) M − χ decomposition RGB composite; R =
√

(mS0 − S3)/2; G =
√

S0(1−m); B =
√

(mS0 + S3)/2, where S0, S1, S2, S3

are the Stokes parameters and m =
√

S2
1 + S2

2 + S2
3/S0 is the degree of polarization. (b) Ground truth, the unsupervised segmentation boundaries overlaid on

top of M − χ RGB image, and the labeled images overlaid on top of land masks for the cases. (c) and (d) Unsupervised IRGS segmentation using RH and RV
intensity images. (e) and (f) Unsupervised CP-IRGS segmentation using VFG method. (g) and (h) Unsupervised CP-IRGS segmentation using CR-based method.

and the value of L is set to one which means no multilooking
is performed. In this manner, the image boundaries are more
preserved in the segmentation results.

VII. RESULTS AND ANALYSES

The results of the unsupervised segmentation methods, the
labeled images, and the quantitative assessments of the methods
are provided in this section. First, using a simulated MLC CP

image, and, second, using the two MLC CP images described in
Section VI-B, we compare the three segmentation methods in
terms of accuracy as well as the level of oversegmentation.

A. Results Using the Simulated MLC CP Data

Here, the results of the simulated MLC CP scene including the
unsupervised segmentation images as well as their correspond-
ing labeled images are provided. The M − χ decomposition
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RGB composite [35] image of the scene is shown in Fig. 3(a).
The results of the unsupervised segmentation methods in the
three cases described in Section V overlaid on the RGB image
as well as their corresponding labeled images are also presented
in Fig. 3. All the three segmentation methods provided relatively
accurate and identical results as shown in Fig. 3 and also sup-
ported by the quantitative results in Table II where accuracy in
the three cases does not significantly vary from one method to
the other.

According to the values OA, κ, and the total number regions,
CP-IRGS provides more accurate results with less number of
regions than the original IRGS segmentation using RH and RV
intensities (Case 1). As delineated in ovals in Fig. 3(e)–(h), a
fairly large number of FYI pixels in the middle of the scene are
mislabeled as YI using original IRGS. This is also demonstrated
in the relatively low accuracy of YI class for this case, 80.03%, as
seen in Table II. The performance of CP-IRGS using VFG- and
CR-based methods indicates no significant difference where the
VFG method provides higher accuracy, however, larger number
of regions than the CR-based approach as seen in Table II.

B. Results of the MLC CP Data

Since scene Dec16 consists of different ice types, this scene is
more challenging than scene Jan17 for segmentation. As labeled
in Fig. 2 and as shown in the ground truth image of scene
Dec16 in Fig. 4(b), the areas covered by YI have totally different
radar backscatter across the scene. Also, the ice types YI and
FYI in the left part of the scene are very similar in backscatter.
However, scene Jan17 only consists of FYI and MYI that seem to
be much more distinguishable for the segmentation algorithm.
In Fig. 4, the M − χ decomposition image of scene Dec16,
the ground truth, and the unsupervised segmentation results, as
well as the labeled images to the real ice types, are provided
for the three different methods in Cases 1, 2, and 3 discussed in
Section V.

As seen in the highlighted ovals in the labeled images in
Fig. 4, the results of the CP-IRGS algorithm [Fig. 4(f) and (h)]
provide better discrimination between YI and FYI classes all
over the scene compared to the IRGS results using RH and RV
intensities [Fig. 4 (d)]. However, there are some misclassified
areas highlighted in the left part of the scene for the results
of the CP-IRGS algorithm [Fig. 4 (f) and (h)]. Although the
segmentation images by the IRGS algorithm using RH and RV
intensities in Fig. 4(c) is much more oversegmented than the
CP-IRGS segmentation images in Fig. 4(e) and (g), the CP-IRGS
algorithm produces more accurate labeled images than the IRGS
algorithm, as supported by the accuracy values in Table II.
This demonstrates that the CP-IRGS algorithm produces seg-
mentation classes that are more homogeneous than those in the
segmentation by the original IRGS algorithm using RH and RV
intensities.

In other words, some segmentation classes produced by the
original IRGS algorithm using only RH and RV intensities
include multiple ice types (are not purely from one ice type),
and the majority voting process of labeling assigns only one ice
type to all the regions in the segmentation class. However, the
CP-IRGS algorithm produces more pure segmentation classes

by leveraging the statistical characteristics of the MLC CP
coherence data. Moreover, for scene Dec16, the CP-IRGS using
CR produces slightly better labeling results than the CP-IRGS
method using VFG (slightly higher OA and smaller number of
regions using CR-based method than the VFG method).

The unsupervised segmentation and the labeled images for
scene Jan17 are also shown in Fig. 5. All the three segmentation
methods provide highly accurate discrimination between the two
classes FYI and MYI in the scene. This is because this scene only
consists of two ice types that are easily distinguishable by the
segmentation algorithms due to the noticeable backscatter dif-
ference between classes. Thus, the phase information provided
by the MLC CP data might be unnecessary particularly for this
scene, and the original IRGS using only RH and RV intensities
produces highly accurate results.

Table III also shows the segmentation performance using
M − χ parameters in comparison with using CP intensities. Two
of the three M − χ parameters that were more discriminative
(the parameters G and B from M − χ RGB composite) were
selected. These parameters were then used in Case 1 and Case
2 experiments. In particular, in Case 1, M − χ parameters G
and B were used in the standard IRGS algorithm, and in Case
2, these parameters were used in the VFG method. According
to Table III, the accuracy-based assessment of the comparison
results demonstrated thatM − χ parameters do not consistently
provide better results than CP intensities. Investigation of using
other CP-derived parameters in unsupervised segmentation re-
mains as a line of future work.

VIII. CONCLUSION

A region-based unsupervised segmentation algorithm dedi-
cated to the MLC CP coherence data is proposed in this article.
The algorithm is structured based on a previous unsupervised
algorithm called IRGS. First, the statistical properties of the
MLC CP coherence data were described and was shown that,
similar to the MLC QP covariance matrix data, the MLC CP
coherence data follows a complex Wishart distribution. Second,
the proposed CP-IRGS algorithm was formulated based on the
MRF model, where both unary and pairwise potentials were
modeled using MLC CP data. The CP-IRGS algorithm uses
edge strength in the pairwise potential formulation for which
a complex-ratio-based method has been proposed. In particular,
the HLT statistic is used for calculating the edge strength in a
bi-window configuration around each site on the image. Also, the
algorithm involves a region-merging process which reduces the
number of regions, and, in this manner, makes the optimization
more efficient.

The experiments were conducted on a simulated CP
scene generated based on the product model and a pair of
RADARASAT-2 QP SLC images. Three different methods were
tested: the IRGS method using RH and RV intensities, the
CP-IRGS using VFG method, and the CP-IRGS using CR-based
method. The results indicate that the CP-IRGS algorithm, which
is particularly developed for the MLC CP coherence matrix
data, performs the unsupervised segmentation in a more accu-
rate manner than the original IRGS algorithm using RH and
RV intensity images especially where the SAR scene consists
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of multiple classes. Also, in general, the performance of the
CP-IRGS algorithm using either VFG or CR-based methods
were almost the same.

Future work involves developing a more sophisticated edge
strength map calculation method that can leverage MLC CP
coherence data. This can improve the performance unsuper-
vised segmentation to a great extent. A reliable labeling process
should be performed either after or during the unsupervised seg-
mentation process. As future work, a supervised classification
approach as labeling process can be either integrated into each
iteration of the CP-IRGS algorithm or performed after the unsu-
pervised segmentation. Different features may be used in the la-
beling process, including derived features using domain-specific
knowledge such as intensity, texture, and shapes, and learned
features using deep convolution neural networks (CNNs)-based
methods. Designing CNNs-based semantic segmentation meth-
ods directly using complex values of MLC CP data can be
another interesting future line of work.
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