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A Novel DEM Extraction Method Based on Chain
Correlation of CSAR Subaperture Images

Yishi Li , Leping Chen , Daoxiang An , and Zhimin Zhou

Abstract—Circular synthetic sperture radar (CSAR) can ob-
serve the target in 360° and obtain the target’s total scattering
information. By dividing the CSAR imaging data into subaper-
tures, the target digital elevation model (DEM) information can be
directly obtained. Aiming at the problems existing in the division
and selection of subapertures when acquiring DEM, this article
proposes a chain correlation method. First, the echo data of the full
aperture is divided into multiple subapertures; then, the correlation
between the two adjacent subapertures is used to perform corre-
lation processing on the subaperture image, and then the DEM
information is obtained. The chain correlation method proposed
in this article takes advantage of the stronger correlation between
adjacent subapertures, improves the accuracy of the algorithm, and
effectively improves the overall efficiency of the algorithm. Finally,
the effectiveness and reliability of the proposed method is verified
by different measured data, and it is the first time our own collected
Ku-band experimental data are used.

Index Terms—Chain correlation, circular synthetic aperture
radar (CSAR), digital elevation model (DEM), subaperture.

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) imaging technology, as
an important high-resolution earth observation technology

method [1], has the characteristics of all-weather and all-day
compared with optical radar. Circular SAR (CSAR) is a new
SAR imaging mode, which has been rapidly developed and
widely concerned in recent years. Compared with the tradi-
tional linear SAR (LSAR) mode, CSAR imaging forms a 360°
synthetic aperture around the observation scene, with high
resolution, 3-D reconstruction capabilities and omnidirectional
multiangle observation capabilities [2].

In the 1990s, the concept of CSAR imaging was first pro-
posed, and because of its unique advantages, it quickly be-
came a research hotspot in SAR field [3]–[9]. During this
period, University of Washington first analyzed and deduced
the generalized ambiguity function of CSAR [1], and obtained
the theoretical expressions of CSAR high resolution and pla-
nar resolution, which theoretically proved that CSAR has the
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potential of 3-D high-resolution imaging [10]. In the past ten
years or so, with the continuous deepening of research, the
unique advantages of CSAR imaging technology have become
increasingly prominent, and have received widespread attention
at home and abroad. US Air Force Research Laboratory (AFRL),
French Aerospace Agency (FAA, ONERA) and other foreign
institutions [11], National University of Defense Technology
[12], Institute of Electrics, Chinese Academy of Sciences [13],
Xidian University [14], and other high-level research institutions
have all carried out relevant technical research. The research
content mainly includes CSAR imaging mechanism, resolution
analysis, imaging methods, motion compensation methods, and
3-D imaging.

In terms of CSAR 3-D information acquisition, the FAA
used the SETHI airborne SAR system to carry out an X-Band
CSAR test in Nimes, France in 2007 [15]–[17]. Based on
the radar stereo measurement technology, the digital elevation
model (DEM) of the building area in the observation scene is
obtained through CSAR image parameter inversion. It highlights
the potential of CSAR in topographic surveying and mapping,
and proves that CSAR has incomparable advantages over linear
SAR.

German Aerospace Center (Deutsches Zentrum für Luft- und
Raumfahrt, DLR) carried out research on CSAR holographic
imaging technology [18]–[21], and carried out a multibaseline
fully polarized CSAR airborne test in Vordemwald, Switzerland,
and obtained 3-D tomographic images of the observation scene.
Then, the L-band fully polarized CSAR holographic tomogra-
phy airborne test was carried out in Kaufbeuren, Germany, and a
3-D view of a holographic tomographic image of a certain forest
area was obtained, which presented the original forest scene
with high accuracy. The results show that CSAR holographic
tomography technology has great potential in image interpreta-
tion applications such as scene 3-D reconstruction, forest crop
management, and vegetation monitoring.

The Institute of Electronics, Chinese Academy of Sciences
(IECAS) proposed a method of dividing the arc trajectory into
multiple arcs in the CSAR mode, and using the similarity
between subaperture images to directly obtain the DEM [22].
However, this method has only been experimentally verified in
a microwave anechoic chamber and lacks the verification of the
actual scene.

Mersin University in Turkey carried out a wide-area CSAR
imaging experiment to study the imaging rules of the target at
different imaging heights [23]. The results showed that when
the target is at the imaging height, the target imaging focus is
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good, and when the target is not on the imaging plane, the target
imaging appears scattered.

In the use of CSAR mode for 3-D imaging, National Uni-
versity of Defense Technology conducted experiments on ex-
tracting target contour information from CSAR 2D images and
reconstructing target 3D images based on Gotcha data published
by the US Air Force Research Laboratory (AFRL), [24]. In
the 3D reconstruction results, the contour information of the
target vehicle was clear. The 3-D image obtained is of high
quality, and the vehicle size is estimated with high accuracy.
Experimental results show that CSAR has great potential in
3D image reconstruction, target classification, and recognition
applications.

Xidian University carried out a DEM extraction experiment
of scene targets based on the Gotcha CSAR data published by
AFRL [25]. Using the correlation between CSAR subaperture
images, the joint correlation method was used to achieve an
accuracy of 0.5 m to extract the DEM of observation scene
targets. However, this method requires a lot of calculations and
has a limited accuracy.

Stephan Palm proposed a framework to generate 3D point
clouds by very high-resolution single-pass and single-channel
CSAR [26], [27]. It can accurately determine very small and
separated objects in 3D, as well as large buildings in complex
urban scenes. The height of objects down to a size of 3-cm
edge length could be determined with a height accuracy of
<20 cm. However, it requires, in the W-Band, and a special
aspect interval. The objects’ 3D information of this precision
could be extracted.

Based on the CSAR model to extract DEM information, the
literature [22] divides the entire circle data into multiple arcs
and calculates the correlation between each subaperture in the
arc and the central subaperture to extract the target height infor-
mation. This method only deals with the subaperture and central
subaperture of each arc. The relevant information between other
noncentral subapertures is not used, and the correlation between
the subapertures is related to the azimuth angle between the
subapertures. When the correlation between the subapertures in
the arc is added and averaged, it will be affected by the lower
correlation part. Combined with the verification of measured
data, this method has low accuracy and poor effect on DEM
extraction [25]. The joint correlation method used in literature
[25], on the basis of literature [22], uses the relevant information
between all subapertures in each arc, and calculates all sub-
apertures in each arc. Finally, the DEM coefficients extracted
from each arc are fused to obtain the DEM information of the
whole scene. From the results, the DEM extraction accuracy of
the method used in [25] has been improved, but this method
generates too much calculation when calculating the correlation
of all subapertures in each arc. There is a large amount of overlap
between the arcs, resulting in a large number of recalculations
for the relevant information between the subaperture images;
and as the azimuth angle difference between the subapertures
increases, the correlation between the subapertures will also
decrease [22], which will incorporate more less relevant data,
affecting the overall results.

To solve the above problems, this article proposes a
chain correlation method, which divides the entire circle into

Fig. 1. CSAR mode imaging geometry. (a) Perspective. (b) Top view.

nonoverlapping subapertures, gives the criteria for subaperture
division. Then according to the algorithm, the adjacent subaper-
ture images are calculated one by one. Finally, the DEM infor-
mation obtained is added and averaged for fusion to obtain the
DEM information of the whole scene. The algorithm proposed in
this article makes full and reasonable use of relevant information
between subapertures. It is presented in a 3-D diagram.

This article is arranged as follows. In Section II, the principle
of extracting DEM information from CSAR model is analyzed.
In Section III, the relevant steps of extracting DEM information
by chain correlation method has been discussed. In Section IV,
the two sets of measured data are compared and verified to prove
the feasibility, effectiveness, and applicability of the algorithm.

II. CHARACTERISTICS BETWEEN SUBAPERTURES OF CSAR
FOR DEM EXTRACTION

The schematic diagram of imaging geometry of the CSAR
mode is shown in Fig. 1. The ground is the imaging plane, and
the spatial rectangular coordinate system XYZ is constructed.
The radar platform moves in a circular motion on a certain height
plane. Determine the azimuth width of the subaperture according
to the resolution requirement. Then divide the entire circle echo
data into multiple subapertures of the same width. Through the
back projection (BP) algorithm, the focus imaging processing is
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performed on the echo data of each subaperture, and the CSAR
subaperture image sequence is obtained.

From Fig. 1, there is a height difference between the imaging
height and the true height of the target. This will cause the
geometric deformation of the subaperture image [17]. The offset
of the subaperture in the plane position and its actual position
[25] is given by ⎧⎪⎨

⎪⎩
ΔxA = Δh

cosϕA

tan θA

ΔyA = Δh
sinϕA

tan θA

(1)

where ϕA is the azimuth angle of the subaperture A , is the
lower viewing angle of the subaperture A , and Δh is the height
difference between the imaging height and the true height of
the target P . It can be seen that the geometric deformation of
the subaperture is related to the difference between the actual
elevation of the target and the elevation of the imaging plane.
The greater the difference between the height, the greater the
geometric deformation of the subaperture. At the same time, the
incidence angle of wave θ and azimuth ϕ of the radar platform
will also affect the geometric deformation of the subaperture
image. For the imaging plane of target P on subaperture B
relative to its position offset on subaperture A [25] is⎧⎪⎪⎨

⎪⎪⎩
ΔxB −ΔxA = Δh

[
cosϕB

tan θB
− cosϕA

tan θA

]

ΔyB −ΔyA = Δh

[
sinϕB

tan θB
− sinϕA

tan θA

] (2)

where ϕB is the azimuth angle of the subapertureB , θB is the
lower viewing angle of the subapertureB ,ΔxB is the horizontal
offset of the subaperture B in the plane position and its actual
position, and ΔyB is the corresponding vertical offset. It can
be seen that the geometric deformation between the subaperture
images is related to the difference in azimuth angle between
the subapertures. The larger the azimuth angle between the
subapertures, the greater the geometric deformation between
the subapertures. At the same time, the correlation between
subaperture images will also decrease as the azimuth angle
between subapertures increases [22]. Next the experimental data
(gotcha volumetric SAR data set, Version 1.0) released by the
AFRL is used to verify this conclusion.

For a certain same azimuth angle difference, two subaperture
images are selected at random, and the correlation coefficient
between subaperture images is calculated in the following two
ways: In the whole image and pixel by pixel. The difference
of the subaperture azimuth angle ranges from 3° to 87°. To
be consistent with the literature [25], for each azimuth angle
difference, 10 pairs of subapertures are selected. The formula
for correlation calculation is

C =
DA ·DB√
DA

2 ·DB
2

(3)

where DA and DB are the image data of two adjacent subaper-
tures, and C is the correlation coefficient.

The standard deviation of each group of experimental results
is calculated and the large bias value (the standard deviation is
less than 0.15) is removed to reduce the influence of the bias

Fig. 2. Correlation between subaperture images varies with azimuth angle
difference (blue line) and standard deviation of the results (red line).

value. The average value of these 10 pairs of subaperture image
correlation coefficients is used as the subaperture image corre-
lation coefficient of the difference in azimuth angles. Repeat the
above experiment to get the experimental results of all azimuth
angle difference. The result is shown in Fig. 2.

It can be seen that the overall trend is monotonically decreas-
ing. The correlation coefficient between the subaperture images
decreases with the increase of the difference of the azimuth angle
when the subaperture azimuth angle difference is from 3° to 43°.
When it is 43°–87°, although the correlation changes slightly
fluctuate, the overall correlation coefficient is generally too low,
lower than 0.25, which will affect the DEM extraction accuracy
[17].

For pixel-by-pixel estimation of the correlation coefficient,
the formula for correlation calculation is as follows:

Qm =
[SA (i, j)− μA] · [SB (i, j)− μB ]√
[[SA (i, j)− μA]]

2 · [SB (i, j)− μB ]
2

(4)

Q =
1

M

M∑
m=1

Qm (5)

where SA(i, j) and SB(i, j) are the image data in two adjacent
subaperture sliders,μA andμB are the average values of dataSA

andSB in the sliders. The size of the slider is selected as 15× 15
[25], i, j ∈ [1, 15]. Let Qm be the result of the correlation
coefficient of the middle element in the slider. After traversing
the entire subaperture image, the correlation coefficients of
all pixels are accumulated and averaged. The obtained result
Q is the pixel-by-pixel correlation coefficient of two adjacent
subaperture images.

According to the traditional method, when the difference in
azimuth angles between subapertures varies from 3° to 42°,
the correlation coefficient between the subaperture images de-
creases with the increase of the difference in azimuth angles.
This provides a basis for the selection of subaperture division
and azimuth angle.



LI et al.: NOVEL DEM EXTRACTION METHOD BASED ON CHAIN CORRELATION OF CSAR SUBAPERTURE IMAGES 8721

III. CHAIN RELATED DEM EXTRACTION METHOD

In dividing the circle data into subapertures to extract DEM
information, the original method does not make full and rea-
sonable use of the correlation between subapertures. The joint
correlation method used in [25] calculates the correlation of all
subapertures in each arc, the calculation amount is too large, and
the correlation between the subapertures with a larger azimuth
angle is low [22]. The integration of this part of the data will
reduce the accuracy of the results. When dividing arcs, there is
a large amount of overlap between the arcs, resulting in a large
number of repetitive calculations for the relevant information
between the subaperture images, which makes the efficiency of
the algorithm very slow.

To solve the above problems, this article proposes a chain-
related processing method, which makes the DEM extraction
result more accurate and more efficient. In order to obtain the
DEM information of the target scene, using the 360° omnidi-
rectional and multiangle observation capability of the CSAR
mode, the circle trajectory of the entire radar platform is divided
into multiple subapertures with the same arc length. First, use BP
algorithm to image each subaperture data to obtain multiple sub-
aperture images. Second, project each subaperture to its height
direction, and each subaperture obtains imaging data of different
imaging heights. Third, perform correlation calculations on two
adjacent subapertures pixel by pixel to obtain DEM information
of different azimuths. The DEM information of all azimuth
angles is integrated to obtain all-round DEM information of the
imaging area. Fig. 3 gives the flowchart of the proposed method.

The specific analysis of DEM extraction method is as follows.

A. Step 1: Data Division

From Section II that the correlation between subaperture im-
ages is related to the azimuth angle between subaperture images,
and the strength of the correlation between subaperture images
will also affect the accuracy of extracting DEM information.
The larger the azimuth angle between the subapertures, the
weaker the correlation between the subaperture images, and
the excessive position offset between the images will reduce
the accuracy of the DEM information extraction. To ensure
the accuracy of the results, the correlation coefficient between
subapertures cannot be lower than 0.5 [17].

When the azimuth angle between the subaperture images is
too small, the target plane position offset is not sensitive to
the target elevation, and the DEM extraction accuracy is low
[22]. The size of the subaperture also needs to meet the azimuth
resolution accuracy, where the azimuth resolution Δδ of the
CSAR along the track direction on the data acquisition plane
can be expressed as

Δδ =
c

4fc sin (φ/2)
(6)

where fc is the signal center frequency, φ is the size of the
subaperture, and c is the speed of light.

The upper limit of the subaperture size can be defined by
combining the correlation coefficient between the subapertures;
the lower limit of the subaperture size can be defined by the
accuracy requirements of the azimuth resolution. Select the

Fig. 3. Flowchart of DEM extraction by chain correlation method.

appropriate subaperture size for division according to the above
criteria.

B. Step 2: Subaperture Imaging

The BP algorithm is used to image the subaperture echo data.
In order to improve the efficiency of the overall algorithm, we use
the fast BP algorithm here, and use the computer GPU parallel
operation to reduce the calculation time.

C. Step 3: Subimage Projection

By projecting the subaperture data to the height direction,
the influence of the geometric deformation changes between
the CSAR subapertures on the correlation can be eliminated
[25], as shown in Fig. 4. First, estimate the actual elevation
range of the imaging target and the scene. Then according to the
elevation range, a height coordinate axis is established, which
is perpendicular to the 2-D imaging plane to form a 3-D space
coordinate system. Finally, within the elevation range, the height
values at equal intervals were taken as the imaging height. Each
subaperture is imaged one by one according to different imaging
heights and corresponds to the spatial coordinate system.
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Fig. 4. Schematic diagram of height projection of subaperture data.

D. Step 4: DEM Extraction

In the subaperture sequence, two adjacent subapertures are
selected for normalized cross-correlation according to the cor-
responding imaging height, and chain correlation calculation
is performed on the remaining subaperture images one by one
to traverse all subapertures. The calculation formula for the
correlation coefficient between subaperture images is as follows
(7) shown at the bottom of this page, where IA and IB are the
pixel amplitude values of the slider window in the two adjacent
subaperture images A and B respectively, ĪA and ĪB are the
average value of the pixel amplitude in the slider window, and
letK be the parameter to adjust the size of the slider, and the size
of the slider is a square of (2×K+1)× (2×K+1) pixels. The
center pixel in the slider window is the pixel to be estimated, and
the surrounding pixels in the window are at the same height as the
pixel to be estimated. The correlation coefficients between the
subaperture images of each layer height are calculated according
to the height axis direction, and the change of the correlation
coefficient ρ with the height axis is also calculated. Finally,
the height value corresponding to the maximum correlation
coefficient ρ is selected as the true elevation of the position.

E. Step 5: DEM Fusion

The correlation coefficients of two adjacent subapertures are
calculated through chain correlation to obtain the correspond-
ing DEM information. According to this method, the DEM
information corresponding to all adjacent subapertures of the
entire circumference is obtained, and the results are summed
and averaged to get the all DEM information. The information
is fused to obtain a full range of DEM, as shown in (8)

J =
1

N

N∑
i=1

ρi (8)

where N is the number of the DEM information, and J is the
full range of DEM information.

In the traditional method, the circle data is divided into arcs
and all the subaperture images in the arcs are used for joint
correlation processing. The formula of the joint correlation
coefficient of all subapertures in the arc is expressed as

JC (x, y, h) =

L∑
l=−L

K∑
k=−K

M∏
m=1

[sm (l, k)− μm]

M∏
m=1

√
L∑

l=−L

K∑
k=−K

[sm (l, k)− μm]2
(9)

where M is the number of subaperture images in the arc.
The size of the slider is determined by the parameters K
and L together, and the size of the slider is a rectangle of
(2× L+1)× (2×K+1) pixels. μm is the average value of the
pixel amplitudes in the slider window.

In the traditional method, the relevant information of all
subaperture images in the arc are used, but from the Section II,
the azimuth angle difference between the subaperture images
is too large and the correlation between the subapertures is
reduced. The accuracy of DEM information extraction is also
affected. Moreover, the traditional method has a large amount of
calculation due to the calculation of the correlation coefficients
of all subapertures in the arc, and when the arc is divided,
the arc overlaps mostly, which also causes a certain amount of
repetition. This makes the running time of the whole algorithm
too long.

Compared with traditional method, this article adopts the
chain correlation method to calculate. After the subaperture size
is reasonably divided, only the correlation between two adjacent
subaperture images is calculated. The correlation between the
images is higher, and the accuracy of the extracted DEM will be
improved accordingly.

IV. EXPERIMENT RESULTS ON REAL DATA

A. X-Band CSAR DATA

In order to verify the effectiveness of the algorithm proposed
in this article, this article selects the Gotcha experimental data
publicly released by AFRL in 2006 for comparison and verifica-
tion. The center frequency of the signal used by the radar system
is 9.6 GHz and the bandwidth is 640 MHz. The field scene is
treated as the experimental target.

According to the correlation between subapertures in the first
section of the article, the width of each subaperture is set to 3°.
At this time, the correlation between adjacent subapertures is
strong, and it can meet the accuracy requirements of azimuth res-
olution. The entire circle data is divided into 120 subapertures,
and focused imaging is performed through the BP algorithm.
The grid spacing of imaging is 0.2 m, the height of the imaging

ρ =

K∑
i=−K

K∑
j=−K

[
IA (i, j)− ĪA

] [
IB (i, j)− ĪB

]
√

K∑
i=−K

K∑
j=−K

[
IA (i, j)− ĪA

]2 • K∑
i=−K

K∑
j=−K

[
IB (i, j)− ĪB

]2 (7)
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TABLE I
TARGET VEHICLE ELEVATION INFORMATION AND ESTIMATION RESULTS (UNIT/M)

Fig. 5. CSAR full-aperture image of parking lot area in X-Band experimental
scene.

plane is 0m, the imaging range is 100 × 100 m, and the CSAR
360° incoherent accumulation imaging results are shown in the
Fig. 5.

When performing DEM extraction, select a slider window
of 5 × 5 pixels to perform related calculations. The height-
to-grid spacing is 0.2 m, and the elevation range is −1–3 m.
The DEM extraction results of the chain correlation method and
joint cross-correlation method are shown in Fig. 6. The DEM
result diagram of the scene target vehicle extracted by the chain
correlation method is shown in Fig. 7. It can be seen that the DEM
information of the target scene extracted by the chain correlation
method has a clear overall picture and low picture noise. It can
clearly identify each part of the target scene information and
can see the 3-D view of the target scene. The three-dimensional
outline of the vehicle is more obvious.

Verify the seven target vehicles #A–#G in the scene. The
number of each target vehicle follows the target number provided
by Gotcha measured data. For facilitate viewing, the gray flat
background represents the ground, the arrow direction is the
head of the target vehicle. For the DEM extraction result of the
target vehicle #F, comparing the two methods, the vehicle frame
extracted by the chain correlation method is clearer, while the
image of the vehicle extracted by the joint correlation method is
relatively blurred.

Next, analyze the two methods from a quantitative perspec-
tive. Compare the average value and root mean square error of

TABLE II
COMPARISON ANALYSIS OF RESULTS

its height. Take the average height of the pixels on the roof of the
target vehicle as the estimated height. The calculation formula
of root mean square error is [28]

σ =

√√√√ 1

N

N∑
n=1

(
hn − h̄n

)2
(10)

where N is the number of pixels used to evaluate the DEM
information of the target vehicle; hn is the height value of the
pixeln; h̄n is the height average value of all pixels.

The processing results of the chain correlation method and
the joint correlation method are shown in Table I. The result
processing and comparison of the two methods are shown in
Table II. The experimental results of the joint correlation method
are obtained from [25].

Comparing the measured height of each vehicle with the real
height, the measurement result of the method proposed in this
article is closer to the real height. The mean of elevation error
of the method proposed in this article is lower, indicating that
the overall measurement result is more accurate. And the mean
of the root mean square error of the method proposed in this
article is lower which means the algorithm is more stable. The
time consumption of the traditional algorithm is 52441 s, and
for the algorithm in this article, it only needs 15267 s, which is
only 29.11% of the original method.

B. Ku-Band CSAR DATA

In order to further verify the applicability and accuracy of
the algorithm proposed in this article, another experiment using
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Fig. 6. DEM extraction results. (a) Top view of DEM extraction by chain
correlation method (X-Band data). (b) Stereogram of DEM extraction by chain
correlation method (X-Band data). (c) DEM extraction by joint cross-correlation
method (X-Band data). (d) Stereogram of DEM extraction by chain correlation
method (X-Band data).

Fig. 7. DEM extraction results of target vehicle #F. (a) DEM extraction by
chain correlation method. (b) DEM extraction by joint cross-correlation method.

Fig. 8. Schematic diagram of the CSAR imaging scene. (a) Top view.
(c) Experiment flight vehicle.

Ku-Band 360° omnidirectional circular-track SAR data is car-
ried out. The real data are obtained by the Ku-Band SAR system
independently developed by the National University of Defense
Technology. The location is Shaanxi province, China. The in-
cident angle of the antenna is 39°, and the spatial resolution is
about 0.5 m. The schematic diagram of the CSAR imaging scene
and experiment flight vehicle are shown in Fig. 8.

In order to select the appropriate subaperture width, according
to the method proposed in theSection II of the article, the
correlation coefficient between the subapertures is calculated
as a function of the difference in azimuth angles. At the same
time, considering that the azimuth resolution is higher than
0.2 m, the arc length of the subaperture is at least 3°. Two
subaperture images are randomly selected for a certain azimuth
angle difference, and their correlation coefficients are calcu-
lated in two ways: The whole image and pixel by pixel. The
difference in azimuth angles between subapertures ranges from
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Fig. 9. Correlation between subaperture images varies with azimuth angle
(blue line) and standard deviation of the results (red line). (a) Correlation
between the entire subaperture images varies with the difference in azimuth
angles. (b) Correlation between pixel-by-pixel subaperture images varies with
azimuth angle difference.

3° to 87°. When calculating the correlation coefficient between
subaperture images pixel by pixel, the size of the slider window
for the correlation coefficient estimation is 21 × 21 pixels. For
each difference in azimuth angles, also 10 pairs of subapertures
are selected. Calculate the standard deviation of each group
of experimental results and remove the bad data to reduce
the error of the experiment. The average value of the image
correlation coefficients of the 10 pairs of subapertures is used as
the subaperture image correlation coefficient of the difference
in azimuth angles. The result is shown in Fig. 9.

Through the above analysis, the subaperture azimuth width
is set to 3°. In this setting, the correlation coefficient between
adjacent subaperture images is the largest. The entire ring is
divided into 120 subapertures, and the CSAR is imaged by 360°
incoherent accumulation in all directions. In order to compare
with the previous experimental data, the parking lot scene in the
target area is selected as the experimental target for processing.
The actual optical in the parking lot area is shown in Fig. 10.
The range is 90 × 90 m, the imaging plane elevation is 0 m, the
grid spacing is 0.15 m, and the image size is 601 × 601 pixels.
The imaging result is shown in Fig. 11.

Fig. 10. Optical image of the parking lot area in the Ku-Band experimental
scene.

Fig. 11. Ku-Band experimental scene CSAR full-aperture image of parking
lot area.

Perform DEM extraction according to the flowchart shown in
Fig. 3, select a 5× 5 pixel slider window for related calculations,
the grid spacing of the height dimension is 0.2 m, and the
height range is −1–3 m. The DEM extraction results by the two
methods are shown in Fig. 12. The DEM extraction results of
the target vehicle #B by the two methods are shown in Fig. 13.

From the comparison of DEM extraction results, it can be seen
that the results of the joint correlation method in the literature
[25] have a lot of noise in the overall picture, the outline of the
target vehicle is not clear enough, and the main information loss
of the vehicle is more serious. With the chain correlation method
mentioned in this article, the overall result of the screen is clear,
the target vehicle can be clearly identified, and the other parts
of the screen are displayed intact. The stereo view is better, and
the details are more abundant.

For the DEM extraction results of the target vehicle #B,
comparing the two methods, the vehicle frame extracted by the
chain correlation method is more complete, while the vehicle
extracted by the joint correlation method has a relatively blurred
picture and the loss of vehicle information is more serious.

Next, analyze the two methods from a quantitative
perspective.

By comparing the four target vehicles #A–#D in the scene,
the estimated height is compared with the actual height of the
vehicle, and the root mean square error result of the estimated
height of the vehicle is calculated [28]. The processing results
of the chain correlation method and the joint correlation method
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TABLE III
TARGET VEHICLE ELEVATION INFORMATION AND ESTIMATION RESULTS (UNIT/M)

Fig. 12. DEM extraction results. (a) Top view of DEM extraction by chain
correlation method (Ku-Band data). (b) Stereogram of DEM extraction by
chain correlation method (Ku-Band data). (c) DEM extraction by joint cross-
correlation method (Ku-Band data). (d) Stereogram of DEM extraction by joint
cross-correlation method (Ku-Band data).

Fig. 13. DEM extraction results of target vehicle #B. (a) DEM extraction by
chain correlation method. (b) DEM extraction by joint cross-correlation method.

TABLE IV
COMPARISON ANALYSIS OF RESULTS

are shown in Table III. The result processing and comparison of
the two methods are shown in Table IV.

Comparing the measured height of each vehicle with the real
height, the measurement result of the method proposed in this
article is closer to the real height. The mean of elevation error of
the method proposed in this article is lower, and the error range
of the average height is between 0.02 and 0.08 m, indicating that
the overall measurement result is more accurate. And the mean
of the root mean square error of the method proposed in this
article is lower which means the algorithm is more stable. The
time consumption of the traditional algorithm is 40 057 s, and
for the algorithm in this article, it only needs 10 376 s, which is
only 25.90% of the original method.

In the verification of the real data in the two frequency bands,
the calculation results of the method proposed in this article
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are better than the original method, whether qualitatively or
quantitatively.

V. CONCLUSION

By observing the correlation between CSAR subaperture
images, this article proposes a method to extract the DEM
information of the target area by using CSAR 360° full-aperture
images. This method extracts the target scene DEM by using
the strong correlation between adjacent subaperture images, and
traverses the entire circle in the manner of adjacent subapertures,
which improves the stability of the algorithm and improves the
accuracy of DEM extraction. The method can draw a three-
dimensional view of the target scene.

Finally, the method is tested with the real data, and the effec-
tiveness and accuracy of the algorithm in this article are verified
by comparative analysis of the results, and the applicability of
the method is verified by verifying different experimental data.

However, when performing 3D reconstruction, we have not
considered the impact of image noise. Regarding the denoising
preprocessing of a single frame of SAR image, combined with
the latest research content on neural networks and deep learning
[29]–[31], the influence of single frame SAR noise can be effec-
tively removed, which will be of great help to the improvement
of our extraction results.
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