
6230 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

Joint Polarimetric-Adjacent Features Based on LCSR
for PolSAR Image Classification

Xiao Wang , Student Member, IEEE, Lamei Zhang , Senior Member, IEEE, Ning Wang,
and Bin Zou , Senior Member, IEEE

Abstract—Image classification is a critical and important appli-
cation in PolSAR image interpretation. Finding a feature extraction
method, which can effectively describe the characteristics of the
target, is an important basis for image classification. In addition
to unique polarimetric features of PolSAR system, spatial adjacent
features of image also need to be considered. So in this article, a
joint polarimetric-adjacent features extraction method based on
local convolution sparse representation is proposed for PolSAR
image classification. Firstly, this article uses convolutional sparse
representation to achieve the convolution of the image filters and
the feature responses so as to achieve the effective combination
of the polarimetric and adjacent information of the image. Mean-
while, construct and train the dictionary using local strategy in
the original domain to avoid the high computational complexity
and the confusion of different grounds caused by global dictionary.
Finally, support vector machine (SVM) is used to combine the
extracted features to achieve the classification. Three sets of full
polarimetric data are used and the experiment results prove that
the proposed method can effectively combine the polarimetric and
adjacent information of data and have a good performance in
PolSAR image classification.

Index Terms—Local convolution sparse representation
(LCSR), polarimetric-adjacent features, polarimetric SAR,
target decomposition.

I. INTRODUCTION

POLSAR system can obtain rich and comprehensive in-
formation of grounds through combinations of multiple

polarimetric modes. How to effectively utilize the advantages
of PolSAR image for classification has always been a practical
and key branch in the application of PolSAR image. Currently,
the classification methods of PolSAR image can be divided
into three main categories: statistical model-based, polarimetric
target decomposition (PTD)-based, and machine learning-based
methods. Statistical model-based methods take advantage of
the unique statistical distribution of PolSAR image for clas-
sification. This kind of methods focuses on the classification
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according to the mathematical statistical characteristics instead
of the polarimetric scattering characteristics of the data itself.
Representative methods are [1]–[3]. PTD, a widely used feature
extraction method, is able to decompose PolSAR images into
different scattering components that can intrinsically character-
ize the scattering properties of different grounds. PolSAR image
classification can be achieved by directly or indirectly combining
these different scattering features with classifiers, such as given
in [4]–[6]. The methods based on machine learning introduce
some mature classification methods in other fields for PolSAR
image, and improve the methods to be applicable to PolSAR
image, such as [7], [8].

PTD-based method is a widely used classification method,
which is closely related to scattering mechanism. The classifi-
cation results of PTD-based methods are highly dependent on the
quality of the PTD. Currently, PTD methods can be divided into
coherent target decomposition [9], [10] and incoherent target de-
composition [11]–[19]. Among them, the latter is widely applied
due to its significant advantages for identifying artificial targets,
forest, and surface areas. In [11], a model-based target decompo-
sition method was proposed, which treats the covariance matrix
or coherence matrix as the superposition of volume scattering,
surface scattering, and double bounce scattering model. These
models are mathematical modeling of the basic scattering mech-
anism, without utilizing real ground measurements. After that, a
large number of modified model-based decomposition methods
were proposed, such as Yamaguchi et al. [12], [13], Zhang
et al. [14], Van Zyl et al. [15], An et al. [16], Chen et al. [17],
Bhattacharya et al. [18], and Singh et al. [19]. However, it is
difficult to obtain better results based on polarimetric features
alone. In addition to polarimetric information in PolSAR image,
spatial structure information as an important feature should also
be considered in classification. Commonly, numerous spatial
feature extraction methods were proposed [20]–[25]. Generally,
polarimetric features and spatial features are extracted indepen-
dently and separately, which does not combine the polarimetric
and spatial information of adjacent pixels in PolSAR image
simultaneously.

Sparse representation (SR) [26] as an effective tool can be
utilized to achieve the extraction of those features. It is a theory
that uses a linear combination of a few basic signals as possible
to express most or all of the original signals. These basic signals
are called “atoms,” which are from a redundant pool called
“dictionary.” SR can obtain a more concise representation of
the signal, which makes it convenient to obtain the information
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contained in the signal and facilitate further processing. So in
the past years, SR models have brought a wealth of scientific
research in image processing, such as image denoising [27],
[28], inpainting [29], fusion [30], [31], and recognition [32].

However, when using SR in image, considering the complex-
ity of calculation, most images are partitioned into blocks and
coded separately [33], [34], which results in the potential loss of
image structure information. In addition, due to the correlation
of image blocks, redundant dictionaries learned through image
blocks often contain repeated information. To improve this,
convolution sparse representation (CSR) is proposed [35]. In this
method, the image is represented globally as the approximation
of the convolution sum of a set of filter dictionaries and sparse
feature responses, which reduces the coding redundancy of
image blocks and the loss of information in image segmentation.
At present, the theory of CSR is widely used in image processing.
Gu et al. [36] applied CSR to the superpixel processing, which
preserved the texture and edge information of images well.
Liu et al. [37] applied CSR to image fusion, proving that the
CSR-based fusion method was obviously superior to SR-based
method in the results of the evaluation and the visual effects.
Chen et al. [38] applied CSR to the classification of handwritten
fonts. The results demonstrated that dictionaries trained by
convolution can obtain more representative image information
and achieve better classification performance. Kavukcuoglu
et al. [39] applied CSR to image detection to improve the
detection effect.

Meanwhile, the solution procedure of CSR is complex, and
a large number of algorithms have been proposed to solve CSR
model [40], [41]. The most representative and widely used
method is an efficient convolutional sparse coding method pro-
posed by Wohlberg [42], [43], which transforms the image into
the Fourier domain to reduce the calculation cost, and alternating
direction method of multipliers (ADMM) [43], [44] algorithm is
used to solve CSR. This method has great advantages, but intro-
duces more variables and improves computational complexity
and memory requirements.

In order to effectively combine the polarimetric and the
spatial information to describe target features of the PolSAR
system, considering the advantages of CSR, this article proposes
a joint polarimetric-adjacent features extraction method based
on local convolution sparse representation (LCSR) for PolSAR
image classification. In this method, CSR is used to effectively
combine the polarimetric information of PolSAR system and
the spatial and adjacent information of the image. Considering
different grounds, the PolSAR image has different scattering
mechanisms, global convolution does not effectively utilize the
local spatial information of the PolSAR image itself to achieve
extraction of polarimetric-adjacent features, and local operations
are performed on the image block, i.e., only local calculation
rather than global calculation is used to train filters to extract
features. Meanwhile, this approach avoids the problems of the
ADMM method and the optimization process is in the original
domain instead of mapping to frequency domain, which is more
simple and easy to implement. Finally, SVM is used in this article
for PolSAR image classification.

Fig. 1 Schematic diagram of SR.

The organization is as follows. In Section II, a brief intro-
duction to CSR is introduced, Section III presents the detailed
descriptions of polarimetric-adjacent features extraction based
on LCSR. In Section IV, the procedure of PolSAR image classi-
fication via LCSR-based feature extraction and SVM classifier
is given; the experiment results and discussion of the proposed
algorithm are presented. Finally, Section V concludes the article.

II. FUNDERMENTAL OF CONVOLUTION

SPARSE REPRESENTATION

SR is widely used in the field of signal and image processing.
Subsequently, CSR appears on the basis of SR, which extends the
one-dimensional product operation of image vector and dictio-
nary atom to the convolution operation of the two-dimensional
image and convolutional dictionary, overcoming the shortcom-
ing of breaking the structural relationship by drawing the image
into vectors.

A. Sparse Representation Theory

The signal is assumed that can be expressed by some basic
signals, which is called “atoms” from a redundant pool called
“dictionary.” SR is a linear representation of the signal with as
few atoms as possible in an overcomplete dictionary. Suppose
the signal is x ∈ Rm, di ∈ Rm is an m-dimensional feature
vector, called atom, D ∈ Rm×K(K ≥ m) is called dictionary
composed by K atoms, then x can be sparsely represented by

x = Dγ =
K∑
i=1

γidi (1)

where γ = [γ1, γ2, . . . , γK ]T is sparse coefficient of di. Due
to the overcompleteness of the dictionary, the signals can be
represented with countless solutions. The solution of SR is to
find the most sparse solution, i.e., the solution with the least
nonzero terms in γ.

The schematic diagram of SR is shown in Fig. 1, where x
represents the original signal, and γi represents the coefficient
of each basis vector di in the expression of the original signal
x. The small red boxes represent basis vectors with non-zero
coefficients, and others are zero.

However, due to the influence of noise, the signal is not in an
ideal state in practical problems. Correspondingly, the SR model
should be adjusted to fit the situation after adding noise. Then,
in the case of the noise, using the Lagrange multiplier method,
and under the premise that the λ value is properly selected, SR
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model of the signal with noisy interference can be equivalently
expressed by the unconstrained minimization as

γ̂ = argmin ‖x−Dγ‖22 + λ‖γ‖1 (2)

where ‖ ∗ ‖1 is l1 norm. This is also a relatively simple SR model
of the signal.

Solving SR mainly includes two parts: dictionary construction
and sparse solving algorithm. Currently, there are two main
methods for constructing the filter dictionary D. One is the
analysis dictionary, such as Fourier transform dictionary, dis-
crete cosine transform (DCT) dictionary, and wavelet transform
dictionary. These dictionaries are fixed. The other is the learning
dictionary, such as the optimal direction method (MOD) [45],
KSVD [46], and online dictionary learning algorithms [47].
These dictionaries use machine learning to construct the dictio-
nary adaptively from a series of training samples. These methods
can maximally match the dictionary according to the structural
features of the original image. While the representative sparse
solving algorithms are MP [48], OMP [49], GPSR [50], LASSO
[51], LARS [52], etc.

B. Convolution Sparse Representation

In order to reduce the modeling and computational burden,
the image blocks are individually encoded generally. Also, the
traditional SR method only encodes one-dimensional signals
separately, which ignores the spatial structure information of
the two-dimensional image blocks. In remote sensing images
(also natural optical images), neighboring pixels often belong
to the same category. The individual pixels and neighborhoods
generally have the same or similar physics attribute. In order
to combine the adjacent information of the image effectively,
convolution is introduced.

CSR is the convolutional form of SR. In other words, the con-
volution sum of the filter dictionaries and the feature responses
is used to replace the product of the redundant dictionary and
the sparse coefficient, so that the image can be sparsely encoded
in the “whole” unit. The CSR model is defined as [42]

argmin
γm

∥∥∥∥∥x−
M∑

m=1

Dm ⊗ γm

∥∥∥∥∥
2

2

+λ

M∑
m=1

‖γm‖1s.t.‖Dm‖2 = 1

(3)
where “⊗” is the convolution operation; x is the input image,
{Dm} is a set of dictionary filters consisting of M basis func-
tions, the size is N ×N ; {γm} is the corresponding sparse
feature responses; λ is the regular term proportion; and ‖ ∗ ‖22is
the square of l2 norm.

The image x is considered as the approximation of the con-
volution sum of a set of sparse feature responses {γm} and
filter dictionaries {Dm}. Like the traditional SR, the sparse basis
{Dm} obtained by the CSR also has a fixed space support. And
unlike SR algorithm, the feature response {γm} obtained by
CSR is very different from the original image x and has higher
dimension than the original image x.

The solving of CSR is an iterative optimization process, in
which the feature responses {γm} and dictionary filters {Dm}

need to be solved. The solution procedure is generally optimiz-
ing the two variables alternately until the objective function, as
(3) described, is minimum through continuous iteration. Gener-
ally, ADMM is the most commonly used method to solve the
optimization problem, and the optimization process is mapped to
the frequency domain by fast fourier transform (FFT) to reduce
the computation complexity.

III. POLARIMETRIC-ADJACENT FEATURE EXTRACTION

BASED ON LCSR

A. PolSAR Image Representation

PolSAR utilizes the reflected echoes of microwave to imaging.
Due to the different structures and electromagnetic properties,
the grounds exhibit different characteristics on PolSAR image,
including grayscale, texture, polarimetric characteristics, and so
on. The scattering matrix describing the scattering information
of PolSAR image is expressed as

S =

(
Shh Shv

Svh Svv

)
(4)

where h refers to the horizontal polarization, v refers to the
vertical polarization. Shh and Svv are the copolarization com-
ponents, Shv and Svh are the cross-polarization components.
In the monostatic backscattering case, S is symmetric matrix,
i.e., Shv = Svh. Pauli basis can be used to decompose S; the
decomposed three-dimensional target vector k is obtained as

k =
1√
2

[
Shh,

√
2Shv, Svv

]T
. (5)

Then, the covariance matrix of PolSAR is defined as

C3 =
〈
k · kH

〉
=

⎡
⎣C11 C12 C13

C21 C22 C23

C31 C32 C33

⎤
⎦ (6)

where 〈·〉 represents ergodic averaging, and the superscript
H represents complex conjugate. The covariance matrix is a
common data representation in PolSAR processing.

According to the covariance matrix, a variety of classical
model-based PTD methods are proposed, which try to decom-
pose the covariance matrix into the combination of different
physical scattering mechanisms. Each scattering mechanism
corresponds to a certain physical meaning. It can be expressed
as

C =
k∑

i=1

CiPi. (7)

In (7), C indicates the covariance matrix of PolSAR image,
Ci is the different scattering model based on different scattering
mechanisms, and Pi represents the power of scattering compo-
nent Ci. The model-based PTD methods have clear physical
interpretation. The polarimetric information of the target echo
can reflect the geometric and physical characteristics of the
target. Using the scattering power to describe the target can
effectively reduce the dimensionality of the data space, remove
the redundant information, obtain the difference of different
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Fig. 2. Polarimetric-adjacent description of PolSAR image.

types of grounds in the image quickly and accurately, and reduce
the complex background interference.

The traditional model-based PTD methods are dealt with
pixel by pixel, which means that the information between each
pixel in these methods is independent with each other. These
methods do not take into account the spatial information of the
image. As shown in Fig. 2, PolSAR image has three-dimensional
information, where x and y are the rows and columns of the
image, and z is the polarimetric information. So studying the
joint polarimetric-adjacent PTD method provides a new idea
for the feature extraction and the subsequent PolSAR image
classification.

B. Polarimetic-Adjanct Feature Extraction Based on LCSR

Equation (7) is dealt with on each pixel of PolSAR image; in
other words, Pi represents the decomposition result of a single
pixel in the image. The decomposition result of each pixel Pi in
the image constitutes the result of the whole PolSAR image. To
distinguish the result between single pixel and two-dimensional
image, the image form of decomposition result is written as Pi

in this article. In order to realize the joint polarimetric-adjacent
features extraction of PolSAR image, the adjacent information
of the image also needs to be considered. In this article, the
decomposition result image Pi can be represented by CSR
model, i.e., (7) can be expressed as

C =

k∑
i=1

Ci

M∑
m=1

Dim ⊗ γim (8)

where {Dim} and {γim} are a set of filter dictionaries and
feature responses corresponding to Pi, respectively. Then, the
objective function of (8) can be written as

argmin
Dim,γim

k∑
i=1

Ci

∥∥∥∥∥Pi −
M∑

m=1

Dim ⊗ γim

∥∥∥∥∥
2

2

+

k∑
i=1

λiCi

M∑
m=1

‖γim‖1
(9)

where λi is the regular term proportion of Pi.
In (9), there are three unknowns need to be solved: {Ci},

{Dim}, and {γim}. According to the theoretical basis of target
decomposition of PolSAR image in the previous section, the
classical target decomposition model can be adopted to {Ci}.
Then, {Ci} are fixed, and the feature responses {γim}and the
dictionary filters {Dim} can be solved by alternate optimization
as mentioned in Section II.

The feature responses {γim} are high dimensional, and the
solution in high dimension is difficult. Generally, the operations
take place in the frequency domain to map the convolution
to a product to reduce the dimension, and ADMM method is
used to solve the optimization problem. ADMM is a traditional
solution method for convex optimization problems, which has
a fast convergence speed and low complexity for solving the
feature responses in the above objective function. However,
ADMM has some problems, as it requires the introduction of
many intermediate and auxiliary variables, which increases its
complexity and storage loss. In addition, these variables greatly
affect the CSR results resulting in a complicated parameter
selection process.

Furthermore, because different grounds in the PolSAR image
have different scattering mechanisms, the global convolution
does not portray different features to a sufficient extent, making
it difficult to obtain satisfactory representation results and re-
duce the separability of different grounds. For these problems,
considering that the method proposed by [53], [54] can solve
CSR problem in the original domain instead of mapping to
the frequency domain without introducing more variables, and
leverage the localized strategy to operate on image locally, this
article introduces the method of LCSR to solve the optimization
problem.

C. Local Feature Responses {γim} Solution

As [53], [54] referred, CSR can simplify the convolution
operation to the product operation to avoid mapping the solution
procedure to the frequency domain. Then, Pi can be decom-
posed as matrix form

Pi = Diγi (10)

where Di ∈ RN×NM is the concatenation of multiple banded
matrices transformed by the dictionary filters {Dim}; and the
feature response γi ∈ RNM is the alternant arrangement of
all the feature responses {γim}. In this way, the operations
in high-dimensional can be transferred to the operations in
two-dimensional to reduce the complexity.

In order to describe the adjacent information of different
grounds accurately, the global feature responseγi is divided into
the sum ofN local feature responsesγij ∈ RM by local strategy.
Then, the dictionary filter Di can be decomposed into the sum
of multiple subdictionary filtersDij ∈ RN×M corresponding to
the local feature responses γij . Equation (9) can be expressed
as

argmin
γij

k∑
i=1

Ci

∥∥∥∥∥∥Pi −
N∑
j=1

Dijγij

∥∥∥∥∥∥
2

2

+

k∑
i=1

λiCi

N∑
j=1

‖γij‖1
(11)

where
M∑

m=1
Dim and

M∑
m=1

γim are decomposed into N local

dictionaries {Dij}and feature responses {γij}, respectively.
Prij is defined as the component without the contribution of
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jth feature response γij .

Prij = Pi −
N∑
l=1
l 
=j

Dilγil. (12)

Then, the solution for each slice can be expressed as

argmin
γij

k∑
i=1

Ci

∥∥∥∥∥∥∥

⎛
⎜⎝Pi −

N∑
l=1
l 
=j

Dilγil

⎞
⎟⎠−Dijγij

∥∥∥∥∥∥∥

2

2

+

k∑
i=1

λiCi

N∑
j=1

‖γij‖1. (13)

Finally, (11) can be written as

argmin
γij

k∑
i=1

Ci ‖Prij −Dijγij‖22 +
k∑

i=1

λiCi‖γij‖1. (14)

Therefore, each local feature response can be regarded as a
slice of the global feature response and each slice is independent
and can be optimized separately instead of optimizing the global
feature response. The solution for the global feature response
becomes the solution for each slice of local feature responses.
When the dictionary filters are known, the solution of the feature
responses is the same as the traditional SR methods. To solve
this problem and improve the computational efficiency, least
angle regression (LARS) [52] is used to solve the optimization
problem, which is simple and can update efficiently in parallel.

D. Dictionary Filter {Dim} Update

When γij is fixed, the objective function in (11) can be
expressed as

argmin
Dij

k∑
i=1

Ci

∥∥∥∥∥∥Pi −
N∑
j=1

Dijγij

∥∥∥∥∥∥
2

2

, s.t.‖Dij‖2 = 1. (15)

Let vec(Dij ⊗ γij) = γidi , where di is the vectorization
of {Dij}j=1,...,N , γi = [γi1, . . . ,γij , . . .γiN ]. Then, (15) is
expressed as

argmin
di

k∑
i=1

Ci

∥∥∥∥∥∥Pi −
N∑
j=1

γidi

∥∥∥∥∥∥
2

2

(16)

When updating the dictionary, a proximal gradient descent
method is used to ensure that the total loss of the dictionary
filters is minimized, where di can be updated as

dt+0.5
i = dt

i − μ∇dt
i

dt+1
i = Pr oxμ‖·‖=1

(
dt+0.5
i

) (17)

where Pr oxμ‖·‖=1(·)is the unit ball projection operator, μ
is called learning rate (or step size) of the proximal gradient
descent, and t is the iterations. ∇di in (17) is solved as

∇di = −Ci

⎛
⎝ N∑

j=1

γi

⎞
⎠

T ⎛
⎝Pi −

N∑
j=1

γidi

⎞
⎠

= −
N∑
j=1

Ciγ
T
i

⎛
⎝Pi −

N∑
j=1

γidi

⎞
⎠

= −
N∑
j=1

Ciγ
T
i

(
Pi − P̂i

)
(18)

where P̂i is the estimate of Pi.
By alternately constructing the dictionary filters and solving

the feature responses, the features combining polarimetric and
adjacent information of PolSAR image can be obtained. The
schematic diagram of solution procedure is shown in Fig. 3.

IV. POLSAR IMAGE CLASSIFICATION BASED ON

POLARIMETRIC-ADJACENT FEATURES

In this article, the classical SVM classifier is used to combine
the extracted polarimetric-adjacent features as described in Sec-
tion III for PolSAR image classification. The schematic diagram
of classification procedure is shown in Fig. 4. The procedure of
the proposed method is presented in Algorithm 1.

V. EXPERIMENTS AND DISCUSSION

Three real PolSAR data are used to validate the proposed
method qualitatively and quantitatively. Half Moon Bay and
Salvador area datasets can be available from https://uavsar.
jpl.nasa.gov. Oberpfaffenhofen area datasets can be available
from http://envisat.esa.int/polsarpro/datasets.html. To illustrate
the effectiveness of the proposed method further, six sets of
comparative experiments are also conducted in this section.

A. Results of Half Moon Bay Area

The first data used in the experiment is the complex covariance
format of L-band PolSAR image of Half Moon Bay (37.515°N–
122.497°W), Haward area, America, which was acquired by
UAVSAR system in November 12, 2014. The nominal one-look
spatial resolution is 1.6m× 0.6m. The image is 3377 pixels in
row and 5501 pixels in line. The amplitude image of HH channel
is shown in Fig. 5(a). To present the abstract of different classes’
distribution, the optical image (not the same time) from Google
Earth is shown in Fig. 6, and the image with modified aspect
ratio is shown in Fig. 7(a) to make easy to compare with PolSAR
image. It is an area with about six classes, including forest, bare
land, urban, farmland, road, and ocean. Due to the complexity of
the grounds in the area, the groundtruth is difficult to obtain, so
only part labels are marked, which is shown in Fig. 5(b). Each
category selects 400 pixels as training samples. The classical
surface scattering, double bounce scattering, volume scattering,
and helix scattering model in Yamaguchi decomposition model
[12] are used in the experiments as the scattering model {Ci} in
this article. The experiments set N = 4, M= 16, λ= 0.01 and
the iterations set 10 for polarimetric-adjacent features extraction,
then SVM classifier is used with the proposed features for
classification.

The classification result is shown in Fig. 7(h); the result shows
that the proposed method can effectively realize PolSAR image

https://uavsar.jpl.nasa.gov
http://envisat.esa.int/polsarpro/datasets.html
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Fig. 3. Schematic diagram of the solution procedure for polarimetric-adjacent features extraction.

Algorithm 1 Procedure of PolSAR Image Classification via
LCSR-Based Features Extraction and SVM Classifier

Input: PolSAR covariance matrix C, the target
decomposition model Ci, the training samples of each
category.

Initialization: initialize the parameters Dim, {γim},
nmax, λ, μ, Pi by Ci.

for t = 1 : nmax, do
1. Calculate the local feature response γn

ij with (14).
2. Update the dictionary filters with (17).
3. Calculate the reconstructed features with (19)

P̂n
i =

N∑
j=1

Dijγ
n
ij (19)

end
4. Obtain the joint polarimetric and adjacent features P̂i.
5. Use SVM classifier for PolSAR image classification.
Output: the classification result of PolSAR image

classification, different grounds can be effectively distinguished,
and the boundary is clear. The comparative experiments are also
conducted in Fig. 7. The training samples used in the comparison
experiments are same.

The result in Fig. 7(h) shows that some seawater are misclas-
sified as roads. The main reason is that the seawater and roads

are both relatively smooth in the PolSAR image. Because the
radar echo is less and surface scattering is strong, the scattering
properties of seawater and roads are similar. Also, some waves
exist in the sea when acquiring the image, which results the
scattering components of seawater changing. The double bounce
scattering component increases and the scattering mechanism
of seawater is closer to bare land’s. The great change of spatial
texture also leads to a certain degree of misclassification.

Fig. 7(b) and (c) shows the comparative experiments of clas-
sical classification methods, where Fig. 7(b) is the result based
on Wishart classifier. The result is poor and forest, crop and
bare land are difficult to distinguish. Fig. 7(c) is the result based
on spatial constrained SR classifier [55], which takes advan-
tage of the spatial domain correlation of the image. The result
can classify the image effectively but partial misclassification
still exists. Fig. 7(d)–(g) shows the comparison with different
features. Fig. 7(d) is the result based on original covariance
matrix and SVM classifier; the result shows that the seawater,
roads as well as bare land are misclassified with each other. In
Fig. 7(e) and (f), the classical polarimetric features are utilized
for classification.

Fig. 7(e) is the result based on traditional Yamaguchi de-
composition and SVM classifier, Fig. 7(f) is the result based
on Zhang decomposition and SVM classifier. It can be seen
that the classification based on the traditional target decompo-
sition method can basically distinguish different grounds, and
the misclassification of seawater, roads, and bare land can be
improved, but the effect is not significant. Moreover, the result
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Fig. 4. Schematic diagram of PolSAR image classification via LCSR-based
feature extraction and SVM classifier.

Fig. 5. UAVSAR PolSAR image of Half Moon Bay test area. (a) Amplitude
image of HH channel. (b) Groundtruth.

of Fig. 7(f) is worse than Fig. 7(e), especially the confusion
between forest and buildings is serious. Fig. 7(g) is the result
based on SVM classifier with Yamaguchi and GLCM features
[23]. Energy, entropy, and contrast features in GLCM are used
in this article, which also utilize the spatial adjacent information
to represent the texture of image. The result shows that the

Fig. 6. Optical image of Half Moon Bay test area from Google Earth.

classification using the polarimetric and adjacent characteristics
can improve the classification effect, and the misclassification
of seawater, bare land near the airport, and roads have been
effectively controlled. However, some forest, bare land, and lawn
are incorrectly classified as urban. The texture between lawn and
bare land is similar, which also leads to the misclassification of
these two areas. The result based on the proposed method is
shown in Fig. 7(h), which obtains the best classification result
compared with the other experiments. Different grounds can be
distinguished better; the confusion of forest, roads, and bare
land has been effectively improved; and the scatterings are also
controlled.

In order to illustrate the advantages of the proposed method,
the quantitative evaluation is given in this article. The overall
accuracy (OA), average accuracy (AA), and kappa coefficient,
which are the most commonly used evaluation index of clas-
sification accuracy, are shown in Table I. Training samples are
not included in the quantitative statistics. The conclusions are
similar as the figures shown, the classification results based
on Wishart and based on covariance matrix are similar and
the worst, the OA, AA are only about 50% and the kappa
coefficient are both low. The method based on Zhang is improved
slightly, but the result is still poor. The methods based on spatial
constrained SR and based on Yamaguchi can both be better, but
the accuracies are not high. The classification result based on
Yamaguchi and GLCM features is the best in the comparison
methods, but the AA and OA are only 86.13% and 81.65%. The
method proposed in this article can obviously and effectively
improve AA and OA of the classification. The AA and OA of
the proposed methods are 92.12% and 88.83%, respectively,
and the classification accuracy of most categories is improved.
The accuracy of urban is declined contrasting with the result
based on Yamaguchi and GLCM features. It is because that
other categories are misclassified as urban, resulting in the
increase of urban accuracy. The result of the proposed method
also leads to an improvement in the accuracy to the seawater
and bare land. The misclassification is reduced. Meanwhile, the
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Fig. 7. Classification results of Half Moon Bay area based on different methods. (a) Optical image proportional to the SAR image resolution of test site. (b) Wishart
classification. (c) Spatial constrained SR classification. (d) SVM classification with covariance matrix. (e) SVM classification with Yamaguchi decomposition. (f)
SVM classification with Zhang decomposition. (g) SVM classification with Yamaguchi decomposition and GLCM. (h) Proposed method.

TABLE I
QUANTITATIVE COMPARISON OF HALF MOON BAY AREA CLASSIFICATION RESULTS BY DIFFERENT METHODS

The bold entities means that this method has the best result of the comparison methods.

kappa coefficient of the proposed method is the highest, which
proves that the proposed method has the highest consistency. The
classification results also prove that the proposed method can
effectively combine the polarimetric and adjacent characteristics
of PolSAR image with LCSR, meanwhile, improving the ability
in PolSAR image classification.

B. Results of Salvador Area

The second data used in the experiment is the complex covari-
ance format of L-band PolSAR image of Salvador (13.742°N–
89.393°W), which was acquired by UAVSAR system in
April 10, 2015. The nominal one-look spatial resolution is
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Fig. 8. Optical image of Salvador test area from Google Earth.

Fig. 9. Groundtruth of Salvador test area.

1.6m× 0.6m. The aspect ratio of the image has been im-
proved to better match the natural grounds. The image is 3745
pixels in row and 3200 pixels in line. The optical image (not
the same time) from Google Earth is shown in Fig. 8. The
amplitude image of HH channel is shown in Fig. 10(a). It is
an area with about seven classes, including urban, forest, and
five kinds of farmlands. The groundtruth, which is marked
partly, is shown in Fig. 9. Each category selected 500 pix-
els as training samples and the classification result is shown
in Fig. 10(h).

The comparative experiments are also conducted in Fig. 10.
Similar with the first experiment results, Fig. 10(b) and (c) shows
the comparison of classical classification methods. The result
based on Wishart classifier is poor, with a large number of
scattered points. The method based on spatial constrained SR
is effective for classification and not has many scattered points.
But some misclassifications are obvious. Fig. 10(d)–(g) shows

the results of comparative experiments with different features.
Fig. 10(d) is the result based on original covariance matrix and
SVM classifier; the result shows that the classification is hardly
achieved only by covariance matrix. The classification results are
almost all scattered points and similar with Fig. 10(b). Fig. 10(e)
is the result based on traditional Yamaguchi decomposition and
SVM classifier, Fig. 10(f) is the result based on Zhang decompo-
sition and SVM classifier. The results show that a large number of
farmlands are misclassified with each other. The main reason is
that the scattering characteristics of these farmlands are similar.
It is easy to be mixed when only the polarimetric information
of image is considered. Therefore, the spatial information of
the PolSAR image is utilized in Fig. 10(g), which is the result
based on SVM classifier with Yamaguchi and GLCM features.
The result shows that the injection of adjacent information can
improve the classification effect, and the misclassification can
be partially controlled. The result of the proposed method is
shown in Fig. 10(h), which has the best classification result and
different grounds can be effectively distinguished. The results
prove that the proposed method can effectively realize PolSAR
image classification.

The quantitative evaluation is also given in this article. The
OA, AA, and kappa coefficient of different methods are shown
in Table II. Similar conclusions can also be obtained with the
results shown in the figures. In the above experiment results, the
proposed method leads to a great improvement in the accuracy of
each category, OA, AA, and kappa coefficient. The OA and AA
of the proposed methods are 93.60% and 94.31%, respectively,
the kappa coefficient is 0.92, and the classification accuracy of
each category is improved. The accuracy of urban is declined
contrasting with the result based on Yamaguchi and GLCM
features, and the reason is the same as the experiments of Half
Moon Bay. The results prove the validity and high consistency
of the proposed method as well as the ability in PolSAR image
classification.

C. Results of Oberpfaffenhofen area

The third experimental data used in this article is the complex
covariance format of L-band PolSAR image of Oberpfaffen-
hofen area (48.088°N–11.273°E), Germany, which was acquired
by the German DLR SAR system ESAR. The nominal one-look
spatial resolution is 3m× 3m. The image is 1540 pixels in row
and 2816 pixels in line. The optical image (not the same time)
from Google Earth is shown in Fig. 11. The amplitude image
of HH channel is shown in Fig. 13(a). It is an area with about
five classes including forest, bare land, urban, crop, and road.
The groundtruth, which is marked partly, is shown in Fig. 12.
Each category selected 200 pixels as training samples, and the
classification result is shown in Fig. 13(h). The comparative
experiments are also conducted in Fig. 13.

Fig. 13(b) and (c) shows the comparison of classical clas-
sification methods. The similar conclusion can also be drawn.
Fig. 13(d)–(g) shows the results of comparative experiments
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Fig. 10. Classification results of Salvador area based on different methods. (a) Amplitude image of HH channel. (b) Wishart classification. (c) Spatial constrained
SR classification. (d) SVM classification with covariance matrix. (e) SVM classification with Yamaguchi decomposition. (f) SVM classification with Zhang
decomposition. (g) SVM classification with Yamaguchi decomposition and GLCM. (h) Proposed method.
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TABLE II
QUANTITATIVE COMPARISON OF SALVADOR AREA CLASSIFICATION RESULTS BY DIFFERENT METHODS

The bold entities means that this method has the best result of the comparison methods.

Fig. 11. Optical image of Oberpfaffenhofen test area from Google Earth.

Fig. 12. Groundtruth of Oberpfaffenhofen area.

with different features, where Fig. 13(d) is the result based on
original covariance matrix and SVM classifier, and the result is
poor. In particular, the forest and the urban area are indistin-
guishable totally. Large numbers of scattered points and mis-
classification exist. Fig. 13(e) is the result based on traditional
Yamaguchi decomposition and SVM classifier, and Fig. 13(f) is
the result based on Zhang decomposition and SVM classifier.
The forest and the urban area are basically distinguishable.

But forest, some farmlands, and roads are still misclassified
as urban. Fig. 13(e) is worse than Fig. 13(f), but Fig. 13(f)
has more scattered points than Fig. 13(e). It is because that
the scattering characteristics of forest, roads, and building are
similar; the three kinds of grounds are prone to be misclassified
and mixed in the classification. Fig. 13(g) is the result based
on SVM classifier with Yamaguchi and GLCM features. The
result shows that the method using the polarimetric and adjacent
characteristics of image can improve the classification effect, but
the improvement is not obvious. The method, which combines
the polarimetric and adjacent information simultaneously in
this article, is shown in Fig. 13(h). The method can get the
best classification result compared with the above methods.
Different grounds can be distinguished better and fewer scattered
points exist. The results show that the proposed method can
effectively realize the classification of PolSAR image; different
grounds can be effectively distinguished and the boundary is
clear.

The quantitative evaluation is also given in this article.
The OA, AA, and kappa of different methods are shown in
Table III. The AA and OA of the proposed methods are
91.60% and 91.84%, respectively, and most classification ac-
curacies of each category are improved. The accuracy of ur-
ban is declined contrast with the result with Yamaguchi fea-
tures. The reason is similar with the UAVSAR data, namely,
the other categories are misclassified as urban, resulting in
the increase of urban accuracy. Similar to the conclusions
obtained in the figure, the proposed method also leads to a
great improvement in the accuracy, OA, AA, as well as kappa
coefficient.

Meantime, Y4O and Zhang’s methods are decomposition
methods based on pixel, which can get the results quickly.
GLCM-based method takes longer time because of the addition
of window operation. The sparse coefficients solution in the
proposed method are conducted by LARS and proximal gradient
descent method, and the proposed polarimetric-adjacent feature
extraction method is an iteration procedure. Therefore, it will
take more time inevitably. However, each local feature response
can be regarded as a slice of the global feature responses,
and each slice is independent and can be optimized separately,
so the proposed method can process multiple sparse solutions
in parallel by directly operating on image blocks, which also
optimizes the speed to a certain extent. With the development of
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Fig. 13. Classification results of Oberpfaffenhofen area based on different methods. (a) Optical image of test site. (b) Wishart classification. (c) Spatial constrained
SR classification. (d) SVM classification with covariance matrix. (e) SVM classification with Yamaguchi decomposition. (f) SVM classification with Zhang
decomposition. (g) SVM classification with Yamaguchi decomposition and GLCM. (h) Proposed method.

TABLE III
QUANTITATIVE COMPARISON OF OBERPFAFFENHOFEN AREA CLASSIFICATION RESULTS BY DIFFERENT METHODS

The bold entities means that this method has the best result of the comparison methods.

hardware, the proposed method can be conducted on the better
performance CPUs or GPUs to consume less time. Consider-
ing the consumption and the performance in PolSAR image
classification, the tradeoff is reasonable. The three experiment

data all prove that the proposed method can effectively combine
the polarimetric and adjacent characteristics of PolSAR image
with LCSR, meanwhile improving the classification ability for
PolSAR image classification.



6242 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

VI. CONCLUSION

In this article, a joint polarimetric-adjacent features extraction
method based on LCSR is proposed for PolSAR image classifi-
cation. The main contribution of the proposed method is using
CSR to achieve the effective combination of the polarimetric and
adjacent information of the image. Meanwhile, the convolution
dictionaries and feature responses are constructed by local strat-
egy to avoid the confusion of different grounds caused by global
dictionary, which can also use the local spatial features of the im-
age itself effectively. The extracted joint polarimetric-adjacent
features are combined with SVM for PolSAR classification.
Three sets of fully polarimetric SAR images of different system
are used in the experiments. The qualitative and quantitative
results validate the utility and potential of the proposed method
in PolSAR image classification. The results indicate that the
proposed approach can effectively combine the polarimetric
and adjacent information of data and have potential in PolSAR
remote sensing data classification.
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