
IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021 4709

Modeling and Evaluating Systematic and Random
Errors in Multiscale GPM IMERG Summer

Precipitation Estimates Over the Sichuan Basin
Shunxian Tang , Rui Li , and Jianxin He

Abstract—The Integrated Multi-satellitE Retrievals for the
Global Precipitation Measurement (IMERG) is widely used in
hydrological and meteorological studies, owing to its high spa-
tial resolution and accuracy. The quantification of systematic and
random errors for the IMERG estimates at different temporal
resolutions is beneficial to the calibration of observation instru-
ments and correction of estimates, especially for regions such as
the Sichuan Basin where frequent geological disasters occur in
the summer. At present, there are two most commonly used mod-
els, namely the additive and multiplicative models, for modeling
the systematic and random errors of precipitation. However, it is
unknown which model is more suitable for the IMERG summer
hourly, daily, and monthly precipitation estimates. Therefore, in
this study, two models’ separative capability of the systematic and
random errors and predictive capability in the IMERG estimates
are investigated, upon the evaluation of the models’ applicability.
Results show that for the hourly and daily precipitation estimates,
the multiplicative error model has better separative and predictive
capabilities than the additive error model and is recommended
to quantify the systematic and random errors. Conversely, as for
the monthly precipitation estimates, the additive error model is
a relatively better choice by comparing the overall performance
of both models. However, it still has some weaknesses for heavy
monthly precipitation, such as nonconstant fluctuations and re-
duced predictive capability. So, the additive model should be used
with caution in analyzing the systematic and random errors of the
heavy monthly precipitation.

Index Terms—Error model, Integrated Multi-satellitE
Retrievals for GPM (IMERG), summer precipitation, systematic
and random errors.

I. INTRODUCTION

PRECIPITATION is one of the most important components
of the global water cycle and energy exchange at the Earth’s

surface [1], [2]. Accurate measurements of precipitation are very
important not only for weather forecasting and climate research,
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but also for the early warning of rainfall-induced geological
disasters, management of agricultural water resources, and for-
mulation of urban drought and flood risk application strategies
[3]–[5].

Compared to conventional quantitative precipitation observa-
tion technologies such as rain gauges and ground-based weather
radars, satellite-based remote sensing may be the most reliable
and stable way to obtain precipitation information on a global
scale [5]–[7]. Since the advent of meteorological satellites in the
1970s, the techniques of obtaining global precipitation by satel-
lite have advanced rapidly. Specifically, satellite remote-sensing
techniques have evolved from the original visible and infrared
remote sensing to passive microwave sensors, and then to the
present active microwave sensors. Meanwhile, the accuracy of
satellite-based precipitation estimates keeps improving.

Since the successful launch of the Tropical Rainfall Mea-
suring Mission (TRMM) carrying the first Ku-band active Pre-
cipitation Radar (PR) in 1997, the satellite-based precipitation
estimates play an increasingly important role in the observa-
tion of global precipitation. As a successor to the TRMM,
the Global Precipitation Measurement (GPM) mission satel-
lite, which equipped with a dual-frequency precipitation radar
(Ku-band and Ka-band, DPR), was launched in 2014. GPM
has a wider monitoring region than TRMM [5]. Both TRMM
and GPM provide multisatellite estimates, namely the TRMM
Multi-satellite Precipitation Analysis (TMPA) [8] and the In-
tegrated Multi-satellitE Retrievals for GPM (IMERG) [9], and
their highest spatiotemporal resolutions are 0.25° × 3 h and
0.1° × 0.5 h, respectively. At present, previous studies have
found that the IMERG estimates outperform TMPA standard
estimates, suggesting better capturing capability and higher
estimation accuracy of precipitation [7], [10]–[15]. Therefore,
the GPM IMERG estimates with high spatiotemporal resolution
and measurement accuracy are one of the most widely used
products in the field of atmospheric science and hydrological
remote sensing [16]–[19].

However, in the process of the IMERG estimates generation,
such as data collection, data integration, and precipitation re-
trieval, errors are inevitable, which are more obvious for summer
precipitation [20], [21] due to its large dynamic range. More
generally, the uncertainties of the precipitation estimate mainly
include the systematic errors and random errors. Quantifying
the uncertainties of the IMERG estimates will benefit many
scientific studies, such as discussing climate change, revealing
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the influence mechanism of the hydrological cycle, improving
the quality of input data for numerical prediction models, as well
as accurately calibrating spaceborne instruments.

Some studies have conducted mathematical models for error
analysis of the satellite-based precipitation products [22]–[27].
However, most of these models involve complex computational
processes. Giving the models simple and easy to implement, we
attempt to select a mathematical model, whether implicitly or
explicitly, that can accurately describe the error characteristics
in the IMERG precipitation estimates. Although the source and
influence mechanism of errors do not directly determine the
choice of error models, an excellent error model is an accurate
mathematical description of a measurement’s deviation from
the truth [28]. The additive and multiplicative models are the
two most commonly used error models for precipitation mea-
surements. The quantitative analysis and statistical examination
on the errors of the precipitation estimates with selected pro-
totype models will help the model parameters calculation and
improvement. If there are just ground references or satellite
precipitation estimates available, the specific error model can
be used to predict measurements and their errors, thus achieving
“inverse calibration.”

Regarding the selection of precipitation error model, many
researches have adopted the additive model in evaluating the
error characteristics of various precipitation products, including
the Precipitation Estimation from Remotely Sensed Information
using Artificial Neural Networks (PERSIANN) [29], the CPC
MORPHing (CMORPH) [30], the Global Satellite Mapping
of Precipitation (GSMaP) [31], TMPA [8], the Estimation of
Precipitation by Satellites-Second Generation (EPSAT-SG) [6],
[32]–[36]. However, some other researches have used the mul-
tiplicative error model to quantify or simulate the errors in pre-
cipitation estimates such as WSR-88D radar rainfall estimates,
TMPA, and IMERG [37]–[40].

Because different error models represent completely different
error definitions, for a specific precipitation product, we can
choose a more reasonable error model only after comparing
and analyzing the applicability of several error models. Tian
et al. [27] assessed the suitability of the multiplicative and
additive error models for the TMPA real-time daily precipitation
estimates over the Oklahoma region and proposed that the multi-
plicative error model is a better choice. Alemohammad et al. [41]
introduced the multiplicative model in the Triple Collocation
method for biweekly precipitation error analysis and found that
the multiplicative model is more realistic than the additive error
model used in the Triple Collocation derivations. Tang et al.
[42] discussed on the systematic and random errors of four
daily satellite precipitation products including IMERG using
the additive and multiplicative models in China and suggested
that the multiplicative model is superior to the additive model. It
should be noted that the temporal resolution of the precipitation
products used in the above studies is daily or biweekly. However,
the IMERG precipitation estimates with higher and coarser tem-
poral resolutions are widely used in many applications, provided
that the errors of these products can be described quantitatively.
This raises the question of whether their conclusions are still
robust and reliable for satellite precipitation products with other

temporal resolutions (e.g., hourly and monthly). Our previous
study has shown that the errors of the IMERG summer pre-
cipitation mainly come from the hit precipitation and are much
larger than those of other seasonal precipitation over the Sichuan
Basin of China [21]. In addition, this area is prone to geological
disasters caused by summer heavy rain [43]. Regrettably, little
research focused on the quantification or modeling of the errors
for the IMERG summer precipitation in this area. Therefore, it
is worth studying which error model is more suitable for the
hourly, daily, and monthly GPM IMERG summer precipitation
estimates over the Sichuan Basin. Research on this issue will
help data producers and users to more clearly understand the
uncertainties of the precipitation estimates and thus promote
the improvement and application of products. To achieve this
goal, we refer to the criteria proposed by Tian et al. [27] and
evaluate the suitability of the two models: 1) Can the model
effectively separate the systematic and random errors? (i.e.,
model’s separative capability) and 2) Can the model accurately
reproduce future precipitation characteristics? (i.e., model’s pre-
dictive capability).

The remaining sections of the article are structured as fol-
lows: The study area, GPM IMERG precipitation estimates,
and ground reference data are introduced in Section II. The
principles of two error models and data preprocessing methods
are described in Section III. Section IV presents the performance
comparison results of the two error models for the hourly,
daily, and monthly IMERG precipitation estimates. Finally, the
discussion and conclusion are provided in Sections V and VI.

II. STUDY AREA AND DATASETS

A. Study Area

Sichuan Basin (28°15´-32°03´N, 103°03´-109°15´E), located
in the central part of western China, is the most typical basin with
the lowest altitude among the four major basins in China. As the
transition area from the plateau topography (Yunnan-Guizhou
Plateau, Qinghai-Tibet Plateau) to the eastern plain of China,
Sichuan Basin covers the central and eastern parts of Sichuan
province and most of Chongqing city, with a total area of
about 2.6 × 105 km2. In addition, Sichuan Basin can be clearly
divided into the marginal mountains (1.0 × 105 km2) and basin
floors (1.6 × 105 km2). The marginal mountains are mostly
surrounded by mountains with elevations between 1000 and
3000 m, while the elevations of the basin floors are between
250 and 750 m, and the contour of the entire basin is approxi-
mately diamond shaped. The unique geographical location has
a great influence on the spatial distribution and intensity of
precipitation in the basin, especially for summer precipitation
[43]–[45]. Specifically, heavy precipitation in summer has the
characteristics of frequent occurrence, strong localization, and
a wide range of intensity change, which is obviously different
from the eastern region of the same latitude [46], [47]. Thus,
geological disasters caused by summer heavy precipitation, such
as collapse-landslide, ground subsidence, and debris flow often
occur.
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Fig. 1. Geographical location, digital elevation model (DEM), and gauge stations of the study area: the small red dot and the big yellow pentagram represent
regional and national gauge station, respectively.

B. GPM IMERG Precipitation Estimates

GPM mission is jointly developed by the National Aeronau-
tics Space Administration (NASA) and the Japan Aerospace
Exploration Agency (JAXA), including one core observatory
and approximately ten constellation satellites [5]. The GPM core
observatory carries two primary sensors: a 13-channel passive
microwave imager and a dual-frequency precipitation radar,
which are used to detect the internal structure of precipitation
and improve the ability to capture light-intensity precipitation
(< 0.5 mm/h) and solid precipitation [48]. IMERG is one of the
most important GPM precipitation estimates and provides the
“Early Run” (IMERG-E), “Late Run” (IMERG-L), and “Final
Run” (IMERG-F) products at relatively fine spatiotemporal
resolution (0.1° × 0.5 h). The IMERG-F is supposed to be
a better product in terms of precipitation estimation accuracy.
More details about the three IMERG precipitation estimates and
retrieval algorithms are available in Huffman et al. [9].

Note that the choice of error model depends on the time scale
rather than the product type [49], so as we only need to select one
type of the IMERG products for error analysis. Additionally, the
IMERG-F has been widely used in the hydrological system, so it
is regarded as the key issue of this study. The latest hourly, daily,
and monthly IMERG Version 06B precipitation estimates from
June to August in the summer of 2016–2020, referred to as the
IMERG-HF, IMERG-DF, and IMERG-MF, can be obtained by
accumulating the IMERG half-hourly estimates in one hour, day
and month. All the IMERG estimates used in this research can
be downloaded from the Precipitation Measurement Missions
website.1

C. Ground Reference Data

A gridded gauge data with high spatial (0.1°×0.1°) and tem-
poral (hourly) resolutions, namely the China Merged Precipi-
tation Analysis (hereafter called CMPA) V1.0 product, is se-
lected as the benchmark. This data is developed by the National
Meteorology Information Center of the China Meteorological
Administration (CMA) and is publicly available on the official

1Online. [Available]: https://disc.gsfc.nasa.gov/datasets/GPM

website of the CMA.2 The CMPA is generated by merging
the hourly rain gauge observations from > 30 000 automatic
weather stations (AWSs) over Mainland China and CMORPH
satellite precipitation estimates using the Probability Density
Function-Optimal Interpolation method [50]. Besides, rigorous
quality control has been carried out on CMPA, including the
extreme values check, internal and spatial consistency check,
and is provided in Universal Coordinated Time. More details on
the CMPA are described in Shen et al. [50]. Over the Sichuan
Basin, there are more than 4000 regional-level AWSs and 120
national-level AWSs (see Fig. 1). Compared to the regional-level
AWS, the national-level AWS observes more meteorological
elements and has more rain gauges (3 versus 1, type SL3-1)
for precipitation measure at the same time.

The CMPA is often selected as the benchmark to evaluate
the IMERG precipitation estimates [13], [51]–[53]. However,
there is an unexpected precipitation bias due to the wind-induced
undercatch [42], [54]. The undercatch bias main occurs in the
rain gauge measurements. In order to reduce this error, a neces-
sary bias adjustment of gauge-based precipitation observations
should be introduced. In this study, we applied the adjustment
scheme and some conclusions of Ma et al. [54] and Tang et al.
[42] to correct the ground reference data. More details on ad-
justment methods are described in their papers [42], [54]. In ad-
dition, it is noted that the IMERG-F product uses the gauge data
from 4 International Exchange Stations (IES) over the Sichuan
Basin, while the data from > 4000 gauge stations (include 4
IES) are used in the CMPA, suggesting that the generation of
the CMPA is based on more than 99.9% independent gauge
stations. Therefore, we can reasonably believe that the IMERG-F
has strong independence with the CMPA and treat the CMPA as
reference data.

III. ERROR MODELS AND DATA PREPROCESSING

A. Error Models

For the additive error model, it is defined as follows:

Yi,j = a+ b×Xi,j + εi,j (1)

2Online. [Available]: http://data.cma.cn

https://disc.gsfc.nasa.gov/datasets/GPM
http://data.cma.cn
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Where i and j are the indices of the datum. For the gridded data,
i and j are the identifiers of grid site sequence and time series,
respectively; Yi,j presents a satellite precipitation estimation,
referring to the IMERG estimates;Xi,j is a gauge measurement,
indicating the “truth” reference value of CMPA data; and εi,j
presents the bias-corrected random error, which has mean 0 and
standard deviation σ. In addition, in regression analysis, εi,j
represents the difference between the reference value and the
value predicted by the regression equation. When σ is close
to a constant, εi,j has homoscedasticity. Conversely, εi,j has
heteroscedasticity. a and b jointly specify the systematic errors,
where a denotes the offset and b is a scale parameter to represent
the differences in the dynamic ranges between Yi,j and Xi,j .

For the multiplicative model, it is defined as follows:

Yi,j = a×Xb
i,j × eεi,j . (2)

Comparing with the additive error model, the relationship
between the systematic error (defined by a and b) and Xi,j

is nonlinear. Besides, the random error eεi,j is a nonlinear
multiplicative factor, not an addition factor, where the mean and
variance of εi,j are 0 and σ2 , respectively.

Based on the central limit theorem, it is a reasonable assump-
tion that the random errors follow a normal distribution pattern.
Besides, for a given mean and variance, the entropy of a normal
distribution is the highest than that of all other distributions,
indicating that a normal distribution for the random errors is
highly desirable from a well-behaved error model [27], [55]

εi,j ∼ N
(
0, σ2

)
. (3)

The additive and multiplicative error models are defined by
the parameters a, b, and εi,j , and the additive model is a 1-
D linear regression equation. Therefore, under the assumptions
that each residual (random error) is unrelated and the residuals
are uncorrelated to the reference data, the three parameters can
be estimated easily by using the ordinary least square (OLS)
method. The specific calculation is shown in (4) and (5), where
n is the length of the sequence

b =

∑(
Xi,j −

∑
Xi,j

n

)
·
(
Yi,j −

∑
Yi,j

n

)
∑

(Xi,j −
∑

Xi,j

n )
2 (4)

a =

∑
Yi,j

n
− b×

∑
Xi,j

n
. (5)

For the multiplicative error model, we can take the natural
logarithm transformation in (2), and the multiplicative model
will be converted into the following form:

ln (Yi,j) = ln (a) + b× ln (Xi,j) + εi,j . (6)

Obviously, the transformed multiplicative error model be-
comes a simple 1-D linear regression similar to the additive
error model, and the three parameters can also be obtained by
the OLS method.

In addition, the standardized residual (SR) is commonly used
to evaluate the fitting effect of the error model [27], [56]. The
specific expression is shown in (7). The smaller SR means the
better fitting degree and higher accuracy of the error model. The

smaller standard deviations of the random errors (or “the stan-
dard deviations of the residuals” in the case of OLS) represent
that the error model has a better capability to separate systematic
and random errors

SR =

√
1

n

∑(
εi,j −

∑
εi,j
n

)2

. (7)

Generally, the systematic errors have the characteristics of
stability and certainty, while the random errors are minimum
and uncertain. In other words, a good error model should be
able to separate the systematic and random errors as effectively
as possible. The gauge observations and satellite precipitation
estimates are obtained based on the precipitation process of the
rainy seasons in Sichuan Basin from June to August during the
period 2016–2020. We use the observations in the previous four
years to evaluate the additive and multiplicative error models at
the regional and gridded scales, and use the observations in the
last year to validate the predictive capability of the two error
models.

B. Data Preprocessing

The data preprocessing includes the following steps.
1) Check the continuity of the IMERG estimates and the

CMPA data in temporal and spatial distribution, and then
set the abnormal and missing data to the null value.

2) Adjust the time inconsistency of rain gauge data. For
instance, the observation at 00:00 actually represents the
precipitation from 23:00 to 00:00 of the previous day.

3) Set the threshold of hourly precipitation events occurrence
as 0.1 mm/h, and screen out the “joint hit” precipitation
events, which include only intensities not less than 0.1
mm/h, are correctly detected by both satellite and gauge at
the same time. Because very light precipitation events are
not statistically reliable, being more susceptible to noise
and artifacts [40], [57], [58].

4) Accumulate hourly “joint hit” data into daily and monthly
datasets.

We believe the accumulation of the hourly precipitation errors
caused by noise or artifacts may have a negative effect on error
modeling.

IV. RESULTS

A. Model’s Separative Capability

1) Regional Scale Evaluation: The hourly, daily, and
monthly IMERG precipitation estimates have been fitted by
the additive and multiplicative models respectively. The results
are shown in Fig. 2. For the IMERG-HF and DF, the fitting
curves of their additive models do not fit well in the low and
medium intensity ranges (< 2 mm/h or < 16 mm/d). In contrast,
the multiplicative model performs better in abovementioned
ranges. Meanwhile, for the IMERG-MF, the fitting curves of
both models match quite well, especially in the medium and high
ranges. There are only some differences in positions at the low
end (< 25 mm/month). In terms of the three IMERG estimates,
the additive model has a better capture capability than that of the
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Fig. 2. Scatterplots with density of precipitation and two different fitting curves for (a) the IMERG-HF, (b) IMERG-DF, and (c) IMERG-MF. The red and black
lines are the fitting curves of the additive and multiplicative models, respectively. The log–log scales are used in this figure.

Fig. 3. Comparison of the standardized residuals for the additive and multiplicative models: (a), (c), and (e) represent the additive model’s standardized residuals
for the IMERG-HF, DF, and MF, respectively. (b), (d), and (f) represent the multiplicative model’s standardized residuals for the IMERG-HF, DF, and MF,
respectively. The red and black curves are the corresponding model’s standard deviations of the residuals within the given precipitation intensity range. The
residuals are normalized by their standard deviation. The logarithmic scale is used only on the X-axis of this figure.

multiplicative model in some clustering at the high end. Overall,
the multiplicative model fits the whole range of the data much
better than the additive model in the most range of the hourly
and daily IMERG estimates, and there is a similar fitting trend
of the both models in the majority of the monthly precipitation.

In order to evaluate model’s separative capability, the standard
residuals (SRs) of the two models and their corresponding
standard deviations of the standard residuals (hereafter called
SDSRs) are calculated and plotted in Fig. 3. For the IMERG-HF
and DF, the SRs of the additive error model [see Fig. 3(a)]
exhibit a systematic increase in scattering with increasing pre-
cipitation intensities, while the SRs of the multiplicative model
[see Fig. 3(c)] show a more uniform distribution. The SDSRs
curves of the additive model [red curves in Fig. 3(a) and (c)]
show a gradual upward trend in the ranges of low and medium

intensities. The steep slope and amplitude of the fluctuation
increases with the increasing precipitation intensity, especially
in the condition of high intensity (> 20 mm/h or 48 mm/d). As
for the SDSRs of the two models [black curves in Fig. 3(b) and
(d)], the two curves are in a constant range for most precipitation
intensity. However, when the intensity exceeds 32 mm/h or 64
mm/d, the black curves have a slight variation on the amplitude.
And its vibration amplitude is much smaller than that of the
red curves. The slight drop at the very high end may be related
to the data clustering caused by the saturation of the satellite
precipitation estimates under heavy precipitation. In short, the
random errors produced from the additive model perform the
heteroscedasticity, which suggests that some systematic errors
are not separated and “leaked” into the random errors, thus
proving the model underfits [27].
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Fig. 4. Spatial distributions of the average rainfall, and the relative standard deviation of the random errors between the additive and multiplicative error models
for the IMERG-HF (a)–(c), DF (d)–(f), and MF (g)–(i). The relative value is the ratio of the value to its average.

As for the IMERG-MF, the SDSRs of the additive model
[see Fig. 3(e)] remain fairly constant under the intensity less
than 256 mm/month and perform a slow upward slope at the
high end. However, the SDSRs of the multiplicative model
[see Fig. 3(f)] show a sharp downward trend in the low range
but exhibit a fairly narrow range of variation in the heavy
precipitation (>64 mm/month). Meanwhile, it is noted that the
maximum variation of the SDSRs for the additive model is
obviously smaller than that of the multiplication model (1.1
versus 1.7) in the whole range of precipitation. In addition,
the additive model’s SDSRs obtained by monthly precipitation
present significantly smaller fluctuation amplitudes than that of
the hourly and daily precipitation under heavy precipitation.
With regards to the overall performance of the two models, the
additive model is more suitable for the error analysis of the
low and medium monthly precipitation, while the multiplicative
model may prevail in the error analysis of heavy precipitation.

2) Grid-Scale Evaluation: According to the spatial distribu-
tions of SDSRs shown in Fig. 4, the SDSRs of the IMER-HF
and DF for the additive model present high values in heavy
precipitation regions, such as the southwest and southeast [see
Fig. 4(b) and (e)]. This suggests that the random errors of
the additive error model maintain good correlation among the
spatial distributions of the average rainfall [see Fig. 4(a) and
(d)]. However, the random errors in the multiplicative model
[see Fig. 4(c) and (f)] exhibit relatively consistent values in the
entire spatial range of the basin, which means random errors of
the multiplicative model are almost independent of the spatial
distributions of the average rainfall. As for the IMERG-MF,

in comparison, the random errors of the additive model show
more uniform and less correlation with the average precipitation
than of the multiplicative model in most regions, except in the
southwest part of the basin.

The above analysis results on regional and gridded scales
show that for the hourly and daily IMERG precipitation es-
timates, the random errors of the additive model have het-
eroscedasticity. This is because the additive model (in hourly and
daily estimates) violates the assumption of the normal distribu-
tion of the random errors when using the OLS method to estimate
model parameters. In addition, when the precipitation intensity
exceeds 4 mm/h or 16 mm/d, the additive model shows some
unstable random errors, which implies that the random errors
are mixed with the systematic errors. Conversely, the random
errors of the multiplicative model show homoscedasticity. This
suggests that the multiplicative model has a better capability to
distinguish the systematic errors from the random errors, and
has better fitting than that of the additive error model. As for
the IMERG monthly estimates, the additive error model is a
relatively better choice considering by comparing the overall
performance of both models. However, it’s separative capability
decrease slightly for heavy precipitation.

B. Model’s Predictive Capability

The parameters of the additive and multiplicative models are
determined by the IMERG and CMPA datasets from 2016 to
2019 (the first four years).
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Fig. 5. Scatterplots of the actual and predicted data for the IMERG-HF (a)–(c), DF (d)–(f), MF (g)–(i) estimates for the summer of 2020: (a), (d), and (g) are the
actual scatterplots; (b), (e), (h) and (c), (f), (i) are the prediction for the additive and multiplicative models, respectively. The red and black lines are the regression
lines of the historical calibration data for the additive and multiplicative models, respectively.

The predictive capability of errors is the key to evaluating the
model’s performance. Therefore, we use the ground reference
data for the summer of 2020 and then establish the error model
to predict the hourly, daily, and monthly IMERG precipitation
estimates. The scatterplots of the actual gauge versus satellite
predicted data for the summer of 2020 are shown in Fig. 5.

Judging from the similarity of the scatterplots between the
predicted and the actual data, the predictions of the additive
model for the hourly and daily IMERG estimates [see Fig. 5(b)
and (e)] show an overconcentrated clustering characteristic in
the whole intensity range, especially under high precipitation
intensity. This implies that the predictions cannot reproduce the
scatter points distribution of the actual data well. Conversely,
the predictions of the multiplicative model [see Fig. 5(c) and
(f)] are found to coincide with the actual data [see Fig. 5(a) and
(d)]. As for the monthly IMERG estimates, both of the error
models successfully predicted the clustering characteristics in
the medium and high intensity range [see Fig. 5(g), (h), and (i)].
However, for the IMERG-MF, these data points can be better
captured by the additive model than that of the multiplicative

model when taking the scatterplots of the actual data as the
standard reference, especially at the low end (< 32 mm/month).

To further evaluate the predictive capability of the two models,
we analyze the statistics on the probability density functions
(PDFs) and precipitation accumulation with different intensities
and calculate the correlation coefficient (CC) between the pre-
dicted and actual data. The relevant results are shown in Fig. 6.

As for the hourly and daily IMERG estimates, the comparison
of the two models’ predicted PDFs shows that the amplitude
variation of the magenta and black curves [see Fig. 6(b) and
(f)] is highly consistent, while the red and black curves [see
Fig. 6(a) and (e)] have a noticeable gap in the low intensity
ranges. The CC values of the multiplicative model are obviously
higher than those of the additive model. As shown in Fig. 6(c),
(d), (g), and (h), for the precipitation accumulation, the additive
and multiplicative models have the similar predictive capability,
but the performance of the latter is still slightly better than that
of the former. Moreover, for the monthly IMERG precipitation
estimate, the CC values of the predicted PDFs for the two
models are very close (the difference is 0.06). However, the two
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Fig. 6. Comparison of the additive (left) and multiplicative (right) error models’ predictive capability for the IMERG-HF, DF, and MF estimates [(a)–(d), (e)–(h),
(i)–(l)]. Metrics include the PDFs and cumulative precipitation of various intensities. Correlation coefficients (CC) between actual and predicted data are labeled.

models show a clear difference in the prediction of precipitation
accumulation (the difference is 0.13). It is also worth mentioning
that predictive capability of both models performs poorly with
the heavy precipitation (>340 mm/month).

In conclusion, for the hourly and daily IMERG precipita-
tion estimates, whether the PDFs or precipitation accumula-
tion with different intensities, the multiplicative model has a
better capability to reproduce the error characteristics than the
additive model. However, for the monthly IMERG precipitation
estimates, the additive model shows a relatively better predictive

capability than the multiplicative model for most intensities of
precipitation, except for the heavy precipitation.

V. DISCUSSION

For the hourly and daily IMERG precipitation estimates, the
random errors that separated by using the additive model have
obvious heteroscedasticity, which suggests that some systematic
errors are not separated well and “leaked” into the random errors.
Namely, the random errors increase rapidly with the increasing
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precipitation intensities. In contrast, the random errors in the
multiplicative model show a more uniform distribution and
exhibit homoscedasticity. The phenomenon of “leaked” can
also be found from the comparison of the spatial distribution
of the random errors and mean precipitation. Furthermore, the
multiplicative model can reproduce the error characteristics of
the actual data better than that of the additive model. This can be
explained by the definition of the additive model. The logical ex-
planation is systematic errors specified by parameters a and b are
a linear function of the reference data, while many existing stud-
ies have indicated otherwise [23], [27]. Thus, the additive model
may not completely capture the systematic errors. Conversely,
as for the monthly IMERG precipitation estimates, the additive
model has a better separative and predictive capabilities for most
intensities of precipitation than the multiplicative model, except
for the heavy precipitation. The reasonable explanation for this
result is that the details of the errors in satellite precipitation
measurements are gradually smoothed out with the decrease of
temporal and spatial resolutions, in other words, the magnitude
of precipitation variability is much suppressed, so that both
precipitation and its errors are closer to the normal distribution
[29], [59], then the additive model may prevail. Moreover, Tian
et al. believe that as the temporal resolution increases (daily or
finer), the probability distributions and errors of precipitation are
closer to the Gamma or lognormal distribution [27], that makes
the multiplicative model a better choice. Then, they speculated
that the additive model may prevail for the precipitation with
some coarser temporal resolutions. Our conclusions in this arti-
cle confirmed the speculations of Tian et al.

Although the multiplicative or additive model is simple and
easy to implement, the two models cannot perfectly explain and
accurately quantify the errors. Nevertheless, more complex error
models can certainly be developed, but it should be noted that the
complex model may bring greater challenges to the calibration
improvement of measuring instruments and optimization of
precipitation estimation algorithms. In view of the simplicity,
the practicability, and the capabilities of the error separation
and prediction in the error model designing, we believe that
the additive and multiplicative models have certain advantages
in separating the systematic and random errors and predicting
the errors for the satellite precipitation at the corresponding
temporal resolution.

It is noted that both CMPA and IMERG contain the CMORPH
information to a certain extent. Thus, the bias of CMORPH
may increase the errors of the CMPA and the IMERG. To
resolve this problem, the CMPA developers have adopted the
PDF method to correct the systematic bias of CMORPH [50].
Accordingly, the improved method used in CMPA could achieve
more gauge observations by increasing the weighting in the areas
where the gauge measurements are available, while retaining
CMORPH information in the areas that lacking of gauges. Since
the Sichuan Basin own high-density ground gauge networks,
data from ground gauge plays an absolutely leading role in the
generation of the CMPA in this area [45], [50]. In fact, CMPA’s
high accuracy has been demonstrated by the CMPA developers
and users using the ground gauge data as a reference in different
terrains of China [50], [60].

We treated the gauge reference data as error free when eval-
uating the suitability of the two models, which is not absolutely
true (even though a necessary bias adjustment of gauge-based
observations has been applied to correct the undercatch bias).
This is because the errors of the CMPA data come from many
sources, such as wind-induced undercatch, wet/evaporation loss,
and merging methods. However, in practice, Tian et al. [27]
concluded that the errors in the gauge-based observations are
much smaller than those in the satellite-based estimates. Even so,
we still have to admit that the independence of CMPA may be a
potential factor affecting the error model’s fitting. But we believe
that neither the assumption of no free nor the independence of
data should not change the nature of our conclusions in this
study. Furthermore, a reasonable assumption is that the errors of
satellite-based precipitation are only functions of the reference
rain rate and are not designed to analyze the errors from spatial
patterns [27]. Thus, the model established in this study is more
suitable for gridded and regional precipitation studies. The errors
caused by other geophysical parameters, such as topography,
will be indirectly reflected in the modeling parameters.

This study focuses on the “joint hit” precipitation events,
only the intensities not less than 0.1 mm/h in both IMERG
estimates and CMPA data are used in the model designed
(hereafter, referred as to Strategy-1). Because we recognized
that the precipitation with lower intensities in either the gauge
data or the satellite estimates are statistically unreliable, being
more susceptible to noise and artifacts [40], [57], [58]. It should
be noted that another strategy is similar to Roebeling et al.
[61] and Li et al. [62], which considers the zero precipitation
(hereafter, referred as to Strategy-2). In fact, both Strategy-1
and Strategy-2 can be used to analyze the error characteristics
of satellite precipitation estimates, but the former analyses the
errors of hit precipitation, while the latter analyses the errors
of total precipitation events. In particular, Strategy-1 allows to
concentrate on precipitation rates where the skill of the satellite
algorithm is more impacting [42]. In addition, because the
“missed precipitation” and “false precipitation” events that take
zero precipitation into consideration are the important contribu-
tors to the total errors, they should be modeled as separate error
components in our follow-up research.

VI. CONCLUSION

The additive and multiplicative models have been widely used
to quantify the errors of precipitation measurements, but the
error characteristics of the two models may be significantly
different for the same set of precipitation data due to their
different definitions of errors. To evaluate which error model can
better quantify or simulate the errors of the IMERG precipitation
estimates, we have comprehensively analyzed and compared the
error characteristics of the additive and multiplicative models for
the hourly, daily, and monthly IMERG precipitation estimates
over the Sichuan Basin during the summer from 2016 to 2020.
Two criteria, model’s the separative capability of the systematic
errors and predictive capability of the future precipitation, are
employed to evaluate the applicability of each model. Our main
conclusions are summarized as follows.
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1) For the hourly and daily IMERG precipitation estimates,
the multiplicative error model is preferable to the additive
model in estimating the model’s separative and predictive
capabilities. It can capture the systematic errors more
completely and make the random errors remain in a fairly
constant range. Besides, the multiplicative model outper-
forms the additive model in predicting the precipitation
events and the error characteristics.

2) Regarding the monthly IMERG precipitation estimates,
the additive error model is a better choice by comparing the
overall performance of both models. It should be pointed
out that the additive model has obviously higher separa-
tive and predictive capabilities for the low and medium
precipitation (<256 mm/month) than the multiplicative
model. However, at the high end, both models have some
weakness, such as the heteroscedasticity of random errors
due to poor separative capability, and strong underestima-
tion due to reduced predictive capability. So, the additive
model should be used with caution when quantifying the
errors of heavy monthly precipitation.
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