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Abstract—Speckle filtering in synthetic aperture radar (SAR)
and polarimetric SAR (PolSAR) images is indispensable before the
extraction of the useful information. The minimum mean square
error estimate of the filtered pixels conducted to the definition of
a linear rule between the values of the filtered pixels and their
variances. Hence, the filtered pixel for infinite number of looks
(INL) is predicted by a linear regression of means and variances
for various window sizes. In this article, the infinite number of
looks prediction (INLP) filter is explored in details to emphasize
its ability to reduce speckle and preserve the spatial details. Then,
the linear regression rule has been adapted to PolSAR context in
order to preserve the polarimetric information. The number of the
processed pixels used in the linear regression is adjusted to the
variability of the scene. This effort increased the filtering perfor-
mances. The reduction of the correlation between the pixels which
constitutes an additional filtering criterion is discussed. Compared
to the initially applied filter, the results showed that the improved
INLP filter increased in speckle reduction level, augmented the
preservation of the spatial details, increased the spatial resolution,
reduced the correlation between the pixels and better preserved the
polarimetric information. Simulated, one-look and multilook real
PolSAR data were used for validation.

Index Terms—Linear regression, minimum mean square error
(MMSE) filter, polarimetric synthetic aperture radar (PoLSAR),
speckle filtering.

I. INTRODUCTION

R EMOTE sensing imagery represents nowadays an impor-
tant source of information for the analysis of the Earth’s

surface. The potentiality of synthetic aperture radar (SAR)
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and polarimetric SAR (PoSAR) systems are recognized for
geoscience and remote sensing applications due to their op-
eration in all weather and all-time conditions. However, SAR
data are affected by the speckle noise, caused by the coherent
nature of the scattering mechanisms [1]. The presence of speckle
noise affects human interpretation of the images as well as the
accuracy of postprocessing, such as image classification [2].

Several PolSAR have been proposed in the literature to over-
come this problem. Based on the multiplicative-additive speckle
noise model [3], the model-based PolSAR filter [4] is proposed.
The intensity-driven adaptive-neighborhood filter used a region
growing technique to produce an adaptive homogeneous neigh-
borhood [5]. The nonlocal nonlocal (NL) filtering represents
one of the powerful speckle reduction techniques. These fil-
tering techniques include the pretest filter [6], the stochastic
based filter [7], the NL-SAR filter [8], the NL-discriminative
similarity measure NL-DSM filter [9], the NL-distributed Lee
filter [10]. The mean shift filter (MSF), which is commonly used
in filtering, segmentation, clustering, and object tracking in the
field of pattern recognition, has been generalized in PolSAR
filtering [11]. Total variation (TV) constitutes another trend
for PolSAR speckle filtering [12]–[14]. Deep Learning tech-
niques have been newly proposed for PolSAR image filtering
[15]–[17]. The iterative minimum mean square error (MMSE)
filtering showed promising results in both SAR [18] and PolSAR
filtering [19].

The MMSE-based filters have been widely applied in PolSAR
speckle filtering. Lee et al. [20] proposed a technique to reduce
speckle in multipolarization images. Goze and Lopes [21] ex-
tended this approach to filter the entire covariance matrix. Touzi
et al. extended this technique to filter the Mueller matrix [22].
However, the last techniques did not preserve the polarimetric in-
formation [2]. To tackle this problem, Lee et al. established some
fundamental constraints of PolSAR speckle filtering [2]. After
that, most of MMSE-based PoLSAR filters have has mainly
focused on the selection of pixels having similar scattering prop-
erties. In [2], the most homogeneous window is selected from
eight edge aligned windows. In [23], the scattering model-based
method selects pixels of the same scattering mechanisms to be
included in the filtering. In [24], the homogeneous pixels are
selected from the sigma range. In [25], the homogeneous pixels
are selected using the scattering mechanism and the intensity
information. In [26], the shape and size of the window filter
is adapted using a homogeneity measurement. Nevertheless,
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all cited filters exploited the statistics of the original speckled
image only.

In [27], a linear regression of means and variances of the
sample eigenvalues for different window sizes is applied to
estimate the true eigenvalues. Results showed that this technique
compensated the biases and reduced the noise of the eigenvalues.
Based on the analogies between the eigenvalues and the intensity
channels of PolSAR data, an infinite number of looks prediction
(INLP) technique has been applied to improve the filtering
performance of SAR images [28]. In [29], the INLP filter is
adapted to PolSAR filtering. In this article, a theoretical effort
has been made to demonstrate the effectiveness of the INLP
filter. Its impacts in the speckle reduction, correlation between
the pixels, spatial detail preservation, computational complexity
(CP) and polarimetric information preservation is investigated.

The rest of this article is organized as follows: Section II
introduces SAR polarimetry. In Section III, the INLP technique
is introduced. Section IV presents results obtained using PolSAR
images. Finally, Section V gives the conclusions of this article.

II. IMPROVED INLP FILTER

The multiplicative noise model of SAR images is [1]

y (i, j) = x (i, j) ν (i, j) (1)

ν is the speckle having unit mean and standard deviation σv and
x is the noise free pixel. For clarity, the (i,j) index is removed.
The MMSE-based filtered pixel x̂ is [1], [2], [18]–[19]

x̂ = ȳ + d (var(y)) (y − ȳ) (2)

where

d (var(y)) =
var(x)

var(y)
(3)

and

var(x) =
var(y)− y2σ2

v

(1 + σ2
v)

(4)

then

d (var(y)) =
var(y)− ȳ2σ2

v

(1 + σ2
v)var(y)

. (5)

Equations (2) and (3), give

¯̂x =

_____________________

ȳ +
var(x)

var(y)
(y − ȳ) = ȳ = x (6)

var(
�

x) = E

((
ȳ +

var(x)

var(y)
(y − ȳ)

)
− ȳ

)2

=

(
var(x)

var(y)

)2

E (y − ȳ) 2 (7)

var(
�

x) =

(
var(x)

var(y)

)
var(x) = dvar(x) (8)

then,

x̂ = x+
(y − x)

var(x)
var(x̂). (9)

This equation can be written as

x̂ = a var(x̂) + b (10)

where

a = (y − x)/var(x) (11)

and

b = x. (12)

Equation (10) demonstrated that the filtered pixel x̂ is a
linearly related to its variance var(x̂) . This linearity is exploited
to compute the INLP filtered pixel (i. e. the parameter b) [28]. In
(10), x̂ is the filtered pixel given by (2), b is INLP filtered pixel
and (a var(x̂)) is the difference between both values.

A. Improved Formulation

In the INLP filtering, the coefficients a and b of (10) are ap-
proximated by a linear regression. To demonstrate the usefulness
of the INLP filter, the linear regression theory is reviewed. Let U
and V be two random vectors representing X̂ = (x̂ x̂N−1 . . .)
and varX̂ = (varx̂N varx̂N−1 . . .) respectively. The linear-
ity between U and V can be approximated by the following linear
regression:

Ui = a′Vi + b′. (13)

The coefficients a’ and b’ represent the MMSE estimation
(i. e. linear regression) of the coefficients a and b where [30]

b′ = Ū − a′ V̄ (14)

and

a′ = −
____
UV −Ū V̄

__
V 2 −V̄ 2

=
Ū V̄ −

____
UV

var(V )
(15)

Then

b′ = Ū +

____
UV −Ū V̄

V̄ 2 −
__
V 2

V̄ = Ū +
V̄

V̄ 2 −
__
V 2

(____
UV −Ū V̄

)
(16)

b′ = Ū +
V̄

V̄ 2 −
__
V 2

1

M

(
M∑
i=1

Vi

(
Ui − Ū

))
. (17)

Finally

b′ = Ū + g(V )
(
U − Ū

)t
(18)

where

g(Vi) ==
V̄

V̄ 2 −
__
V 2

Vi

M
, i = 1 . . .M. (19)

It can be observed from (2) that x̂ is a combination of y and
ȳ pondered by the function d which depends on the variance
var(y). By analogy, the parameter b’ (18) is a combination of Ui

and Ū pondered by the function g which depends on the variance
Vi. Again, the objective is to demonstrate that (18) outperforms
(2) in spatial detail preservation as in speckle reduction. For M
= 1, (18) and (2) are equivalent.
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As stated previously, all filtered pixels x̂i for different window
sizes (i=N,N-1,…Nmin) verify (9) and (10). As a result

x̂N = x+
(y − x)

var(x)
var(x̂N ) (20)

x̂N−1 = x+
(y − x)

var(x)
var(x̂N−1) (21)

...

x̂N min = x+
(y − x)

var(x)
var(x̂N min). (22)

By averaging x̂i, we obtain

¯̂x = x+
(y − x)

var(x)
var(x̂) = b+ a var(x̂). (23)

Finally

b = Ū − a V̄ . (24)

Hence, the MMSE estimation (24) is analog to the linear
regression (14) where the parameter a’ constitutes the MMSE
estimation of the parameter. Nevertheless, the MMSE estimation
(24) cannot be applied to compute b since the parameter a
is unknown. This limitation is surmounted by applying the
linear regression where the parameter a’ can be estimated from
the available data. In the rest of the article, the parameter b’
represents the INLP filtered pixel.

The objective of this study is to demonstrate that the INLP
filtering [i.e., (18)] outperforms the classical spatial filtering
[i.e., (2)].

B. Speckle Reduction

From (1), we have x = ȳ i.e.. the mean of the infinite homo-
geneous samples. This value is usually approximated by the use
of small homogeneous samples. Let consider a homogeneous
area containing N homogeneous independent pixels. In (2), d
= 0, and x̂ = ȳ (i. e. N-looking). On the other hand, in the
INLP filter, the noise free pixel is x = b′ (b′ = ȳ for infinite
samples see (18)). For finite samples (i. e. N homogeneous
samples), b′ �= ȳ. A question arises: Which parameter ensured
better speckle reduction level? b’ (18) or ȳ (2).

Let assume having infinite homogeneous pixels. The filtered
pixels x̂ (2) for N, N-1, N-2,.. -looks can be obtained. The
variances of the filtered pixels are

var(x̂N ) = x2/N. (25)

Fig. 1(a) displays the scatter plots of the filtered pixels for
various window sizes. The variances of the filtered pixels de-
crease with the respect increase of the averaging samples. When
averaging infinite pixels var(x̂∞) = 0 and x̂∞ = x. However,
in real data, the number of homogeneous pixels is finite (i.e., N
pixels). In classical spatial speckle filters, the optimal scenario is
to average the N pixels. The equivalent number of looks obtained
is N. In the INLP filter, contrarily to classical spatial filtering

Fig. 1. (a) Scatter plots of the filtered pixels of an homogeneous area for
various window sizes. (b) INLP filter (N = 25, L=10, Nmin = 22). c) INLP
using 2 samples (b<x̂2).

Fig. 2. (a) Speckled image. (b) 5×5 boxcar. (c) 25-looks (averaging 25
independent images). (d) Pdfs 5×5 boxcar and 25-looks.

Fig. 3. Histogram of the parameter b’ (14).
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Fig. 4. Curves of (42). CV0 = 1.

filters, in addition to statistics of the original neighboring pixels,
the statistics of the filtered pixels are exploited [see (18)]. This
extra information is used to increase the ENL. In fact, all filtered
pixels x̂i for different window sizes (i=N,N-1,…Nmin) verify
(18). Nmin is the smallest number of samples [see Fig. 1(b)].
Since var(x̂N ) = x2/N = 0 for infinite N, the filtered pixel
for infinite samples x̂∞ corresponds to the parameter b’ [see
Fig. 1(b)]. In fact, for each pixel of the image, the vector
X̂ = (x̂N x̂N−1 . . . x̂Nmin

) can be generated by applying the
original filter for N, N-1 …, samples. Then, from the filtered
images, the vector varX̂ = (varx̂N varx̂N−1..varx̂Nmin

) can
also be defined. Finally, x̂∞ is estimated by linear regression
between the vectors X̂ and varX̂[see Fig. 1(b)]. Theoretically,
the ENL of the original filter is ENL( ȳ) = N whereas the
INLP filter one is infinite [i. e. ENL(b’)>N]. As a result, (18)
outperformed (2) in terms of speckle reduction. These outcomes
will be verified in practice.

C. Bias Estimation

Equation (14) demonstrated also that (2) (i.e., the initial filter)
is a biased estimate of the noise free pixel. This bias is due to
insufficient homogeneous samples. In fact

bias = ¯̂x− x =
(ȳ − x)

var(x)
var(x̂) (26)

where var(x) is given in (4) and ¯̂x is the mean of the filtered
homogeneous N pixels. In real data, the number of homoge-
neous pixels is finite. In this case, x �= ȳ and the original filter
introduces the bias (26). For infinite samples, x = ȳ and bias=0.

D. Correlation Between the Pixels

The correlation between the image’s pixel values has an
undesirable impact in the estimation of the useful information
of SAR [31]–[32] and PolSAR data [33]. For example, in [33],
the authors demonstrated that the correlation between the pixels
increased the biases in the radar cross section, the polarimetric
complex correlations, the eigenvalues and the ENL. Spatial
correlation between the pixels have many sources.

1) During the SAR image formation, the use of matched
filters, such as Hamming windows, introduces a spatial
correlation. Several methods have been introduced to re-
move such correlation [31]–[33].

2) The averaging operation in spatial domain corresponds to
low-pass filtering in the frequency domain. This operation
introduces a correlation between the pixels. In this article,
this type of correlation between the pixels is discussed.

Fig. 2 displays the filtered image using the 5×5 boxcar filter
(i.e., spatial averaging) and the 25-looks images (i.e., statistical
averaging). Since SAR data are assumed to be ergodic, both
filters ensured the same speckle reduction level (i.e., ENL=25)
[see probability density functions (pdfs) in Fig. 2]. However, it
is observable in 25-looking, the pixels remain independent. It
has been reported in [34] that N-looks SAR images are not cor-
related. This effect is observable in Fig. 2(c) (25-looks statistical
averaging). On the other hand, the spatial averaging introduces
a blurring effect (i.e., a correlation between the pixels). In this
study, the performances of the improved INLP and the original
filter are compared regarding this criterion (i.e., reducing a
correlation between the pixels).

E. Spatial Detail Preservation

To study the variation of b’ (18), two U and V random vectors
having K elements and normal distributions have been simulated
where K = 50 and min(U)=0 and max(U)=1. The parameter b’
is computed using (18). The process has been repeated 10 000
times. Fig. 3 displays the histogram of the parameter b’. Then,
it can be verified that

min(U) < b′ < max(U). (27)

In fact, it is well known in speckle filtering that the spatial
detail preservation of edges, lines, textures, point targets, ….
decreases with the increase of the window size. Consequently, in
the filtered pixel vector U= X̂ = (x̂N x̂N−1 . . .) , x̂N ensured
the worst spatial detail preservation and x̂ (i.e., original pixel)
preserved it perfectly. When processing a pixel of a spatial detail,
two cases can happen as follows.

1) The pixel value is small compared to its neighbor ones [i.e.,
dark pixel (line, edge, texture)]. In this case, min(U) =
x̂1 < b′ < max(U) = x̂N . Since b′ < x̂N , the INLP filter
better preserved the spatial detail.

2) The pixel value is high compared to its neighbor ones
(i.e., high return of a line, edge, texture, point target).
In this case, min(U) = x̂N < b′ < max(U) = x̂1. Since
b′ > x̂N , the INLP filter better preserved the spatial detail.

For more explanation, let consider the case of the point target.
Two cases can occur.

1) If the original filter smoothed the point target, then

x̂N < x̂N−1 < . . . < x̂N min (28)

and according to (27)

x̂N = x̂N−1 = . . . = x̂N min = y. (29)

As a result, since b′ > x̂N , the INLP filter ensured higher
spatial detail preservation than the original filter.

1) If the filter preserved the point target, then

x̂N = x̂N−1 = . . . = x̂N min = y (30)
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Fig. 5. Flowchart of the INLP filter.

and

b′ = Ū = y (see (14)) . (31)

As a result, the INLP filter preserved also the point target.
In conclusion, the INLP filter theoretically provided better

spatial detail preservation than of the initially applied filter.
These theoretical outcomes will be verified also in practice. It
is noticed that the minimum number of samples used in the
linear regression is 3. The use of two samples (x̂1 and x̂2 with
x̂2 < x̂1) degrades the spatial details since the linear regression
is a decreasing function so b’<x̂2[see Fig. 1(c)].

F. Preservation of the Polarimetric Information

To avoid the distortion of the polarimetric information, it has
been recommended that all the elements of the covariance matrix
should be filtered equally [1], [2], [18]–[29]. However, it can be
observed in (18) that the filtered pixel b’ is not linearly related
to Ui = x̂1due to the existence of the square values of x̂1 (i. e.
variances). Then, (18) can be rearranged as follows:

b′ = Ū

(
1− V̄ 2

V̄ 2 −
__
V 2

)
+

V̄

V̄ 2 −
__
V 2

1

M

M∑
i=1

ViUi

= PŪ +QU t (32)

where the scalar P is

P = 1− V̄ 2

V̄ 2 −
__
V 2

(33)

and the vector Q is

Q =
1

M

V̄

V̄ 2 −
__
V 2

V. (34)

To ensure a linearity between b’ and Ui = x̂i , the parameters
P and Q should be the same for all the elements of the covariance
matrix. In this study, the performances of the improved INLP
and the original filter are also compared regarding the criterion
of the preservation of the polarimtric information.

1) Computation of P and Q. Choice of the Reference Image:
To ensure the polarimetric information preservation, the INLP
technique is applied to all elements of the covariance matrix
using the same parameters P and Q computed from a reference
image. In the literature, the common used reference image is
the span [1], [2], [18]–[29]. Hence, the parameters P and Q are

estimated using the span image and introduced in (32) to filter
all the elements of the covariance matrix equally.

G. Computational Complexity

After the application of one filter, the INLP is applied in
a second stage to enhance the filtering performance. This op-
eration multiplied the CP by the factor M = N −Nmin + 1
where M is the number of the processed samples used in the
linear regression. To alleviate this limitation, the number of the
processed samples could be reduced. In fact, instead of using
(N-Nmin+1) samples, three samples are sufficient to perform the
linear regression. As a result, the complexity of the procedure is
extremely reduced especially in high M. The number of samples
selected are N1 = N, N3 = Nmin and N2 = (N1+N3)/2. Hence,
X̂ = (x̂N1 x̂N2 x̂N3). A good choice of the parameter Nmin

is crucial. In fact, Nmin adjusted the variability extent introduced
in the linear regression. By manually selecting low Nmin, fine
details are better preserved at the cost of speckle reduction.
Conversely, augmenting Nmin gave better speckle reduction
since the linear regression enclosed little information about fine
features but spatial details are not enhanced. To fix this issue,
the parameter Nmin is adapted to the variability of the processed
scene. Hence, the coefficient variation CV of the original data
is employed to estimate the variability of the pixels

CV =
std(y)

mean(y)
(35)

CV ≥ 1 (36)

CV − 1 ≥ 0. (37)

To normalize the last expression, hyperbolic tangent function
is applied [18]–[19]

0 ≤ tanh (CV − 1) ≤ 1 (38)

0 ≤ 1− tanh (CV − 1) ≤ 1. (39)

This transformation is applied to make Nmin is decreasing
function of CV.

Then

1 ≤ [(N − 3)) (1− tanh (CV − 1))] + 1 ≤ N − 2. (40)
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Fig. 6. Pauli coded images. (a) Simulated image: Ground truth Cvolume(C11

= 56, C12 = -2+9i, C13 = -17-5.16i, C22 = 59, C23 = 4+10i, C33 = 51),
Csuface(C11 = 2, C12 = -0.005+0.0178i, C13 = 2+0.004i, C22 = 0,0093,
C23 = -0.007-0.017i, C33 = ), Cdiplane(C11 = 3000, C12 = 0, C13 = -3000,
C22 = 0, C23 = 0, C33 = 3000). (b) Les-Landes, b) San Fransico bay. A and
B were selected to quantify the speckle reduction level. The zones C (line) , D
and E (point) were selected to study the ability of the filters to preserve spatial
details preservation. The zones F and G are used for visual inspections.

Finally

1 ≤ Nmin = (N − 3)

[
1−

(
tanhm

(
CV

CV0
− 1

))n]

+ 1 ≤ N − 2 (41)

CV0 =
1√

ENL0

(42)

where m and n are two tuning parameters. ENL0 is the ENL of
the raw data. Fig. 4 displays the curves Nmin as a function of CV
for various m and n. It can be observed that the parameters m

Fig. 7. Span images D zone. (a) Speckled image. (b) Original filter 5×5 sigma.
(c) Original INLP. (d) Improved INLP.

Fig. 8. Span images simulated zone. (a) Speckled image. (b) Original filter
7×7 Boxcar. (c) Improved INLP.

Fig. 9. Span images A zone. (a) Speckled image. (b) Original filter 7×7 sigma.
(c) Improved INLP.
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and n control the decrease smoothness of the curves Nmin(CV).
In this article, m = 1 and n = 4. In homogeneous areas, CV is
low, N1 = N, N2 = N-1 and N3 = N-2 so that speckle reduction
is emphasized. In heterogeneous areas, CV is high, Nmin = 1 (i.
e. original pixel) so that N1 = N, N2 = (N+1)/2 and N3 = 1. In
this case, spatial detail preservation is emphasized.

In this article, the performances of the improved INLP and
the original filter are also compared regarding the criterion of
the CP.

H. Practical Implementation of the Improved Polarimetric
INLP Filter

The objective of this section is to propose a procedure to
implement (32) in practice. For each pixel of the image which
characterized by its covariance matrix.

i) Define the span image.
ii) Set the neighborhood W containing N samples (i. e. N

covariance matrices).
iii) Compute CV(span) (35) and Nmin (41).
iv) Compute N1, N2, and N3.
v) Randomly select Ni samples, where Ni =N1, N2 and N3.

The central pixel must be present for each Ni samples.
vi) Apply the original filter to all sets of Ni samples. So that

each pixel of one polarimetric channel is represented by
the vector U = X̂ = (x̂N1 x̂N2 x̂N3).

vii) Repeat steps v and vi L times to obtain sufficient samples.
Each pixel of one polarimertric channel is represented by
the vector U containing M =3L pixels. It is noticed that
real and imaginary parts of the off-diagonal elements
were filtered separately.

viii) Repeat the steps ii to vii for the entire pixels. Hence,
for each polarimetric channel, 3L filtered images are
obtained.

ix) Compute the filtered span images (i.e., 3L images).
x) From each filtered span image, compute the variance

images using the neighborhood W. Only pixels within
the sigma range are selected to compute the variances
(sigma=0.6 [24]). 3L additional images containing the
variances of each filtered span image are obtained.

xi) Compute the parameters P (33) and Q (34) of each pixel.
xii) Compute the improved INLP filtered value of each po-

larimetric channel pixels using (32). Define the filtered
covariance matrix and compute the derived polarimet-
ric parameters such as the Cloude /Pottier parameters
(i.e., the entropy H, the anisotropy A and the alpha
angle α [35])

The implementation of the proposed INLP filter is also sum-
marized by the flowchart of Fig. 5. The appendix A1 describes
the algorithm of the proposed INLP filter. For more comprehen-
sion of the improved INLP filter, let consider the 5×5 boxcar
as initial filter. Having a speckled PolSAR image as input of
the INLP filter, the improved INLP is given: step i, compute
the span image. Step ii, N=25. Step iii, let assume filtering a
homogeneous area, CV=1 and Nmin = 23. Step iv, N1 = 25,
N2 = 24 and N3 = 23. Step v, from the 25 pixels, choose one
element of the covariance matrix and randomly select 25, 24

and 23 samples. Step vi, average the selected pixels, we obtain
the filtered pixels x̂25, x̂24 , and x̂23. Repeat the last process L
times. We obtain, L filtered pixels x̂25 (all have the same values),
L different pixels x̂24 and L different pixels x̂23. Repeat the
process for all the element of the covariance matrix and for all
pixels of the image. Step ix, compute the filtered span images.
Step x, compute the variances of the 3L span images using 5×5
window. Step xi, compute the parameters P and Q of each pixel
of the image. Step xii, compute the improved INLP filtered pixel.

In this article, the boxcar and the sigma [24] filters are imple-
mented as initial filters. However, the extension of the proposed
method to the majority of the existing spatial filtering techniques
is straightforward. In fact, the spatial filters differ generally in
the manner of selecting the neighboring homogeneous pixels
(e.g., edge aligned windows [2], the scattering model-based
method [23], sigma range [24], scattering mechanism, and the
intensity information [25], homogeneity measurement [26], NL
[6]–[11], region growing [5], etc.). After that, these selected
pixels are usually averaged or processed by the MMSE filter.
Both strategies are implemented in this article (i.e., boxcar and
sigma filter). Consequently, when applying any initial filter, the
unique change in the INLP procedure resides in the selection of
the N initial pixels.

III. EXPERIMENTAL RESULTS

C =

⎛
⎝ 5.56 −0.2 + 0.9i −1.9− 0.5i

−0.2− 0.9i 599 0.4 + i
−1.9 + 0.5i 0.4− i 5.1

⎞
⎠ (43)

To assess speckle reduction quantitatively, two simulated
images have been generated. In the first image, an extended
homogeneous area containing 10 000 samples characterized by
the covariance matrix (43) has been simulated. In the second
simulated image, two kinds of speckled extended homogeneous
areas corresponding to surface scattering and volume scattering
have been generated [see Fig. 6(a)]. In addition, two determinis-
tic targets corresponding to diplane scattering and characterized
by high backscattering power have been introduced for spatial
detail preservation assessment. The zones in the square and
the circle are used to assess the speckle reduction and spatial
detail preservation, respectively. The process of PolSAR data
generation is given in [36]. In addition, two real airborne PolSAR
images have been also tested. The first are the single look
Les-Landes data having rectangular zones containing trees with
different ages [see Fig. 6(b)]. The second are the San Fran-
cisco Bay PolSAR L-band four-look data [see Fig. 6(c)]. The
image contains various typical scattering mechanisms: surface
scattering (ocean); high returns from double bounce and point
scatterings (city area); and volume scattering (park areas). The
real data were acquired by the National Aeronautics and Space
Administration Jet Propulsion Laboratory Airborne SAR.

A. Evaluation of PolSAR Speckle Filtering

The equivalent number of looks ENL is selected to evalu-
ate the performances of different speckle filtering algorithms
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TABLE I
RESULTS ORIGINAL VERSUS IMPROVED INLP

quantitatively in terms of speckle reduction. The spatial detail
preservation is evaluated by the edge preservation (EPD) [37].
The horizontal EPD is:

EPDH =

∑
m,n

|x̂ (m,n)/x̂ (m,n+ 1)|
∑
m,n

|y (m,n)/y (m,n+ 1)|
. (44)

To compute EPDV, the indexes (m,n+1) in (44) are replaced
by (m+1,n). The EPD range is 0< EPD<1. A high EPD value
means good spatial detail preservation. Diverse parameters are
considered to assess PolSAR speckle filtering. The span is cho-
sen to calculate the ENLs and EPDs. The amplitudes, the phases
of the complex correlation coefficients and Cloude–Pottier pa-
rameters are used to evaluate PolSAR data preservation. The
span and Pauli coded images are also considered for visual
inspections.

B. Effects of the Adaption of Nmin to the Variability
of the Scene

The parameter Nmin is a tuning factor which adjusts the
performance of the filter. High Nmin favors the speckle reduction
whereas low Nmin favors the spatial detail preservation [31].

For example, for Nmin =23, the samples used in the linear
regression in classical INLP are X̂ = (x̂25 x̂24 x̂23) i.e., 3
samples, independently the variability of scene. When Nmin is
adapted to the variability of the scene as in (32), in homogeneous
areas, X̂ = (x̂25 x̂24 x̂23) i.e., Nmin = 23. In this case, the
improved INLP gives the same speckle reduction level as the
classical version. Nevertheless, in spatial details (e. g. point
target), CV is high, Nmin = 1<23 and X̂ = (x̂25 x̂12 x̂1). As
a result, the improved INLP outperformed the classical version
in terms of the spatial detail preservation. The performances of
the INLP filter are studied for both strategies (i.e., Nmin = 23
and Nmin is adapted to the variability of the scene).

Fig. 7 displays the filtered span images of D zone.
It can be observed that the improved INLP outperformed
the original version in terms of spatial detail preservation.
Both filters gave the same speckle reduction level and dis-
play better filtering performances than the original filter
(i.e., sigma filter). Quantitative results agree with visual in-
spections (EPDH(improved INLP) = 0.6830>EPDH(INLP) =
0.6675> EPDH(sigma) = 0.6536) and ENL(improved INLP)

= 54=ENL(INLP) = 54> ENL(sigma) = 42 (see Table I).
To increase the spatial detail preservation of the original INLP,

low Nmin values should be introduced. However, this choice will
reduce the speckle reduction level and increase the CP since
the number of the processed samples is increased. In the last
experiment, the sigma filter with a window size W=5×5 is
implemented. In the literature larger window sizes are generally

TABLE II
RESULTS SIMULATED DATA 1

TABLE III
RESULTS SIMULATED DATA 2

Fig. 10. Span images B zone. (a) Speckled image. (b) Original filter 7×7
sigma. (c) Improved INLP.

TABLE IV
RESULTS ONE-LOOK DATA

used (i.e., 7×7, 9×9 and 11×11). In these cases, the CP of
the classical INLP becomes huge. Conversely, increasing the
window size does not affect the CP of the improved INLP since
three samples are always used X̂ = (x̂N1 x̂N2 x̂N3).

C. Comparisons with the Initial Filter

1) Speckle Reduction: Table II gives the ENL of the span
of the simulated data 1 obtained by the studied filters. It can be
observed that the improved INLP filter outperformed the initially
applied filter (i.e., 7×7 boxcar) in terms of speckle reduction
(i.e., ENL=161>127). Hence, averaging N homogeneous pixels
only (i.e., boxcar or multi-looking) is not the optimal scenario.
The same N pixels can be exploited to increase the ENL. The
same outcomes can be verified for one-look and four-looks ho-
mogeneous areas (see the filtered simulated 1, simulated 2, A and
B zones in Figs. 8–11 and Tables II, to V, respectively) where
the improved INLP filter outperformed the initially applied filter
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Fig. 11. Span of simulated image. (a) Ground truth. (b) Speckled image. (c) Original filter 7×7 sigma. (d) Improved INLP. (e) MSF filter.

Fig. 12. Pauli coded images F zone. (a) Speckled image. (b) Original filter 7×7 sigma. (c) Improved INLP. (d) MSF filter. (e) NL Pretest filter.

(7×7 sigma) in terms of speckle reduction. Hence, (32) ensured
higher speckle reduction level than the original filter.

2) Bias Estimation: In real data, the ground truth (i.e., the
noise free pixel x) is not available. To evaluate the ability of
(18) to assess the biases introduced by (2), the simulated data
are used. Table V gives the true (i. e. ¯̂xN − x) and the estimated

[i.e.,(ȳ − x)var(x̂)/var(x)] biases introduced by 5×5 boxcar
filter estimated in hh intensity image for various numbers of
homogeneous pixels. It can be perceived that 5×5 boxcar filter
introduced minus biases that can be assessed by (26).

3) Correlation Between the Pixels: Figs. 8–10 visually show
the filtered span images of the studied homogeneous zones (i.e.,
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Fig. 13. Pauli coded filtered images of San Francisco Bay image (G zone). (a) Speckled image. (b) Original filter 5×5 sigma. (c) Improved INLP. (d) MSF filter.
(e) NL Pretest filter.

simulated, A and B zones, respectively). The original pixels
are supposed to be independent [34] [see Figs. 8(a), 9(a), and
10(a)] with an identity autocorrelation matrix (see appendix A2).
However, it is observed that the spatial filtering (i.e., boxcar and
MMSE) introduces statistical correlation (i.e., a blurring effect)

to the filtered pixels. The application of the INLP filter visually
shows a clear reduction of the correlation introduced by the
original filters. For quantitative evaluation, the autocorrelation
matrices of X1, X2 and X3 zones in Fig. 8 have been computed
(see appendix A2). It can be observed that the INLP filter
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Fig. 14. PDFs of the parameters of the covariance matrix of the simulated
data. Blue lines: 7×7 Boxcar. Dashed red lines: improved INLP. (a) |ρ12|, (b)
|ρ13|, (c) |ρ23|, (d) ϕ12 rad, (e) ϕ13 rad, (f) ϕ13 rad, (f) ϕ23 rad, (g) H,
(H) A, and (i) α rad.

Fig. 15. PDFs of the parameters of the covariance matrix of the real data [i.e.,
A zone of Fig. 5(a)]. Blue lines: 7×7 sigma filter. Dashed red lines: improved
INLP. (a) |ρ12|, (b) |ρ13|, (c) |ρ23|, (d) ϕ12 rad, (e) ϕ13 rad, (f) ϕ13 rad,
(f)ϕ23 rad, (g) H, (H) A, and (i) α rad.

TABLE V
RESULTS FOUR-LOOKS DATA

TABLE VI
RESULTS ONE-LOOK DATA

produced lower correlation coefficient magnitudes than the orig-
inal filter (i. e. boxcar) (see off-diagonal elements).

4) Spatial Detail Preservation: Fig. 11 displays the filtered
span of the simulated PolSAR image. It can be observed that
the improved INLP filter outperformed the original filter (i.e.,
sigma) in terms of spatial detail preservation. In fact, the edge
(square), line (rectangle) and point target (circle) appeared more
contrasted in Fig. 11(d) than those in Fig. 11(c). Figs. 12 and 13
display the filtered RGB Pauli coded images of B and G zones,
respectively. It can be observed that the spatial resolution is con-
siderably increased by the improved INLP filter. The lines (see
rectangles) and edges (see circles) in Figs. 12(c) and 13(c) are
more contrasted than those in Figs. 12(b) and 13(b), respectively.
The point target E produced by sigma filter in Fig. 13(b) appears
more blurred than the one produced by the INLP in Fig. 13(c)(see
squared zones). The smoothing action in the textured areas
in Fig. 13(c) is considerably reduced compared with the ones
of Fig. 13(b) (see triangles). Tables III –V confirm the visual
inspections where the improved INLP ensured higher EPDs
than sigma filter. The filtered pixels with smaller window sizes
ensured better spatial detail preservation than the original one.
This information is exploited by the INLP via (32) to produce
better spatial detail preservation than the original filter.

5) Polarimetric Information Preservation: Fig. 14 displays
the pdfs of the covariance matrix elements of the simulated data.
It can be observed that the overall polarimetric information i.e.,
phase differences, the coherences between polarimetric chan-
nels and Cloude/Pottier parameters [i.e., entropy H and alpha
angle α] is maintained without introducing distortions or biases.
Fig. 15 displays the pdfs of the covariance matrice elements of
the real data (i.e., A zone). The whole polarimetric information
and the statistical characteristics were also preserved.

Figs. 16 and 17 display the filtered entropy and alpha angle
images of the simulated image, respectively. It can be observed
that the improved INLP filter preserved the overall information
of extended homogeneous areas with a clear amelioration of the
polarimatric information of fine details. The lines and points are
characterized by high returns from double bounce scatterings (H
= 0 and α = 90 see ground truth). It can be observed that the
sigma filter distorted these details whereas the improved INLP
filter corrected this inaccuracy to a great extent.

Fig. 18 shows the filtered entropy and alpha angle images of
Les-Landes image. It is obvious that the INLP filter preserved
the whole polarimetric information with a notable increase in the
spatial resolution in extended homogeneous areas (see circles)
and a distinguished amelioration of the polarimetric information
preservation of spatial details (see rectangles).
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Fig. 16. Entropy of simulated image. (a) Ground truth. (b) Original filter 7×7 sigma. (c) Improved INLP. (d) GMS filter.

Fig. 17. Alpha angle of simulated image. (a) Ground truth. (b) Original filter 7×7 sigma. (c) Improved INLP. (d) MSF filter.

Figs. 19 and 20 show the filtered entropy and alpha angle
images of San Francisco Bay, respectively. It can be observed
that the improved INLP filter preserved the overall information
of extended homogeneous areas with a clear amelioration of the
spatial resolution particularly in the city zone. The city is char-
acterized by high returns from double bounce point scatterings
(H = 0 and α= 90). It can be observed that the improved INLP
enhanced this information and retrieved the initially blurred fine
details (see rectangles). The point target E (H = 0 and α =
90) is situated in the sea where H = 0 and α = 0. Normally,
the entropy image is not able to discern the point target [see
triangle in Fig. 19(a)]. The sigma filter preserved the polarimetric
information of the point target (H= 0, blue color). Nevertheless,
high entropy values are observed around the point target. This
inaccuracy is due to the effect of mixing different scattering
media [surface scattering (sea)+ double bounce(point target)]
[27] and [36]. By applying the improved INLP filter, the effect
of mixing different media around spatial details is reduced (see
triangles). As a result, the improved INLP filter better preserved
the polarimetric information of fine details than the initially
applied filter.

D. Comparisons With the State-of-the-Art PolSAR Filters

In this article, it has been demonstrated that the INLP filter
improved the performance of the initially applied filter (i.e.,
Lee sigma filter). To further assess the effectiveness of the
improved INLP filter, two other updated PolSAR filters have
been implemented for comparisons. Results are obtained using
PolSARpro software [37]. In the INLP, the sigma filter was used
as initial filter.

1) First Filter is the MSF filter [11]: Window size target 3, win-
dow size filter WSF=7, 11 and 15 for simulated, San Francisco
bay and Les-Landes images, respectively, convergence thresh-
old 0.1, shape parameter 1, sigma 0.9, spatial domain Kernel

selection (Gaussian), range domain Kernel selection (Gaussian),
central pixel estimation (MMSE), truncation parameter spatial
domain 3 range domain 3.

The MSF produced very high speckle reduction level of
simulated data (ENL=158). Nevertheless, the INLP produced
better spatial detail preservation since many spatial details in
the filtered MSF image disappeared [see triangles of Fig. 11(e)].
Quantitative outcomes agree well with visual interpretations
where EPDV-INLP = 0.4657> EPDV-MSF =0.4556. It can be
seen also that the INLP produced better polarimetric information
preservation of fine details (see entropy and α images in Figs 16
and 17, respectively).

Les-Landes image: The INLP and MSF produced the
same speckle reduction level (ENL=32). Visual inspections
of Fig. 12(c) and 12(d) shows that the INLP outperformed
the MSF in terms of spatial detail preservation. For example,
the MSF smoothed the line in the rectangular zone to some
extent. Quantitative outcomes agree well with visual interpre-
tations where EPDH-INLP = 0.8622> EPDH-MSF =0.8426.
Concerning the polarimetric information preservation, the INLP
produced better resolution and better preserved fine details (see
rectangles).

San Francisco Bay image: It can be observed that MSF
and INLP gave the same speckle reduction level (ENLMSF

= 125≈ENLINLP = 123). Concerning the spatial detail
preservation, the INLP produced better preserved high returns
backscattering, such as the point target (see squares) and double
bounce reflections in the city area (see rectangles). On the other
hand the MSF better preserved details of the park (see triangles).
Concerning the polarimetric information preservation, the INLP
produced better resolution and better preserved high return
backscattering that are characterized by H = 0 and α = 0 (see
triangles and rectangles in Figs. 19 and 20).

2) Second Filter is the NL Pretest Filter [6]: Search window
size 15×15, patch window size 3×3, K coefficient=10.
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Fig. 18. Filtered F zone. (a) Entropy boxcar 3×3. (b) Entropy 7×7 sigma filter. (c) Entropy improved INLP. (d) Entropy MSF filter. (e) Entropy NLM filter. (f)
Alpha boxcar 3×3. (g) Alpha 7×7 sigma filter. (h) Alpha improved INLP. (i) Alpha MSF filter. (j) Alpha NLM filter.

Les-Landes image (number of looks=1): The NL pretest
filter ensured higher speckle reduction level (ENL_NL=97>
ENL_INLP=32) at the detriment of preservation of the spatial
details (EPDH-INLP = 0.8622>EPDH-NLM = 0.8426). These
interpretations can be verified visually in Fig. 12 where the NL
reduced the speckle to a great extent but the line (see rectangles)
is considerably blurred. The NL ensured higher entropy and

alpha angle bias compensation level than INLP since it ensured
higher speckle reduction level but the former better preserved the
polarimetric information of the line (see rectangles in Fig. 18).

San Francisco Bay image (number of looks=4): The NL
Pretest Filter ensured high speckle reduction level (ENL=631)
and high preservation of the spatial details in the city and the park
zones (EPDH = 0.8384) (see Fig. 13). However, it introduced
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Fig. 19. Filtered G zone. (a) Entropy boxcar 3×3. (b) Entropy 7×7 sigma filter. (c) Entropy improved INLP. (d) Entropy MSF filter. (e) Entropy NLM filter.

artifacts (see arrow). On the other hand, the INLP ensured better
speckle reduction in the park (see triangle). The last result can
be verified in the filtered entropy in Fig. 19(e) and alpha angle in
Fig. 20(e) where the polarimetric information of the park is not
filtered compared to the initial images in Figs. 19(e) and 20(e)
(see circles), respectively.

3) Computational Complexity: In addition to the filtering
performance, the CP of the PolSAR filter constitutes currently
a great concern for practical implementations since for many of
the new SAR systems (e.g., TerraSAR-X, Cosmo-SkyMed and
Gaofen-3), the image dimensions are huge (i.e., higher than 10
000 × 10 000 pixels).

Let the size of the image be Nx×Ny, the number of pixels in
search window be N and the patch size be N’. The conventional

spatial filters, such as refined Lee, Lee sigma, are the most com-
putationally efficient methods among other better speckle fil-
tering algorithms for huge datasets where CP is O(Nx×Ny×N).
The CP of the INLP filter is CPINLP = CP1+O(Nx×Ny×N×R).
CP1 is the CP of the original filter and R is the number of the
samples used in the linear regression. In the classical INLP (i.e.,
without adaptation of Nmin to the variability of the scene), R =
(N-Nmin+1)×L while in the improved INLP, R=3×L. The CP of
the NLM filter is O(Nx×Ny×N×N’). When the boxcar or sigma
is used as initial filter CPINLP =R×CP1. When the NLM is used
as initial filter, for N’= 3L. CPimpINLP = 2×CPNLM. When N is
high (e.g., N = 21×21 in NLM filters), the complex complexity
of the improved INLP is considerably alleviated compared to
the original version.
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Fig. 20. Filtered G zone. (a) Alpha boxcar 3×3. (b) Alpha 7×7 sigma filter. (c) Alpha improved INLP. (d) Alpha MSF filter. (e) Alpha NLM filter.

E. Discussion

The essence of the INLP filter is the exploitation of the
filtered pixels for various window sizes to improve the PolSAR
filtering as given in (32). The theoretic outcomes showed that
the INLP filter ameliorates the speckle reduction, improved the
spatial details and preserved the polarimetric information of
the initially applied filter. A procedure has been proposed for
practical implementation of (32). This procedure can be the
subject of many improvements. For example, the processed
samples used in the linear regression are selected randomly.
More adequate strategies could be used for the optimal selection
of the representative samples. The experimental results using
simulated and real PolSAR data validated the theoretical ones.

Hence, (31) outperforms classical spatial PolSAR filtering in
terms of speckle reduction, spatial detail preservation, spatial
resolution (or correlation between the pixels) and polarimatric
information preservation. Nevertheless, the linear regression
increased the CP. It is noticed that the INLP filter is not a totally
independent filter. Its performance depends also on the choice
of the original filter.

IV. CONCLUSION

In this article, the ability INLP filter in terms of speckle
reduction and the spatial details preservation is demonstrated
theoretically. The linear regression rule has been adapted to
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PolSAR context in order to preserve the polarimetric informa-
tion. In addition, the number of the processed pixels used in
the linear regression is adapted to the variability of scene. This
effort is recompensed by a reduction of the CP, an increase in
speckle reduction and the improvement of the spatial details.
Compared to the initial filter, the results demonstrate that the
improved INLP filter performed higher speckle reduction level,
enhanced the spatial details, increased the spatial resolution,
reduced the correlation between the pixels and better preserved
the polarimetric information. In future researches, the authors
will focus on the optimization of the application of the INLP
technique.

APPENDIX

A1: Algorithm INLP

A2: The autocorrelation coefficients are computed using
corrcoef(X) MATLAB function.

A2: Latex program of the proposed method is missing.
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