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Abstract—Change detection is an important task in the field
of remote sensing. Various change detection methods based on
convolutional neural networks (CNNs) have recently been proposed
for remote sensing using satellite or aerial images. However, existing
methods allow only the partial use of content information in images
during change detection because they adopt simple feature simi-
larity measurements or pixel-level loss functions to construct their
network architectures. Therefore, when these methods are applied
to complex urban areas, their performance in terms of change
detection tends to be limited. In this article, a novel CNN-based
change detection approach, referred to as a local similarity Siamese
network (LSS-Net), with a cosine similarity measurement, was
proposed for better urban land change detection in remote sensing
images. To use content information on two sequential images, a
new change attention map-based content loss function was devel-
oped in this study. In addition, to enhance the performance of the
LSS-Net in terms of change detection, a suitable feature similarity
measurement method, incorporated into a local similarity attention
module, was determined through systemic experiments. To verify
the change detection performance of the LSS-Net, it was compared
with other state-of-the-art methods. The experimental results show
that the proposed method outperforms the state-of-the-art methods
in terms of the F1 score (0.9630, 0.9377, and 0.7751) and kappa
(0.9581, 0.9351, and 0.7646) on the three test datasets, thus sug-
gesting its potential for various remote sensing applications.

Index Terms—Change detection, remote sensing, Siamese
network, similarity attention.
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I. INTRODUCTION

R EMOTE sensing has been widely used for high-throughput
monitoring of areas that cannot be accessed nonintru-

sively [1]. Various studies have been conducted on the applica-
tion of remote sensing techniques, such as remote sensing image
classification and segmentation [2]–[6], to automatically obtain
useful information of interest from remote sensing images. In
particular, change detection is one of the most important tasks in
remote sensing imagery analysis [7]. Thus far, change detection
has been applied to a wide range of applications, such as mon-
itoring of changes in vegetation, urban expansion, agriculture,
disasters, illegal woodcutting, and the melting of polar icecaps
[8]–[11].

The main objective of change detection for remote sensing
is to detect significant changes from sequential remote sensing
images acquired at different points in time. In change detec-
tion, variations in environmental conditions can result in chal-
lenges in extracting important information from remote sens-
ing images. Therefore, several methods have been developed
to address the challenging issues in change detection [12]–
[14]. Benedek et al. [14] proposed a multilayer conditional
mixed Markov model for change detection in aerial images.
Chen et al. [12] used a multithreshold strategy for urban building
change detection using both aerial and Lidar images. In addi-
tion, Bourdis et al. [13] devised an optical-flow-based change
detection method for solving parallax problems. However, the
aforementioned methods are heavily influenced by parameter
tuning and the presence of other environmental factors, such as
shadows and occluded objects.

Deep learning techniques have recently been applied to re-
mote sensing images [15]–[19]. Liu et al. [17] proposed an
unsupervised symmetric convolution coupling network (SCCN)
using optical and radar images for change detection. In ad-
dition, Zhan et al. [16] developed a deep Siamese convolu-
tional network with Euclidean distance for change detection.
The features extracted from the deep Siamese convolutional
network are more robust and abstract than hand-crafted features.
It therefore exhibits excellent results compared to those based on
classical approaches. However, it requires manual identification
of the threshold for each image pair. Daudt et al. [15] exam-
ined three deep learning architectures: Fully convolutional early
fusion (FC-EF), fully convolutional Siamese-concatenation
(FC-Siam-conc), and fully convolutional Siamese-difference
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(FC-Siam-diff). Moreover, Jiang et al. [19] proposed a building
change detection network called PGA-SiamNet, which uses
pyramid feature-based attention modules. These deep learning-
based methods are less affected by environmental factors and
thus show higher performance than classical approaches. Be-
cause these learning-based methods only utilize a binary cross-
entropy loss function, which is a pixel-wise loss function, for
training the models, they exhibited limitations in the use of
content information, which may be key characteristics of remote
sensing data for better change detection. In addition, they merely
used a difference or concatenation to measure the similarity be-
tween the input images. Therefore, they are limited to comparing
multiple levels of features for change detection in remote sensing
images.

In this study, we propose a local similarity Siamese network
(LSS-Net) to resolve the aforementioned problems for more
efficient change detection in remote sensing images. First, our
network uses a Siamese network architecture consisting of two
identical subnetworks with the same parameters and weights. We
then adopt a local similarity module, capable of using each low-
and high-level feature, to detect changes in the two input images.
Because the contents of an image can be divided into low- and
high-level features [20], we configured the network to use the
features at each level accordingly. In addition, we propose a new
change attention map-based content loss function to efficiently
use content information on images during the training of the
LSS-Net and therefore achieve better optimization. Note that
the loss functions using content information have thus far been
applied only to image synthesis and generation tasks. However,
in this study, we demonstrated that content information-based
loss is effective for high-level vision tasks.

Our main contributions are summarized as follows.
1) We constructed a novel deep learning model, denoted as

LSS-Net, which outperforms other state-of-the-art meth-
ods on several remote sensing datasets for change detec-
tion.

2) We also proposed a change attention map-based content
loss (CAC Loss) for using content information from two
sequential images. We presented an ablation study and
qualitative results to demonstrate the effectiveness of the
CAC Loss. The CAC Loss improved the performance of all
change detection networks, including our method, from
at least 0.002 to a maximum of 0.0394 in terms of the
F1 score by using the content information of the input
images.

3) We investigated the effect of a local similarity attention
module and a decoder structure on change detection, thus
showing that these utilities improve the performance of
the deep learning network for such detection in two ways:
a) Through an ablation study, we determined a similarity
measurement method suitable for change detection in ur-
ban areas and applied the method to the attention module.
b) The local similarity attention module for low-level
features detects the edges of the changed objects, and
the LSS-Net then produces better shapes based on the
change-detection results.

II. METHODS

In this section, we first introduce our network architecture for
change detection, which we refer to as LSS-Net. Subsequently,
we introduce a local similarity attention module. Finally, we
describe the training procedure for LSS-Net and the change
attention map-based content loss function proposed herein.

A. Network Architecture

Fig. 1 shows the architecture of our network, LSS-Net. The
network takes two remote-sensing images of the same loca-
tion acquired at different times as inputs and then outputs
a change-prediction map. Our network, LSS-Net, consists of
three parts: An encoder for feature extraction, local similarity
attention modules for calculating the similarity of the features,
and a decoder. For the encoder part, we adopted SE-ResNet-50,
which is a squeeze-and-excitation residual neural network [21].
Because the squeeze-and-excitation module can emphasize in-
formative channels [21], this module can highlight the channels
required for change detection. To exploit various high- and
low-level features for change detection, we divided the level of
convolution blocks into five different levels, in which each level
represented a group of residual units sharing the same spatial
resolution, as shown in Fig. 1. Thus, the network can use five
feature maps with different spatial resolutions. We propose a
local similarity attention module to calculate the similarity of
features. We then obtain the similarity by dividing the high- and
low-level features [20], [22]. This module is described in detail
in Section II-B. The decoder combines the results obtained by
calculating the similarity of the features at each level and then
produces the final output. In the decoder, we use one concate-
nation, two convolution layers, and two pixel-shuffles [23] to
upsample the feature maps, as shown in Fig. 1. Before passing
through the decoder, a high-level feature map conducts a four
times upsampling to match the spatial resolution of the low-level
feature map.

B. Local Similarity Attention Module

In this subsection, we describe the local similarity attention
module used in the LSS-Net. Previous change detection methods
using an attention module merely use channel-wise information
and an insufficient amount of spatial information on the input
images [19], [24]. In contrast, we devised a local similarity
attention module to fully utilize the spatial information on input
images. As shown in Fig. 1, in each similarity attention module,
input features were divided into high- and low-level features;
the features from each image were then concatenated and input
to the next channel. For high-level features, level 3, 4, and 5
feature maps were used. To concatenate these feature maps, the
level 4 and 5 feature maps were upsampled up to two and four
times, respectively. Likewise, level 1 and 2 feature maps were
used for the low level. The level 2 feature map was upsampled
twice to concatenate with the level 1 feature map. To calculate
the similarity, we used the attention module-based cosine simi-
larity. The similarity attention value, SA, was obtained from the
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Fig. 1. Proposed network architecture, LSS-Net, for change detection. This network uses the Siamese network architecture to obtain features from two remote
sensing images at different times. The proposed local similarity attention modules were used to calculate the similarity of high- and low-level features. Finally, the
decoder produces the result of change detection by integrating high- and low-level features.

Fig. 2. Local similarity attention module for change detection. This attention
module uses cosine similarity to extract spatial information from the input
images.

following:

SA(i, j) = 1−
∑C

k=1 F
k
prev(i, j)×F k

now(i, j)√∑C
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(
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)2×

√∑C
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k
now(i, j))

2

(1)
where C is the number of channels of the feature maps, F k

prev

and F k
now are the feature maps of channel k of the pre- and

post-change input images, respectively, and i and j are the
spatial coordinates of the feature maps and similarity attention
values, respectively. The SA obtained through this procedure
was multiplied by each input feature map. The feature maps
multiplied by SA were then concatenated and passed through a
3× 3 convolution filter to apply the local information and adjust
the number of channels. Fig. 2 visualizes the local similarity
attention module described.

C. Training

In this subsection, we describe how we trained the LSS-Net
with the proposed change attention map-based content loss
function.

a) Loss function: To train the LSS-Net, we used two loss
functions: A binary cross-entropy loss function and a change at-
tention map-based content loss. However, conventional semantic
segmentation loss functions, such as binary cross-entropy loss,
are considered for each pixel only when training a network.
Therefore, the surrounding information may not be properly
used because each pixel is compared. In particular, incorrect
results may be derived from remote sensing images when the
images are not orthorectified. This loss function is not therefore
suitable for reflecting contextual information.

Thus, we propose the CAC loss to solve this problem. The
CAC loss developed herein is inspired by another content loss
function from a previous study [25]. To calculate the CAC loss,
CAmap is first obtained as follows:

CAmap = sigmoid
(
Ĵ0 − Ĵ1

)
(2)

where Ĵc is the logit of the network at the cth channel. Ĵ0 and
Ĵ1 represent the logit for the unchanged and changed labels,
respectively. We use the sigmoid activation function to normalize
the value of CAmap from zero to one. Here, sigmoid(Ĵ0 − Ĵ1)
signifies that the unchanged part has a value close to one,
whereas the changed part has a value close to zero.

Given a training dataset D = {. . ., (I(i)prev, I
(i)
now, GT (i)), . . .},

where I(i)prev and I
(i)
now are the ith remote sensing images acquired

at the prechange and postchange time points, respectively, and
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Fig. 3. Training and test procedures. The combination of the binary cross-entropy loss,LBCE(Θ;D), and change attention map-based loss functions,LCAC(Θ;D),
was used to train the LSS-Net. In contrast, in the test phase, only the trained LSS-Net, indicated by a blue solid box, was used to predict changes in the images.

GT (i) is the corresponding ground truth. The CAC loss can be
calculated as follows:

LCAC(Θ;D) =
∑
i

‖V GGrelu1_2(CAmap ∗ I(i)prev)

− V GGrelu1_2(CAmap ∗ I(i)now)‖2 (3)

where Θ represents the parameters of the network, ∗ is a
pixel-wise multiplication for each channel, and VGGrelu1_2 is
a loss network for the use of the content information of two
sequential images. We adopted the loss network, VGGrelu1_2, of
VGG16 [26] pretrained on ImageNet data [27] and compute the
CAC loss in the relu1_2 layer. Fig. 3 shows our training proce-
dure and the CAC loss function. The following loss function (4)
is used to train the LSS-Net

L (Θ;D) = α× LBCE (Θ;D) + LCAC (Θ;D) (4)

where LBCE(Θ;D) is a pixel-wise segmentation loss function
(binary cross-entropy loss), and α is a weighting factor. The
value of α was determined to be one through. In Section III-A,
we describe additional experiments for our CAC loss function.

b) Dataset: For the training and testing of the LSS-Net,
we used two public datasets: ChangeDetectionDataset (CDD)
obtained from Google Earth (DigitalGlobe) [28], and the Wuhan
University (WHU) building change detection dataset [29]. We
also created a satellite image change detection dataset, denoted
as an urban change-detection (UCD) dataset. Fig. 4 shows an
example of each dataset.

The CDD dataset was cropped into 256 × 256 pixels with
several augmentations [28]. Its spatial resolution ranges from

Fig. 4. Examples from change detection dataset: Middle left, input images;
right, ground truth of the change detection (first row, UCD dataset; second row,
CDD dataset [28]; and third row, Wuhan University (WHU) building change
detection dataset [29]).

3 to 100 cm/px. The dataset comprised 10 000 training image
pairs, 3000 validation image pairs, and 3000 test image pairs.
The images on the CDD dataset showed a sparse distribution of
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objects, such as buildings and roads, as can be seen in the second
row in Fig. 4.

The WHU dataset covers Christchurch, New Zealand, and
comprises two images captured in 2012 and 2016, as well as the
detection labels of the changed buildings. The image of the WHU
dataset is an aerial image with a spatial resolution of 7.5 cm/px.
The image size of the WHU dataset is 32507 × 15354 pixels.
We cropped these image pairs into 256 × 256 pixels without
overlapping. We randomly divided the dataset into training and
test image pairs. In addition, we applied data augmentation such
as random horizontal/vertical flips and random rotation by 90◦.
The number of training and testing image pairs were 6525 and
725, respectively. The CDD and WHU datasets are the most
commonly used datasets for change detection on remote sensing
images.

The UCD dataset was cropped into a pixel resolution of
256 × 256. We applied the same augmentation to the WHU
dataset. The spatial resolution of an image of the UCD dataset
was 50 cm/px. This dataset comprised 4400 training image pairs
and 155 test image pairs. The images in the UCD dataset showed
extremely complex urban areas, including numerous buildings
and complicated roads.

c) Training setting: For the training of the LSS-Net, we
initialized an encoder using SE-ResNet50, pretrained by ap-
plying ImageNet data, and a decoder using a Kaiming initial-
izer [30]. We used PyTorch [31] to implement and train all
the models, including the LSS-Net. In addition, we used the
Adam optimizer [32], with parameters β1 = 0.9, β2 = 0.999,
and ε = 10−8, set the learning rate to 0.0001, and reduced it
by one-half every 30 epochs. We used a minibatch size of 16
and trained the models for 60 epochs. Finally, we trained all
the models on an Intel Xeon E5-2620 v4 @ 2.10 GHz and an
NVIDIA TITAN RTX (24 GB).

III. EXPERIMENTS

A. Ablation Study of Similarity Measurement and
Loss Function

In this subsection, we discuss the investigation of the similar-
ity measurement and proposed a loss function. In all the experi-
ments, the performances of different network architectures with
different similarity measurement methods and loss functions
were evaluated using the UCD dataset. We performed experi-
ments using four similarity measurement methods, namely, the
difference, concatenation, correlation, and cosine similarity, to
determine the final network architecture. The difference and con-
catenation were applied to subtract and concatenate the feature
maps of two sequential images. We also used the correlation
operation proposed in [34] and the cosine similarity mentioned
in Section II-B. Table I outlines the experimental results of
the similarity measurements. Among the different similarity
measurements, the cosine similarity yielded the highest F1 score
to be achieved. Therefore, we used the cosine similarity in a
local similarity attention module of our network. In addition,
a qualitative result of the similarity measurements is shown
in Fig. 5. As indicated in Fig. 5, the cosine similarity yielded
better results than the other similarity measurements.

TABLE I
COMPARISON OF SIMILARITY MEASUREMENT METHODS ON THE

UCD DATASET

Best performance is indicated in bold.

Fig. 5. Qualitative comparison of similarity measurement on the UCD dataset.
The cosine similarity performs better than the other similarity measurements.

TABLE II
COMPARISON OF PERFORMANCE OF THE LSS-NET WITH DIFFERENT

IMPLEMENTATION LAYERS OF CAC LOSS ON THE UCD DATASET

Best performance is indicated in bold.

We then conducted additional experiments to assess CAC
loss. During the experiments, cosine similarity was used as
the similarity measurement method. We first examined five
different features, namely, relu1_2, relu2_2, relu3_3, relu4_3,
and relu5_3, to determine the implementation layer of CAC
loss in the pretrained VGG16 and then compared the outcomes
obtained when CAC loss was used and when it was not (with
only a binary cross entropy loss). Table II shows the results
of the experiments on the CAC loss. In most cases shown in
Table II, except for relu4_3, CAC loss offers better performance
than using binary cross-entropy (BCE) loss alone. In particular,
when the relu1_2 feature of the loss network was used, the F1
score was improved by 0.7751, which is 0.0246 higher than that
without CAC loss. Therefore, we trained our final network using
the relu1_2 feature. We also added the qualitative results of this
ablation study in Fig. 6.

In addition, we investigated whether the CAC loss can improve
the performance of other methods in change detection. We
trained Siamese structure-based deep learning methods using
CAC loss. Table III demonstrates that the performance of all the
methods improved with the use of the CAC loss. In particular,
the performance of DSMS-FCN increased by 0.0394 in terms
of the F1 score. Through this experiment, we demonstrated that
the CAC loss is effective for all the methods.
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TABLE III
EFFECT OF OUR CHANGE ATTENTION-BASED CONTENT (CAC) LOSS FUNCTION ON OTHER MODELS

We compare the performance of the LSS-Net and other models in Terms of the F1 Score using only binary cross-entropy (BCE) loss and change attention-based content
(CAC) loss.

Fig. 6. Qualitative comparison of a CAC loss function on UCD dataset. The
relu1_2 feature for CAC loss performs better than the other features as well as
BCE loss.

Fig. 7. Visualization of attention maps of a local similarity attention module
on WHU dataset [29].

B. Analysis of Local Similarity Attention Module

In this subsection, to present our investigation of how high-
and low-level local similarity attention modules affect change
detection, we analyze each local similarity attention module.
Fig. 7 shows the attention maps of the local similarity attention
module for high- and low-level features. In the first row, two
images captured at different time points, namely, the ground-
truth and the result of the LSS-Net, are shown from left to
right. In the second row, the first and second images are the
attention maps of a local similarity attention module for low-

and high-level features, respectively. A thicker red indicates
an area where change has occurred, whereas a thicker blue
indicates an area where no change has occurred. As shown
in Fig. 7, the low-level local similarity attention module detects
changes in low-level features, such as edges and dots. Whereas
the high-level local similarity attention module detects changes
in semantic information, such as the location information of
the changed buildings in both input images. In other words, the
high-level local similarity attention module detects the position
of a roughly changed object. In contrast, the low-level local
similarity attention module infers the shape of a changed object.
In the second row, the third and fourth images are the overlaid
images of attention maps of low- and high-level features and an
image_now, respectively. These figures show what was detected
by the local similarity attention module of each level feature.

The decoder combines these two pieces of information. From
the results, we can see that our method produces a shape that is
more similar to that of the ground-truth when compared to those
of the other methods, as shown in Fig. 8. From this analysis, we
verified that it is extremely effective to calculate the similarity
of the change detection by dividing the low- and high-level
characteristics.

We also compared the performance of networks using only
low-level or high-level local similarity attention modules with
that of the LSS-Net to ensure the effects of our proposed local
similarity attention module on the LSS-Net. The F1 score of
networks with the low-level local similarity attention module
was 0.7332, whereas that of the network with the high-level
local similarity attention module was 0.6798. The F1 scores
of networks with only a low- or high-level local similarity
attention module were lower than those of the LSS-Net. Through
this experiment, we could ensure that the decoder structure
capable of combining low- and high-level features improves the
performance of the LSS-Net.

C. Comparison With State-of-The-Art Methods

In this subsection, we evaluate the performance of our pro-
posed network. We used the following evaluation metrics to
evaluate the performance of the LSS-Net: Accuracy, F1 score,
precision, recall (sensitivity), and Cohen’s kappa coefficient.
The accuracy, F1 score, precision, and recall are the most
commonly used metrics for binary segmentation problems, and
the kappa coefficient was used as a comprehensive metric.
Because the kappa coefficient is robust to imbalanced data, the
kappa coefficient is the most commonly used metric for change
detection when dealing with unbalanced data. Because change
detection is a very imbalanced task, we excluded the accuracy
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Fig. 8. Qualitative comparison for WHU, UCD, and CDD datasets. The two columns on the left are from the WHU dataset, the middle three columns are from
the UCD dataset, and the three columns on the right are from the CDD dataset.
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TABLE IV
QUANTITATIVE COMPARISON OF CHANGE DETECTION METHODS ON CDD [28], WHU [29], AND UCD DATASET

Best performance is in bold, and the second-best performance is underlined

metric. The equations for all evaluation metrics are as follows:

F1 =
2× TP

2× TP + FP + FN
(5)

Precision =
TP

TP + FP
(6)

Recall =
TP

TP + FN
(7)

pc =
(TP+FP)(TP+FN ) + (FP + TN )(FN+TN )

(TP+FP+FN+TN )2

(8)

Kappa =
Accuracy − pc

1− pc
(9)

where TP, TN, FP, and FN are the true positive, true negative,
false positive, and false negative, respectively.

We compared our models with several state-of-the-art ap-
proaches for change detection, namely, FC-EF, FC-Siam-
conc, FC-Siam-diff [15], ChangeNet [35], MSFC-EF, DSMS-
FCN [33], FCN-PP [29], and PGA-SiamNet [19]. FC-Siam-
conc, FC-Siam-diff, ChangeNet, DSMS-FCN, and PGA-
SiamNet are Siamese network architectures, which consist of
two identical networks that share the weights of the convolution
layers. FC-EF, MSFC-EF, and FCN-PP are early fusion architec-
tures that concatenate the two input images before passing them
through the network. For a fair comparison, we also compared

a version of the LSS-Net using VGG-Net as the backbone
with other methods. This version of the LSS-Net is denoted
as LSS-Net_VGG.

a) Quantitative Comparison: We first quantitatively com-
pared our models with other state-of-the-art methods in terms
of accuracy, F1 score, precision, recall, and Cohen’s kappa
coefficient (Kappa) [36]. A higher kappa value indicates that
the image is more similar to the ground-truth image. All per-
formance values for the other methods were obtained through
the implementation of networks in the same environments. We
trained and tested all models on the same datasets, namely, the
CDD, WHU, and UCD training and test datasets.

Table IV shows quantitative comparisons of the CDD, WHU,
and UCD datasets. It can be seen that the proposed network,
LSS-Net, outperforms the state-of-the-art models in terms of
accuracy, F1 score, precision, and kappa coefficient. Thus, these
results allow us to validate the effectiveness of both the local
similarity attention module and the change attention map-based
content loss function. LSS-Net produces higher kappa values
for the three datasets than other models. Because the kappa
coefficient indicates agreement with the ground-truth, it demon-
strates that the results of our model are the most similar to the
ground-truth, ensuring that the LSS-Net_VGG outperforms the
state-of-the-art methods. The recall values of the LSS-Net and
LSS-Net_VGG are slightly lower than those of other methods
for the UCD dataset. This may be caused by the complexity
of the UCD dataset, which shows a very complex urban area
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compared to the other two datasets. The changed areas in the
UCD dataset occupy relatively small regions compared to the
overall area. The LSS-Net and LSS-Net_VGG were designed to
predict a better shape of the changed areas in addition to the F1
score by using a local similarity module. The degraded recall
values of the LSS-Net and LSS-Net_VGG due to these inherent
network characteristics need to be further elucidated in future
studies.

b) Qualitative Comparison: Fig. 8 shows a qualitative com-
parison between our model and the other state-of-the-art models
on the WHU, UCD, and CDD datasets. This figure shows that
our model produces more accurate results than other models.
The images in the first and second rows are input images, and
those in the third row are ground-truths. The other images are
the results of the state-of-the-art models and LSS-Net. The
first two columns indicate the results for the WHU dataset, the
next three columns show the results for the UCD dataset, and
the last three columns show the results for the CDD dataset.
According to the first, second, third, and fourth columns, our
models produced much better shapes than other methods. In the
first column, the LSS-Net can detect a new and a disappearing
building, whereas most of the methods except PGA-SiamNet
cannot detect a disappearing building. In particular, according
to the third column, the LSS-Net during change detection is more
robust to shadows as compared to the other models. According
to the fourth column, although our result is slightly different
from the corresponding ground-truth, the LSS-Net produces a
better shape of a detected changed area for a newly constructed
building than the other models. In the sixth and eighth columns,
the results show that the LSS-Net offers excellent performance
in change detection despite the seasonal changes. In the seventh
column, our results are also the most similar to the ground-truth.
Therefore, these results demonstrate that our model outperforms
other state-of-the-art models in terms of the predicted shape and
accuracy for the CDD dataset.

IV. DISCUSSION

In this study, we proposed an LSS-Net and a change
attention map-based content loss function to improve the
change detection in remote sensing images. The performance
of our proposed method, LSS-Net, was compared with those
of other state-of-the-art methods for change detection with
two public datasets, namely, the CDD and WHU datasets,
and our UCD dataset. The experimental results reveal that the
LSS-Net outperforms other state-of-the-art models in the task
of change detection. In the evaluation using two public datasets,
LSS-Net exhibited the highest F1 scores of 0.9630 and 0.9377
on the CDD and WHU datasets, respectively. In addition, it
offered a better performance than other models with regard to
change detection on a complex urban dataset (UCD dataset).
It provided the highest F1 score of 0.7751, which is 0.05 to
0.23, which is higher than those of other methods. It is highly
important to detect the exact shapes of changed objects during
change detection in urban complex cities because buildings are
small and dense, causing false-positive and false-negative rates
to rapidly increase compared to the true-positive rate when the
building shape is not properly detected during change detection.

In particular, compared to other methods, LSS-Net offers
superior performance for the prediction of sophisticated shapes
of changed objects from complex satellite images (Fig. 8).

Moreover, we analyzed the local similarity attention module
of the LSS-Net to examine its functionality in change detection
(Fig. 7). During the analysis, the attention module was deter-
mined to be simpler and more effective than the conventional
attention module of PGA-SiamNet [19]. The local similarity
attention module divides low- and high-level features into two
stages to obtain output feature maps, whereas the attention mod-
ule of PGA-SiamNet hierarchically stacks decoders to obtain
the output feature maps. Therefore, the local similarity attention
module is simpler but offers a better performance than that of
the attention module of PGA-SiamNet for change detection, as
shown in Table IV.

For a fair comparison, the performance of the LSS-Net was
also compared with those of other models in the change detection
task when VGG-Net was utilized as an encoder of the LSS-Net.
The LSS-Net based on a VGG-Net encoder also exhibited a
better performance than other models in change detection. Inter-
estingly, the LSS-Net based on the VGG-Net encoder exhibited
the highest performance on the CDD dataset (Table IV). How-
ever, the performance of the LSS-Net based on the VGG-NET
encoder was similar to that of the LSS-Net.

In addition, we verified the effectiveness of the proposed
change attention map-based content loss function (Table II,
Table III, and Table IV). The proposed loss function improved
the F1 score of our model by 0.7751, which is 0.0246 higher
than that of our model trained using only a BCE loss function.
We applied change attention map-based content loss to other
methods. As a result, the performance of the methods was
improved from 0.0020 to 0.0394 in terms of the F1 score. Unlike
the BCE loss function, our proposed change attention map-based
content loss function can use the content information on input
images. Thus, it can improve the performance of the LSS-Net
in change detection.

V. CONCLUSION

We demonstrated that our proposed LSS-Net outperforms
other state-of-the-art models in change detection from remote
sensing images. In addition, we ensured the superiority of the
proposed change attention map-based content loss function com-
pared to other loss functions. Moreover, the attention module
and decoder structure of the LSS-Net were found to be much
simpler and more effective than the other methods such as
PGA-SiamNet. The results presented in this study demonstrate
that the LSS-Net optimized with a change attention map-based
content loss function offers a state-of-the-art performance in
the change detection of remote sensing images, thus suggesting
its usefulness as a tool for various remote sensing applications,
such as the monitoring of urban expansion and illegal building
construction. In this study, LSS-Net with a change attention
map-based content loss function was applied only to the binary
change detection of remote sensing images. However, multiclass
change-detection tasks are also important in remote sensing, and
the LSS-Net can be beneficial for such tasks. Such challenges
can be an area of focus in future research.
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