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Abstract—Multispectral remote sensing images are often de-
graded by clouds, resulting in the reduced efficiency and accuracy
of image interpretation. Thin cloud removal is one of the most
important and significant tasks for optical multispectral images.
In this article, we propose a novel thin cloud removal method for
multispectral images, which is a combination of traditional meth-
ods and deep learning methods. First, we adopt U-Net to estimate
the reference thin cloud thickness map of the cloudy image. Then, a
convolutional neural network named Slope-Net is designed to esti-
mate the thickness coefficient of each band relative to the reference
thin cloud thickness map to obtain the thin cloud thickness maps of
different bands. Finally, the recovered clear image can be obtained
by subtracting the thin cloud thickness maps from the cloudy image
according to the traditional thin cloud imaging model. To train
U-Net and Slope-Net, a wavelength-dependent thin cloud simula-
tion method is presented to generate a labeled dataset composed
of synthetic cloudy images, corresponding clear images, reference
thin cloud thickness maps, and thickness coefficients. Qualitative
and quantitative comparison experiments are conducted on both
synthetic cloudy images and real cloudy images from the Landsat
8 Operational Land Imager. The results indicate that the proposed
method can effectively remove thin clouds in multispectral images
with various land cover types and maintain good color fidelity.

Index Terms—Convolutional neural network (CNN),
multispectral remote sensing images, thin cloud removal, thin
cloud thickness map.

I. INTRODUCTION

W ITH the development of satellite technologies, remote
sensing images are playing a critical role in modern earth

observations. During the transmission of electromagnetic waves
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before the waves are finally received by satellite sensors, the
signal is easily degraded by the absorption and scattering of
suspended atmospheric particles such as low-altitude haze and
fog and medium- to high-altitude clouds [1]. These atmospheric
effects reduce the quality of remote sensing images and limit
their utilization. Hence, an effective haze and thin cloud removal
method for single multispectral remote sensing images is of great
importance.

Many methods have been developed to remove haze and thin
clouds from remote sensing images, and they can briefly be
classified into two main categories [2]: radiative-transmission-
model-based methods and image-processing-based methods.
Radiative-transmission-model-based methods such as 6S [3],
LOWTRAN [4], MODTRAN [5], and ATCOR [6] often yield
accurate results; however, these methods are complicated and
require detailed parameters of meteorologic and geographic con-
ditions when the data are recorded [2], [7]. Image-processing-
based methods treat haze and thin cloud removal as computer
vision problems, fully exploit the information in the acquired
image, and require no additional parameters, which arouses
broader research interests. In this article, we also address this
problem with image processing techniques. Since haze and thin
clouds exert similar visual influences in the computer vision
field, we will generically address this problem as thin cloud
removal in this article.

Traditional image-processing-based thin cloud removal meth-
ods rely on simplified models or priors. A physical cloud distor-
tion model was first developed in 1977 [8], where Mitchell et al.
removed the low-frequency cloud noise using homomorphic fil-
tering. Liu et al. [9] improved the homomorphic filtering method
to improve contrast and retain more details of satellite images.
Shen et al. [10] adopted a local adaptive filtering algorithm in the
frequency domain to remove thin clouds in Landsat ETM+ and
GaoFen-1 images. These methods only consider the frequency
features and ignore the spatial features of cloudy images, so they
behave weakly in more complex scenes. Chavez [11], [12] used
a dark-object subtraction technique to remove even atmospheric
effects in multispectral images. However, the selection of ideal
homogenous dark objects may be difficult, and this method is
suitable only for dealing with even thin clouds. This technique
was later improved by using a local search of dark objects
to calculate a thin cloud thickness map for each band [13],
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[14]. To solve the problem that the thin cloud thickness map
is easily affected by bright ground objects, Liu et al. [15]
proposed a ground radiance suppressed thin cloud thickness
map to calculate a more precise thin cloud distribution. Xu
et al. [16] and Zhou and Wang [17] removed thin clouds by
calculating the linear regression coefficient between a visible or
infrared band and the cirrus band. Markchom and Lipikorn [18]
used the dark channel prior (DCP) [19] to estimate the scat-
tering light in HSI color space and performed a subtraction
in only the intensity channel to recover clear satellite images.
Li et al. [20] proposed a two-stage thin cloud removal method
based on homomorphic filtering and sphere model improved
DCP. Xu et al. [21] found that cloudy images have a higher
signal-to-noise ratio and developed a thin cloud removal method
based on noise-adjusted principal components transformation
(CR-NAPCT). These traditional model- or prior-based methods
rely heavily on handcrafted features, and their restoration results
have low accuracy and robustness for remote sensing images
with various ground cover conditions and complex textures.

In recent years, with the strong nonlinear fitting ability of
convolutional neural networks (CNNs), CNN-based methods
have been widely used to tackle the atmospheric correction
problem. Cai et al. [22] and Ren et al. [23] designed CNNs
with different structures to learn the transmission map of a
hazy image to recover clear natural scene images. Goncalves
et al. [24] trained a network that directly learns the map-
ping from hazy images to clear images based on the powerful
Inception-Res-V2 framework. Qin et al. [25] designed parallel
deep CNNs with multiscale feature extracting blocks to re-
cover clear imagery from Landsat 8 Operational Land Imager
(OLI). Enomoto et al. [26] and Zhang et al. [27] revised the
hand-engineered objective function of CNNs and used a learned
similarity metric of generative adversarial networks to remove
thin clouds in WorldView-2 and Landsat 8 OLI images. Li
et al. [28] presented an end-to-end deep residual symmetrical
concatenation network (RSC-Net) to estimate the clear output
image with the cloudy input image. RSC-Net utilizes symmet-
rical convolutional–deconvolutional concatenations to capture
the detailed features in restoration. These methods take full
advantage of the automatic learning ability of the CNN to mine
the high-level features of cloudy images so that they can deal
with cloudy images under complex ground cover conditions.
However, these methods generally use synthetic images to train
end-to-end networks, and their simulation methods discard some
useful prior knowledge, making it difficult to fully simulate real
cloudy images. Therefore, these CNN-based methods usually
achieve a good result in the simulation image but a common
result in the real remote sensing image.

In this article, we propose a new thin cloud removal method
based on an additive imaging model, which is a combination
of traditional methods and deep learning methods. We first
utilize CNNs, which have strong feature extraction ability and
nonlinear regression ability, to estimate the reference thin cloud
thickness map and thickness coefficients. Then, the traditional
thin cloud imaging model is used to remove thin clouds. Our
proposed method considers the different thin cloud thickness
maps of each band to obtain better thin cloud removal results.

In summary, the proposed method has the following three
main contributions.

1) A novel thin cloud removal framework based on an addi-
tive imaging model is proposed for multispectral remote
sensing images, and the proposed framework combines
the advantages of traditional methods with deep learning
methods.

2) U-Net is used to estimate the reference thin cloud thickness
map, which can obtain accurate thin cloud information,
including both low- to medium-altitude thin clouds and
high-altitude cirrus. In addition, a new CNN architecture
named Slope-Net is designed to estimate the thickness
coefficients, and then, the different thin cloud thickness
maps of each band can be obtained.

3) A new wavelength-dependent thin cloud simulation
method is proposed to generate adequate multispectral
cloudy images for training U-Net and Slope-Net.

The remainder of this article is organized as follows. Section II
introduces the related work of thin cloud removal. Section III
elaborates the proposed method. Section IV describes the thin
cloud simulation method for generating the dataset. Experimen-
tal results are shown in Section V. Finally, Section VI concludes
this article.

II. RELATED WORK

Based on the previous research in [11] and [14], the digital
number (DN) value received by the satellite sensor can be
described as an additive model

xs = xg + xc (1)

where xs is the DN value acquired by the sensor, xg is the DN
value of the ground cover without the influence of clouds, and
xc is the atmospheric effect, which depends on the thickness of
the thin cloud. xc is defined as a thin cloud thickness map, and
the clear image can be recovered by subtracting the thin cloud
thickness map from the cloudy image.

For multispectral remote sensing images, the thickness of thin
clouds usually decreases with increasing wavelength, and the
thin cloud thickness map of each band is linearly related [13].
Assuming that a reference thin cloud thickness map xc

0 is given,
the proportional coefficient between the thin cloud thickness
map of the ith band xc

i and xc
0 is αi. αi is called the thickness

coefficient of the ith band, and xc
i can be expressed as

xc
i = αi × xc

0. (2)

Combining (1) and (2), the imaging model for the ith band
can be represented as

xs
i = xg

i + αi × xc
0. (3a)

Then, the clear image of the ith band xg
i can be obtained from

xg
i = xs

i − αi × xc
0. (3b)

Equation (3b) shows that if the reference thin cloud thickness
map xc

0 and the thickness coefficient of the ith band αi are
estimated, we can obtain a clear image of the ith band xg

i .
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Fig. 1. Flowchart of the proposed thin cloud removal method.

TABLE I
LANDSAT 8 OLI SPECTRAL BANDS

For the Landsat 8 OLI image (band information is shown
in Table I), the cirrus band contains only cirrus information
and does not contain ground cover information. Xu et al. [16]
directly used the cirrus band as the reference thin cloud thickness
map, and then, the local homogeneous land cover block, where
the DN value of the clear image is approximately a constant,
was selected to calculate the thickness coefficients via linear
regression between the reference thin cloud thickness map and
cloudy image, thereby recovering the clear image from the
cloudy image. However, the cirrus band does not contain low-
to medium-altitude thin cloud information, which makes this
method unable to remove low- to medium-altitude thin clouds
from cloudy images. In addition, some variations may exist in
the local homogeneous block. Hence, the calculated thickness
coefficient lacks robustness, which limits the adaptive ability of
this method.

In this article, we present a new thin cloud removal method
for Landsat 8 OLI images. The proposed method utilizes the
strong feature extraction and nonlinear regression capabilities
of CNNs to estimate the reference thin cloud thickness map and
the thickness coefficient of each band to remove thin clouds
from the cloudy image. Considering that the shortwave infrared
bands are only marginally influenced by thin clouds, our thin
cloud removal method is performed in the coastal, visible, and
near-infrared bands (Bands 1–5).

III. METHODOLOGY

Fig. 1 shows the flowchart of the thin cloud removal method
proposed in this article. First, we use U-Net to estimate the
reference thin cloud thickness map from the cloudy image. Then,
Slope-Net is employed to estimate the thickness coefficients to
obtain the thin cloud thickness map of each band. Finally, we
can obtain a clear image by subtracting the thin cloud thickness
maps from the cloudy image.

A. Reference Thin Cloud Thickness Map Estimation

In this article, U-Net [29] is used to estimate the reference
thin cloud thickness map, which is a popular CNN for image
transformation. U-Net can obtain accurate thin cloud infor-
mation, including both low- to medium-altitude thin clouds
and high-altitude cirrus, from cloudy images without additional
cirrus band information. The architecture of U-Net is shown
in Fig. 2. Bands 1–5 of the Landsat 8 OLI image are input into
U-Net, and the corresponding reference thin cloud thickness map
is output. U-Net is a symmetrical encoder–decoder network with
skip connections, where the encoder (left side) is used to capture
multiscale semantic features, and the decoder (right side) is used
to enable precise localization. The encoder contains five scales,
and each scale is composed of two 3 × 3 convolutional layers
and a 2 × 2 max pooling layer with stride 2 for downsampling.
Each convolutional layer is followed by a batch normalization
(BN) layer and a rectified linear unit (ReLU) layer. We double
the number of feature channels after each max pooling layer.
At each scale of the decoder, the feature map is upsampled by
a 2 × 2 upconvolution layer with stride 2, and the number of
feature channels is halved. Then, we concatenate two feature
maps of the same scale from the encoder and the decoder. Two
3 × 3 convolution operations are performed, each followed by
BN and ReLU activation functions. In the last layer, we use a
1 × 1 convolution operation to map each 64-D feature vector to
the output, and then, the output is normalized to the range of
(0, 1) by a sigmoid function.

B. Thickness Coefficient Estimation

According to (3a), the thickness coefficient of the ith band
αi can be calculated via linear regression between the reference
thin cloud thickness mapxc

0 and the cloudy image of the ith band
xs
i based on the homogenous land cover pixels, whose DN value

on the clear image of the ith band xg
i is approximately constant.

However, it is difficult to directly select homogeneous land
cover pixels from cloud-contaminated images. In this article,
several cloudy images with different land cover backgrounds
are selected to research the relationship between xc

0 and xs
i .

Taking Band 2 as an example, Fig. 3 shows the scatter plots
of xc

0 versus xs
2 and the associated R-squared R2, where (a)

is the true color cloudy image composite of Bands 2–4, (b) is
xc
0 estimated by U-Net, and (c) is the scatter plot of xc

0 versus
xs
2. The first column is a cloudy image with homogeneous land

cover. The scatter plot shows that xc
0 and xs

2 show a significant
linear correlation, and their R2 value is 0.9788. In this case, the
thickness coefficient α2 is equal to the slope of the fitting line
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Fig. 2. Architecture of U-Net.

Fig. 3. Relationship between xc
0 and xs. (a) True color cloudy image xs. (b) Reference thin cloud thickness map xc

0. (c) Scatter plot of xc
0 versus xs

2.

in the scatter plot. The second and third columns are two cloudy
images with many different land covers. We observe that xc

0 and
xs
2 are not linearly related, and their R2 values are 0.7955 and

0.5503, respectively. However, there is a virtual boundary line
at the lower right of the scatter plot, which is composed of the
dark pixels in the clear image xg

2. xc
0 is not affected by land

cover, while xs
2 will increase with the increase in xg

2. Therefore,
these brighter land cover pixels are situated in the upper portion
of the virtual boundary line. These dark pixels surrounding the
virtual boundary line can be regarded as discrete homogeneous

land cover pixels, and the thickness coefficient α2 is equal to the
slope of this virtual boundary line.

Based on the aforementioned observation and understanding,
the thickness coefficient of the ith band αi can be estimated
by the slope of the virtual boundary line in the scatter plot
of xc

0 versus xs
i . In this article, a CNN called Slope-Net is

designed to estimate the thickness coefficient of each band. The
architecture of Slope-Net is shown in Fig. 4. Bands 1–5 of the
cloudy image and the reference thin cloud thickness map are
input into Slope-Net, and the thickness coefficients of five bands



ZI et al.: THIN CLOUD REMOVAL FOR MULTISPECTRAL REMOTE SENSING IMAGES USING CNN COMBINED WITH AN IMAGING MODEL 3815

Fig. 4. Architecture of the designed Slope-Net.

Fig. 5. Example of the thin cloud removal. (a) Cloudy image. (b) Thin cloud thickness map. (c) Thin cloud removal result.

are output. After four repeated operations of a 3 × 3 convolution
with stride 1, followed by a BN, a ReLU and a 2 × 2 max
pooling with stride 2, and a subsequent 4 × 4 average pooling
operation with stride 4 are employed, we obtain a feature cube
with size 128 × 4 × 4, in which the receptive field size of each
pixel is 94 × 94. According to (3a), given a cloudy image and a
reference thin cloud thickness map, its subblocks of arbitrary lo-
cation and size have the same thickness coefficients. Therefore,
we directly map each 128-D feature vector to the 5-D output
by a 1 × 1 convolution operation at the last layer, and then, we
obtain 16 sets of thickness coefficients simultaneously. Finally,
we take the average of the 16 sets of thickness coefficients as
our final result, thereby reducing the estimation error.

C. Thin Cloud Removal

After the reference thin cloud thickness map and the thickness
coefficients are estimated by U-Net and Slope-Net, respectively,
we can recover the multispectral clear image by subtracting the
thin cloud thickness map of each band from the multispectral
cloudy image according to (3b).

Fig. 5 shows an example of thin cloud removal for a multi-
spectral image, where (a) is the real cloudy image, (b) is the thin
cloud thickness map. The first column is the reference thin cloud
thickness map estimated by U-Net. The thin cloud thickness
map of each band is obtained by multiplying the reference thin
cloud thickness map by the corresponding thickness coefficient
estimated by Slope-Net. The thickness coefficient of each band
is shown at the bottom of the thin cloud thickness map; (c) is
the thin cloud removal result, which is obtained by subtracting
the thin cloud thickness map (b) from the cloudy image (a). The
thin clouds in each band are observed to be effectively removed.

IV. THIN CLOUD SIMULATION

We use a simulation method to generate abundant labeled
images to train U-Net and Slope-Net. According to (3a), given
a reference thin cloud thickness map and a set of thickness
coefficients, we can synthesize a corresponding multispectral
cloudy image from a multispectral clear image. DeepDive [24],
McGAN [26], and SCR-GAN [27] used Perlin noise to gen-
erate the reference thin cloud thickness map randomly, and
they assumed that the thickness of thin clouds was wavelength
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Fig. 6. Example of the thin cloud simulation. (a) Real cloudy image. (b) Thin cloud thickness map. (c) Real clear image. (d) Synthetic cloudy image.

independent, that is, the thickness coefficients of all bands were
the same. However, according to [13] and [25], the thickness
of thin clouds is wavelength dependent and decreases with
increasing wavelength. To generate the synthetic cloudy image
closer to real conditions, DH-CNN [25] extracted the reference
thin cloud thickness map from the real cloudy image and then
proposed a wavelength-dependent thin cloud simulation method
according to the Rayleigh scattering law, but it was based on
the multiplicative thin cloud imaging model. In this article, we
propose a wavelength-dependent thin cloud simulation method
based on the additive model.

We extract the reference thin cloud thickness map and thick-
ness coefficient of each band from the real cloudy image. First,
the thin cloud thickness map of each band is acquired by using a
local window to search the dark pixels in the cloudy image [13]

xc
i (p) = min {xs

i (q)|q ∈ Ω(p)} (4)

where xc
i (p) is the DN value of the thin cloud thickness map

of the ith band at pixel p, and xc
i (p) is equal to the minimum

value in a 3 × 3 local window Ω(p) centered on p in the cloudy
image of the ith bandxs

i . Then, we select the thin cloud thickness
map of Band 1 as the reference thin cloud thickness map, and
the thickness coefficient of Band 1 is equal to 1. The thickness
coefficients of other bands are calculated via linear regression
between the thin cloud thickness maps of other bands and the
reference thin cloud thickness map. Finally, given a real clear
image and taking it with the reference thin cloud thickness
map and the thickness coefficients into (3a), a corresponding
synthetic cloudy image is obtained.

Fig. 6 shows a synthetic multispectral cloudy image, where
(a) is a real cloudy image, from which the reference thin cloud
thickness map and thickness coefficients are extracted, and (b)

is the thin cloud thickness map. The first column is the reference
thin cloud thickness map, and the thin cloud thickness map of
each band is obtained by multiplying the reference thin cloud
thickness map by the corresponding thickness coefficient shown
at the top of the thin cloud thickness map; (c) is a real clear image
for simulation, and (d) is the synthetic cloudy image, which is
obtained by adding the thin cloud thickness map (b) to the real
clear image (c).

V. EXPERIMENTS

We evaluate the performance of our proposed method both
qualitatively and quantitatively. The details of the experimental
settings are introduced in Section V-A, and we discuss the
effectiveness of the proposed modules in Section V-B. Finally,
the experimental results of different methods are presented in
Section V-C.

A. Experimental Settings

1) Datasets: Landsat 8 OLI images1 were used to compose
our training and test datasets. We downloaded 27 clear scenes
that cover different landscapes such as urban areas, bare soil,
vegetation, and water bodies and 17 scenes with cloud amounts
ranging from 10% to 50% were used to generate synthetic thin
clouds. These scenes were first cropped into 256 × 256 patches,
and then, we collected 5000 clear patches and 5000 cloudy
patches from clear scenes and cloudy scenes, respectively. Fol-
lowing the description of the thin cloud simulation method in
Section IV, a reference thin cloud thickness map and a set of
thickness coefficients can be extracted from each cloudy image.

1Online. [Available]: http://earthexplorer.usgs.gov/

http://earthexplorer.usgs.gov/
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Fig. 7. Reference thin cloud thickness maps and thin cloud removal results of different methods. (a) Real cloudy image. (b)–(f) Reference thin cloud thickness
maps and corresponding thin cloud removal results of Xu’s method [16], Makarau’s method [14], Liu’s method [15], Ren’s method [23], and our U-Net, respectively.

Then, a corresponding simulated cloudy image can be obtained
from a clear image according to (3a). A total of 5000 sets of data
were generated by simulation, of which 4500 sets were used as
training data, and the remaining 500 sets were used as test data.
In addition, we also established a real cloudy image test set,
which contains 350 Landsat 8 OLI cloudy images with a size of
256 × 256.

2) Implementation Details: The proposed thin cloud re-
moval framework was implemented in PyTorch and trained on an
Intel i7-6700 K 4.0-GHz CPU and an NVIDIA GTX 1080 GPU.
Both U-Net and Slope-Net used the Euclidean distance between
the output and the ground truth as the loss function, and they
were trained by the Adam [30] optimizer with the parameters
β1 = 0.9, β2 = 0.999, and ε = 1 × 10−8. We used a batch size
of 1, and the epoch was set to 200. The initial learning rate was
0.0002, multiplied by 0.1 after every 50 epochs. Furthermore,
the simulated cloudy image and reference thin cloud thickness
map were used to train U-Net, and the simulated cloudy image,
reference thin cloud thickness map, and thickness coefficients
were used to train Slope-Net.

B. Effectiveness of the Proposed Modules

1) U-Net: In our proposed method, U-Net is used to estimate
the reference thin cloud thickness map from the cloudy image.
U-Net can obtain both low- to medium-altitude thin clouds and

high-altitude cirrus from cloudy images without additional cir-
rus band information. To demonstrate the superiority of U-Net,
we compared it with Xu’s method [16], Makarau’s method [14],
Liu’s method [15], and Ren’s method [23]. Xu’s method takes
the cirrus band directly as the reference thin cloud thickness
map. Makarau’s method uses the dark pixel searching method
combined with the cirrus band to estimate the reference thin
cloud thickness map, and Liu’s method uses the dark pixel
searching and ground radiance suppressing method to estimate
the reference thin cloud thickness map. In Ren’s method, a
multiscale CNN is designed to obtain the reference thin cloud
thickness map. Fig. 7 exhibits the results of different meth-
ods on two real cloudy images, where (a) is the real cloudy
image and (b)–(f) are the reference thin cloud thickness maps
and corresponding thin cloud removal results of Xu’s method,
Makarau’s method, Liu’s method, Ren’s method, and our
U-Net, respectively. Their thickness coefficients are estimated
by Xu’s method according to their respective reference thin
cloud thickness maps. In addition, there are high-altitude cirrus
in the first image and low- to medium-altitude thin clouds in
the second image. It can be seen that, when there is cirrus
in the image, Xu’s method and Makarau’s method can obtain
the accurate reference thin cloud thickness map as the cir-
rus band contains the cloud information, and then, the cirrus
can be completely removed. However, when there is low- to
medium-altitude thin cloud in the image, Xu’s reference thin
cloud thickness map is invalid, and Makarau’s reference thin
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TABLE II
AEES (%) OF THICKNESS COEFFICIENTS FOR DIFFERENT METHODS ON THE

SIMULATION TEST SET

cloud thickness map is not completely accurate because there
is no cloud information in the cirrus band. Therefore, Xu’s
method cannot remove low- to medium-altitude thin clouds,
and the restored result of Makarau’s method has thin cloud
residues. The reference thin cloud thickness map obtained by
Liu’s method is oversmoothed, resulting in that the cirrus and
low- to medium-altitude thin clouds cannot be completely re-
moved. Two CNN-based methods, Ren’s method and our U-Net,
can obtain an accurate reference thin cloud thickness map from
the cloudy image without an additional cirrus band, regardless of
whether there is high-altitude cirrus or low- to medium-altitude
thin cloud in the image, to recover the clear image.

2) Slope-Net: In this article, Slope-Net is designed to esti-
mate the thickness coefficient of each band. To verify the effec-
tiveness and performance of our Slope-Net, we compared it with
Xu’s method [16], Makarau’s method [14], Liu’s method [15],
and a variant of Slope-Net, referred to as Slope-Net, which
outputs a set of thickness coefficients by replacing the 4 × 4
average pooling layer with a global average pooling layer (see
Fig. 4). The comparative experiment is performed on a simu-
lation test set with 500 images, in which the ground truth of
the reference thin cloud thickness map is used as input. We used
the average estimation error (AEE) to quantitatively evaluate the
performance of the methods, which is defined as

AEEi =
1

N

N∑
j=1

|α̂ij − αij |
αij

× 100% (5)

where AEEi is the average estimation error of the ith band, N
is the number of test images, α̂ij is the estimated value of the
thickness coefficient of the ith band of the jth test image, and
αij is the ground truth. Table II shows the AEEs of the thickness
coefficients for different methods in each band. We can see that
the AEEs of Xu’s method, Makarau’s method, and Liu’s method
are much greater than the AEEs of the two CNN-based methods.
Xu’s method must be combined with manual selection of homo-
geneous regions to gain better results, Makarau’s method and
Liu’s method are unable to accurately identify cloud pixels and
clear pixels when selecting cloud pixels to calculate the thickness
coefficients via linear regression. In Bands 1–5, the results of
Slope-Net are better than the results of Slope-Net by 0.87%,
0.84%, 1.25%, 1.66%, and 1.31%, respectively, indicating that
Slope-Net can reduce the estimation error by outputting 16 sets
of thickness coefficients.

TABLE III
METRIC STATISTICS OF DIFFERENT METHODS ON THE SYNTHETIC TEST SET

C. Comparison With State-of-the-Art Methods

1) Comparison on Synthetic Images: We compared the pro-
posed method with five state-of-the-art thin cloud removal meth-
ods, including DeepDive [24], DH-CNN [25], RSC-Net [28],
McGAN [26], and SCR-GAN [27], which are all based on
deep learning. DeepDive, DH-CNN, and RSC-Net belong to
the CNN architecture, and McGAN and SCR-GAN belong
to the generative adversarial network architecture.2 We repro-
duced RSC-Net and SCR-GAN with default values. All five
compared methods and our proposed method were supervised.
To ensure an equal assessment, these compared methods change
the input to five bands and use the same clear images and
reference thin cloud thickness maps as our method to gener-
ate the simulation training and test datasets. Considering that
DeepDive, DH-CNN, McGAN, and SCR-GAN are based on
the multiplicative model, we used the simulation method in their
original paper to generate the simulation images. The remaining
RSC-Net uses our thin cloud simulation method to synthesize
images.

Fig. 8 shows five instances of the thin cloud removal results
on synthetic cloudy images, where (a) is the synthetic cloudy
image, (b) is the ground truth, and (c)–(h) are the results of five
compared methods and our method. We can observe that all the
results of DeepDive have obvious color distortion. DH-CNN
results show that there is some excessive thin cloud removal in
the third column and some cloud residues in the fourth column.
The results of RSC-Net in the last two columns have slight cloud
residues. Obviously, the remaining three methods can effectively
remove thin clouds in the five images, and the recovered results
have good color fidelity.

We also use the mean squared error (MSE), peak signal-to-
noise ratio (PSNR), and structural similarity (SSIM) metrics to
quantitatively evaluate the performance of the methods. A small
MSE, large PSNR, and large SSIM indicate good thin cloud
removal performance. The metric statistical results of the six
methods on 500 synthetic test images are shown in Table III. It
can be seen that the latter three methods are better than the former
three. The former three methods do not use any dimension
reduction operations in their network architectures, whereas
the latter three methods utilize downsampling and upsampling
operations to acquire a larger receptive field and better features.
Among all the comparison methods, our method achieved the
best value in all three metrics.

2Online. [Available]: The codes of DeepDive, DH-CNN, and McGAN were
downloaded from https://github.com/puf3zin/deep_dehazing, http://xfy.buaa.
edu.cn/, and https://github.com/enomotokenji/mcgan-cvprw2017-pytorch, re-
spectively.

https://github.com/puf3zin/deep_dehazing, ignorespaces http://xfy.buaa.edu.cn/, ignorespaces and ignorespaces https://github.com/enomotokenji/mcgan-cvprw2017-pytorch
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Fig. 8. Thin cloud removal results on synthetic cloudy images. (a) Synthetic cloudy images. (b) Ground truth. (c)–(h) Thin cloud removal results of DeepDive [24],
DH-CNN [25], RSC-Net [28], McGAN [26], SCR-GAN [27], and our proposed method, respectively.
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Fig. 9. Thin cloud removal results on real cloudy images. (a) Real cloudy images. (b)–(k) Thin cloud removal results of Xu’s method [16], Makarau’s method [14],
Li’s method [20], CR-NAPCT [21], DeepDive [24], DH-CNN [25], RSC-Net [28], McGAN [26], SCR-GAN [27], and our proposed method, respectively.
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2) Comparison on Real Images: Fig. 9 shows several thin
cloud removal examples for real cloudy images with different
land cover types, including farmland, sea, forest, urban, desert,
mountain, and coast. In addition to the five deep-learning-based
comparison methods mentioned in the previous section, we
also added four traditional unsupervised thin cloud removal
methods for comparison, including Xu’s method [16], Maka-
rau’s method [14], Li’s method [20], and CR-NAPCT [21].
In addition, the code of Li’s method was downloaded from,3

and we reproduced the remaining three methods with default
values. It can be observed that the results of deep-learning-based
methods are, on the whole, better than the results of traditional
unsupervised methods. Xu’s method and Makarau’s method
cannot completely remove the clouds in the images, and Li’s
results have serious cloud residues and color distortion. The
results of CR-NAPCT are better than the results of the previous
three methods, but there are still thin cloud residues in the first
image and color distortion in the last image. The results of
DeepDive, DH-CNN, and RSC-Net have cloud residues in the
first three columns. Moreover, DeepDive and DH-CNN results
have poor color fidelity in the last three columns. The McGAN
results indicate that thin clouds are not totally removed in the first
two columns and the last two columns. SCR-GAN results have
obvious color deviation. Different from the compared methods,
our proposed method achieved good results in terms of both
thin cloud removal performance and color fidelity in all seven
images.

Since atmospheric radiation and land cover change over time,
an ideal cloud-free ground truth of the cloudy image is difficult to
collect. We used two nonreference metrics, the dark channel fea-
ture (DC) [31] and change in hue (ΔH) [32], to quantitatively
evaluate the performance of the methods, which are defined as

DC =
1

NRc

∑
p∈Rc

min
i∈{r,g,b}

(
min

q∈Ω(p)
(xg

i (q))

)
(6)

ΔH =
1

NRnc

∑
p∈Rnc

|hg(p)− hs(p)| (7)

wherexg
i is one of the bands of the restored image,Rc represents

the cloudy region in the original cloudy image, NRc
is the

number of pixels of Rc, and Ω(p) is a local patch centered at
pixel p. The patch size is 5 × 5.hg andhs are the hue channels in
the HSI color space of the restored clear image and the original
cloudy image, respectively. Rnc represents the noncloud region,
and NRnc is the number of pixels of Rnc. In addition, the cloudy
region and noncloud region can be obtained by binarizing the
reference thin cloud thickness map.
DC represents the thin cloud residual degree in the cloudy

region. ΔH represents the change in hue in the noncloud region
between the original image and restored image. A small DC
and ΔH indicate good thin cloud removal performance.

Table IV shows the statistical results of different methods
on 350 real cloudy images. We can clearly see that Xu’s
method, Makarau’s method, CR-NAPCT, DeepDive, McGAN,

3Online. [Available]: http://www.escience.cn/people/lijiayuan/index.html

TABLE IV
METRIC STATISTICS OF DIFFERENT METHODS ON THE REAL TEST SET

and RSC-Net have large DC values, indicating that they cannot
completely remove thin clouds, and there are thin cloud residues
in the restored images. Li’s method, DeepDive, DH-CNN, and
SCR-GAN obtain large ΔH values, which means that their thin
cloud removal results have poor color fidelity. Among the ten
methods, our method achieved the second-best DC value and
the third-bestΔH value, and both of ourDC andΔH values are
only marginally lower than the best values. Overall, our method
can effectively remove thin clouds along with good color fidelity.

VI. CONCLUSION

Clouds often exist in multispectral remote sensing images, and
these clouds reduce the image quality and result in incorrect in-
terpretation. In this article, a novel thin cloud removal method is
proposed for multispectral remote sensing images. The proposed
method is based on an additive thin cloud imaging model, and it
combines CNNs and a traditional imaging model. Considering
the strong feature extraction ability and nonlinear regression
ability of the CNN, we utilize U-Net to estimate the reference
thin cloud thickness map, and then, Slope-Net is designed to
estimate the thickness coefficient of each band. Thus, thin cloud
thickness maps of different bands are obtained. Finally, based
on the traditional thin cloud imaging model, we remove thin
clouds by subtracting the thin cloud thickness maps from the
cloudy image. Our proposed method achieves good thin cloud
removal results by acquiring accurate thin cloud information,
including both low- to medium-altitude thin clouds and high-
altitude cirrus, and considering the different thin cloud thickness
maps of each band. In addition, the collection of cloudy images
and their corresponding ideal cloud-free images is difficult,
and we present a wavelength-dependent thin cloud simulation
method to produce sufficient labeled data for training U-Net
and Slope-Net. Our simulation method extracts the reference
thin cloud thickness maps and thickness coefficients from real
cloudy images, thereby generating synthetic cloudy images that
are very close to the real conditions. Qualitative and quantitative
experiments are performed on synthetic images and real images
from Landsat 8 OLI. The results demonstrate that compared with
other state-of-the-art thin cloud removal methods, our method
achieves better results in both thin cloud removal performance
and color fidelity for multispectral images with various land
cover types.

Although our method obtains satisfying results, there are still
some limitations. On the one hand, according to the thin cloud

http://www.escience.cn/people/lijiayuan/index.html
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imaging model, the proposed method uses two CNNs to estimate
the reference thin cloud thickness map and thickness coefficient,
respectively. Compared with the end-to-end thin cloud removal
methods, our proposed method will lead to accumulative esti-
mation error. On the other hand, the proposed method uses the
simulated data to train the U-Net and Slope-Net, because the real
reference thin cloud thickness map and thickness coefficient of
the real cloudy image are unavailable. However, the simulated
cloudy images are not completely consistent with the real cloudy
images, so the thin cloud removal results of real cloudy images
are worse than the thin cloud removal results of simulated cloudy
images. In the future, we aim to design an end-to-end network to
remove thin clouds in remote sensing images, and train it with
real unpaired images.
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