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Abstract—During the past decades, the volume of big data avail-
able in remote sensing (RS) applications has grown significantly.
In addition, a number of applications related to monitoring human
activity are being developed based on this kind of data. This has
considerably increased the demand for RS processing methods.
In this sense, the scientific community is facing the challenge of
how to maximize the potential of the data that are produced in
a fast and efficient way. In particular, the provision of processing
algorithms that can be developed in an easy way is a fundamen-
tal problem for the RS community, due to the large volume of
data offered by different portals and agencies, and the need for
algorithms developed on different platforms and using a variety
of programming frameworks. To address these challenges, this
article takes advantage of social media tools to bring images and
algorithms closer to users. In particular, a new system based on
the Telegram messaging application Bot (called @ThuleRSbot) has
been developed to provide a wide variety of RS image processing
methods to users under the same interface. The system has been de-
veloped using the Python language and the Telegram Bot application
program interface (API). The most remarkable characteristics of
the system are: first, a completely open architecture that facilitates
the incorporation of new algorithms without effort; and second, an
easy way to automatically gather satellite images from the Sentinel
Hub platform.

Index Terms—Big data, image processing, remote sensing (RS),
social media tools.

I. INTRODUCTION

IN RECENT years, many developments have been conducted
in earth observation (EO) and remote sensing (RS) fields [1]–

[3]. Technological advances have enabled the deployment of
powerful sensing instruments on both airborne and spaceborne
platforms [4]–[8], which are employed in a large number of new
EO missions to capture rich information from the surface of
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TABLE I
SUMMARY OF DIFFERENT TYPES OF RS IMAGES

the earth. This information is normally arranged as a set of RS
scenes or images that provide details about different properties of
the observed materials along the electromagnetic spectrum, de-
pending on the sensor characteristics. As a result, a wide variety
of RS data is now being collected by multiple EO instruments.
For instance, active sensors are able to collect synthetic-aperture
radar (SAR) [9] and light detection and ranging (LiDAR) [10]
data in the microwave and visible-near infrared spectral ranges,
respectively. Passive sensors measure the solar radiation that is
reflected, absorbed, and transmitted by the elements located in
the observed area, usually, gathering the spectral information
in the visible-to-shortwave infrared (VSWIR) region. Thus,
depending on the number of spectral bands, several types of
RS scenes can be identified, such as panchromatic (PAN) [11],
[12], standard RGB [13], [13], multispectral (MSI) [14], [15],
and hyperspectral (HSI) [16], [17] images. Fig. 1 shows different
types of RS images according to the number of bands, while
Table I provides a summary of the main characteristics of
these images. Also, depending on the technical characteristics
of the instrument, the spectral bandwidth, and the revisit time,
these images exhibit different spatial and temporal resolutions
[18]–[20].

The wide variety of RS data, coupled with the almost constant
data acquisition flow [21]–[23] and the implementation of new
and large data repositories and libraries [17], [24]–[26], have
provided a powerful tool for the development of a wide variety
of human activities [27], such as precision agriculture [28], crop
monitoring [29], [30], and collection of vegetation indices [31],
[32], natural resources exploitation such as forestry [33], [34],
mineralogy [35], and water resources [36], [37], along with
environmental and land degradation modeling [38]–[40], pest
and invasive species control [41]–[43], and risk prevention [44]–
[46], among many other activities.

However, in order to take full advantage of RS data, these im-
ages should be processed in an efficient and effective way, with
the aim of providing a final data representation that satisfies the
final user/application. In this context, the demand for RS image
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Fig. 1. Different types of RS images according to the number of spectral bands.

processing methods has increased over the past decades [47]–
[52], while the scientific community has made great efforts to
develop a large number of methodologies to address very specific
problems, such as spatial/spectral resolution enhancement [53]–
[57], data restoration/denoising [58]–[61], data compressing,
band selection and dimensionality reduction [62]–[68], image
segmentation [69]–[72], spectral unmixing [73]–[77], target,
object, change, and anomaly detection [20], [78]–[84], and data
classification [85]–[90]. The original codes of many of these
methods are available in different repositories. In addition, there
are many programming frameworks that significantly facilitate
the development of new processing methods.

As it has been pointed out previously, both RS data and
processing codes are generally scattered in different repositories,
with very diverse formats and adopting different programming
frameworks. This may hinder the exploitation and maximization
of the RS data processing potential, leading to the adoption of
a small set of RS scenes for validation purposes and the use of
benchmark algorithms, which may not always be appropriate.

To overcome these limitations, this article presents a new RS
image processing tool, called ThuleRSBoot, that offers a unified
processing environment that can accommodate different types
of RS datasets and processing methods in a simple way. In this
sense, the application takes advantage of the great success of
social media technologies to make available a complete testbed
of images and processing algorithms. In addition, it provides a
completely new approach to easily download new RS scenes,
allowing also for the incorporation of newly developed algo-
rithms in a simple and intuitive way by following a “plug & play”
approach. Finally, the developed application interprets software
and datasets in different languages and formats. The main goal is
to break down the format-related barriers that have hindered the
wide exploitation of RS data within the scientific community.

A. Rise of Social Networks

The popularity of the Internet sparked the concept of so-
cial networks as a powerful information sharing system based
on establishing relationships between people that create and

consume content regardless of their location [91]. Such inter-
actions have attracted a significant number of users, which is
increasing steadily, and resulted in the appearance of many
different types of social networks [92], [93]. In fact, social
networking is playing a fundamental role in the modern soci-
ety, even modifying the way most daily human activities are
conducted by leveraging the conducted relationships through the
collection of user profiles that join and establish social links with
each other [94]; for instance, information sharing and specific
shared resources search, events organization, job searching, or
commercial advertising, among many others [95]. As a result,
the number of users registered in social networks increases ex-
ponentially every day. Furthermore, with the widespread use of
social networks and the evolution of the Internet, multimedia has
become one of the main vehicles for communication, improving
the attention, and understanding of the involved contents [96]. In
particular, digital images have a high visibility in social networks
and websites, due to their great potential to represent information
in a graphic and visual way [97]. As a result, every day thousands
of millions of images are shared through social networks, either
to report events or just for entertainment purposes.

At the same time, and also supported by the impressive growth
of Internet technologies and social networks, Bot-type function-
alities have emerged as an interesting tool to avoid repetitive
and tedious tasks, such as reviewing the content of social media,
monitoring the performance of a website, grammar correction, or
speech recognition, among others [98], [99]. In this context, the
difficulties faced by social networks fostered the development of
many social applications such as Telegram. It is well known that
Telegram [100]–[102] is an interesting social application that
allows bots to be developed in a simple way, and they can also
be implemented in the application itself without installing any
plug-ins. These bots stand out for their flexibility and versatility
of use, which can be defined by each user/developer, allowing to
conduct more complex tasks such as the automatic processing
of digital images.

In this regard, the RS community can seize these potentialities
to promote the study of an event located in a certain region, or
to substantiate the impact that a certain phenomenon has caused
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over time [103], [104]. As a result, diverse techniques have been
developed to combine human activities on social networks with
RS images in order to obtain more complete spatial-temporal
characterization, monitoring the impact of events, or observing
the influence of different human behaviors over a geographic
area. For instance, Jendryke et al. [105] combined RS scenes
with online social media messages (paying particular attention to
their geographical coordinates and timestamps) to analyze urban
dynamics, such as the variations between built-up areas and
human activity. Moreover, new techniques attempt to combine
RS optical scenes (such as PAN, MSI, and HSI images) with
geotagged images shared on social networks (usually RGB
images) to provide greater details to the information acquired
about a target area [106], [107]. In this sense, social networks
serve not only as a fast and efficient mechanism for sharing large
amounts of information, but also as a complementary resource
that can be combined with existing image data to provide a richer
and more complex interpretation [103], [104], [108].

B. Machine Learning to Process RS Images

The images collected by EO instruments need to be pro-
cessed and interpreted to obtain the most discriminative features,
translating them into useful information for the final users.
Usually, a branch of artificial intelligence, known as machine
learning (ML) [109], is used to process this kind of images. In
fact, ML provides a wide variety of processing algorithms that
automatically learn from the data and extract the most useful
information [86]. In general, these algorithms comprise several
stages.

1) Model creation: Any ML method begins by defining its
purpose and characteristics. In this sense, the objective
of the model must be in line to successfully conduct the
given task, such as classification, grouping, segmentation,
optimization, etc.

2) During the data preparation, the ML algorithm normalizes
and formats the data so that the relevant features can be
extracted.

3) Model adjustment: Once the data are ready to be used,
the ML model is trained and its parameters are adjusted
to fit the data. Accordingly, the ML algorithm learns
how to extract the patterns and internal regularities of the
data.

4) During the inference step, new (or unseen) data are pre-
sented to the ML algorithm, in order to obtain the desired
outputs and evaluate the performance of the model.

5) Finally, the evaluation of the model is conducted by check-
ing its performance when unseen samples are processed,
measuring its ability to generalize the information learned
during the training and adjustment phase.

In this work, depending on the knowledge about the data
employed during the third stage, we consider three main kinds
of algorithms.

1) Unsupervised learning [110], [111] in which the classes
are not known in advance; namely: only the characteristics
of the data are known, but not the existing classes, and
therefore, it is the algorithm itself that has to recognize the

patterns and group them according to their characteristics.
This means that the algorithm creates the classes.

2) Supervised learning [112], [113] trained with tagged data,
that is, the class to which the data belongs is known a
priori. The algorithm establishes a function between the
input data and the output data during the training phase,
while in the prediction phase an unlabeled piece of data
will be labeled. In this type of learning, the characteristics
of each element are known. In an RS image, the inputs
are the spectral bands and the output is the class to which
each pixel belongs, also known as the ground-truth.

3) Semisupervised learning [114], [115] that consists of a
combination of the two aforementioned approaches, that
is, classified and unsorted data are available. Generally,
in this type of algorithm, there are more unclassified data
than classified data.

Although other model types and taxonomies can be
found [116], [117], this article takes into account those that
are most relevant within the field of RS image processing.
One of the main issues that our newly developed ThundeRSbot
intends to solve is the diversity of processing methods and
their implementations. In fact, specialized users within the RS
field often need to conduct a vast and expensive search within
the available literature, comparing several algorithms and their
obtained results over different RS datasets, in order to select
those methods that best suit their scientific purpose. This initial
search often requires significant time and resources. Moreover,
the applications that are currently available in the market for the
processing of RS data, such as ENVI [118] or LEOworks [119],
may not contain all the algorithms that the user requires, while
the execution of the processing methods is usually conducted
over the final user resources, which may not be too powerful
(computationally speaking), resulting in high response times.

C. Contribution of This Article: Bringing ML Closer to RS
Users Through Social Tools

To engage RS users and provide them with the tools required
to solve the aforementioned problems, our work introduces a
new system called @ThuleRSbot, which exploits social media
tools for advanced RS data processing. The main goal of our
proposed system is to provide RS users with a simple, intuitive,
and accessible tool. To fulfill this objective, a new Telegram
Bot1 has been developed, in which the execution of algorithms
is conducted externally by a server, regardless of the resources
which the user has available. The major contributions of our
work are twofold.

1) Our newly proposed system provides an easy way to
incorporate new algorithms and operations in a simple
plug-and-play mode, acting as a container for new algo-
rithms and datasets.

2) Our system allows downloading new satellite images from
a consolidated platform, such as the Sentinel-Hub, that can
be then easily processed by the algorithms included in the
tool (or those incorporated by the user).

1Code can be downloaded and installed from https://github.com/mhaut/
ThuleRSbot

https://github.com/mhaut/ThuleRSbot
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Fig. 2. Architecture of the system, which comprises three main agents: the
client, the Telegram server, and the compute server. These agents exchange
messages between them through the internet.

These features conform a completely innovative application
that can be run in smartphones, to quickly process vast amounts
of RS data in a computationally efficient and effective way, that
is also available to many users due to its app format.

The rest of the article is structured as follows. Section II
describes the development of the app and defines the user
requirements. Section III-B describes the experiments carried
out in order to illustrate the performance and scalability of the
application. Section IV concludes this article with some remarks
and hints at plausible future research lines.

II. METHODOLOGY

This section provides the design of the proposed system,
which has been developed and implemented under the principles
of high-quality software development [120].

A. System Architecture

This section delves into the system architecture details, which
has been designed to be completely scalable. In other words, the
proposed @ThuleRSbot takes advantage of all existing resources
on the compute server, and includes new operations and algo-
rithms in a way that is completely transparent to the user. In this
sense, the architecture of @ThuleRSbot comprises three main
blocks, as shown in Fig. 2.

1) The client should install the Telegram application in the
device and uses the Bot called @ThuleRSbot. This agent
initiates communication with the Bot, which has previ-
ously been executed on the computing server device.

2) The Telegram server is located in the middle of the com-
munication, and acts as a middleware [121]. Its main
functionality is to manage communications and provides
security between the two final agents: the client and the
computing server.

3) The server is responsible for performing all the tasks
related to RS image processing. It should be noted that this
server is also responsible for receiving and sending mes-
sages from/to the Telegram server. The server comprises
two main parts: a server which is specifically devoted to
the communication with the Telegram server, and another

Fig. 3. Sequential diagram with the messages exchanged between the agents
of the architecture.

server that takes care of computing purposes. However, we
have integrated both of them in order to reduce latency.

In the following, we briefly comment on some of the main
features of the model architecture given in Fig. 2.

1) Our architecture allows to modify and/or change the server
in a transparent way to the user, tolerates heterogeneity
of computing resources, reduces the computation of the
processing server, supports scalability, and provides im-
portant services (e.g., security services). The distribution
of the end devices is transparent to the user, and the system
balances the workload of the compute server as it supports
multiple users.

2) Internet connection is required, although the availability of
connection is very flexible, that is: the server always saves
the status of each user, so if the connection is interrupted
before the user executes a task, the user resumes the
process from the last checkpoint. When the same user
reconnects, the user receives the results by means of the
middleware. In this regard, failures in the Telegram server
(as compared to other messaging applications, such as
Whatsapp) are significantly less frequent2

As shown in Fig. 2, the system architecture is based on
message passing through the communication network. The flow
of message exchange is represented graphically in Fig. 3, and
summarized below.

1) The user initiates the communication by using the /start
command in the initial Bot screen, and the Bot sends a first
menu known as the dataset types menu, which provides

2[Online]. Available: https://downdetector.es/

https://downdetector.es/
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three different types of datasets that can be processed:
HSI, MSI, and RGB. The user should select an option
from the menu of available datasets and choose the type
of data on which he/she wants to perform an analysis.

2) Depending on the data type, the bot sends a list with the
available tasks that are conducted on that data. This is
known as the operations menu, which contains a maxi-
mum of five possible operations, i.e., the bot filters the
menu according to the response that the user gives. The
operations are: Classification, Dimensional Reduction,
Restoration, Unmixing, and Change Detection.

3) The user selects an operation (from those available in the
menu) and the Bot sends the list of available algorithms,
displaying the different options as the user selects the
operations, which can be supervised, semisupervised,
and unsupervised.

4) The user chooses a type of algorithm and the Bot sends
the menu with the algorithms available for that operation
and type of algorithm.

5) The user chooses an algorithm from those that are avail-
able, and the Bot sends the menu for the user to choose
the location of the dataset. The location of the dataset
can be: public, private, uploading a dataset, default, or
obtaining a dataset using Sentinel Hub (only available if
MSI dataset type is selected).

6) The user chooses the final dataset and the Bot asks the
user if the user wants to modify the algorithm’s recom-
mended parameters.

7) At this point, the user chooses (yes or no). If the answer
is no, the user continues in the next step and otherwise
the Bot will ask the values of the parameters.

8) The Bot sends a summary of the subsequent execution
and asks if the user would like to execute the summary. If
this is not the case, we go back to the first step and, other-
wise, the algorithm is executed on the computing server
(no computational resources of the user are consumed).

9) When the server has finished executing the algorithm,
it sends the results back to the user and asks if the user
would like to receive those results also by e-mail.

10) If the user decides not to receive the results by e-mail, the
system returns to step one. Otherwise, the user is asked
about his/her email and the results are sent. When the
email is delivered to the user, the Bot acknowledges the
sending of the email.

11) At the end of the process, we return to step one.
The user stops the Bot using the /stop command. Also, he/she

requests help from the application by executing the /help com-
mand. In all the cases, the client has at his/her disposal the avail-
able options through a complete menu, where the user selects
the desired option. Fig. 4(a) provides a snapshot of one of the
available menus. Moreover, the application itself provides the
necessary information to the user in order to enter the parameters
requested by the bot, as it can be observed in Fig. 4(b).

B. Plug-and-Play

One of the main characteristics of the newly developed appli-
cation is its flexible architecture, which provides an easy way

Fig. 4. Two possible options for entering the data requested by the client in
our tool.

for the introduction of new algorithms for the processing of RS
images without effort. To accomplish this goal, a Plug-And-Play
device line has been adopted. The main inspiration lies in hard-
ware devices such as the Pen Drive, whose goal is “plug, connect,
and use,” that is, they are connected to a computer, being used
directly without the user worrying about their configuration. In
this sense, a similar strategy has been developed to enable the
easy integration of new RS data processing algorithms.

As a first step, the user should create a new file with the exten-
sion . py. The file can be named with the processing algorithm
name. This file will inherit from the Base class of the operation
to which the algorithm belongs. The content of this file consists
of a fixed part and an optional one. The fixed part is a class
whose name is the same as the one established in the . py file.
This class contains a constructor, which creates the algorithm
instance by inserting the default parameters (since the user has
an option to change the most important parameters) and then the
previously created algorithm instance (the model), the types of
devices and algorithms are introduced. The optional part is also a
class, within the same file. It contains the implementation of the
algorithm. It is optional as the algorithm is implemented in some
python library. However, all the algorithms that are introduced
have to follow the same structure and format of scikit-learn
library algorithms, such as the following.

1) Classification algorithms must contain the following parts:
fit, to train the model; predict, to perform the inference
stage; and score, to get the final performance.

2) Dimensionality Reduction, Restoration, and Unmixing
algorithms should have also three methods: fit (to train),
transform (to perform the inference), and score (to obtain
performance).

3) Change detection must have a method called execution,
where the change detection operation is implemented.

In addition to these methods, the tool allows the insertion of
new methods, such as target and anomaly detection. Finally, this
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file will be inserted in the corresponding folder, according to its
operation and the type of algorithm.

The second step is to include the name of the algorithm
file in the file ParametersDefautl.yaml with the most important
parameters that the user can modify. If there are no parameters,
only the name of the algorithm will be inserted.

In order to simplify the proposed application, a template called
templateAlgorithm.py is provided within the bot code, which can
be found at the link provided in the abstract. Moreover, this link
provides all the code that is needed to include new processing
methods. A simple step-by-step example can be found in the
KNN.py file.

In addition to new algorithms, the @ThuleRSbot tool provides
an easy way to include new RS images, such as optical data
(RGB, MSI, HSI, and PAN scenes), DEM, SAR, and LiDaR data
within the datasets folder. The user has the possibility to include
his/her own data to be processed with the available algorithms,
taking into account that different types of files are distinguished
according to their content and the operation to be performed,
such as the following.

1) For classification, dimensionality reduction, and data
restoration operations, the supported formats are . mat
and . tif. Moreover, there are three file types: First, the
data file, also called dataset, which contains the remotely
sensed image information; Second, the label file, this file
is only needed when supervised classification algorithms
are executed; Third, the RGB file, which contains an RGB
representation of the RS image for display purposes. If
this file is not available, three bands are obtained from the
data file and the RGB representation is displayed in false
color.

2) For unmixing operations, the supported format are also .
mat and . tif. Again, there are three file types: First, the
data file, containing the RS image information; Second,
the file of spectral signatures of endmembers, which is
required only by the supervised unmixing algorithms, and
Third, the RGB file.

Moreover, the directories can be easily modified to adapt the
server to the needs of the researchers.

C. Security Between Clients and Server

Security is a very important feature of our application, partic-
ularly for the passing of messages between the two final agents.
The protocol that Telegram implements for sending messages is
MTProto [122] ( Mobile Transport Protocol ). This protocol
is focused on cross-platform multisession and file transport,
regardless of format or capacity. It is based on the TCP/IP stack,
belonging to the application level. The encryption adopted is
256-bit [123] Advanced Encryption Standard (AES ) along with
2048-bit [123] Rivest, Shamir, and Adleman ( RSA ). AES is a
symmetric encryption algorithm, which works as follows: both
the sender and the receiver use the same key to encrypt and
decrypt the message; therefore, it is necessary that both agree
on the key at the beginning of the communication, while RSA is
a public key cryptographic algorithm or asymmetric encryption
that works as follows: the sender encrypts with the public key

Fig. 5. Normal chat operation of the Telegram application.

of the receiver and the receiver decrypts with its private key.
The complexity of this algorithm lies in the factorization of
integers. In order for both to have the same key in a secure way,
the Diffie-Hellman [124] key establishment protocol is used;
its security lies in the extreme difficulty of calculating discrete
logarithms in a finite body. Finally, the message is signed using
the [125] Secure Hash Algorithm (SHA) algorithm of 256 bits.

On the other hand, Telegram provides two types of chats.
1) Normal chat, calledcloud chat, which uses client-server-

client encryption.
2) Secret Chat, calledSecret chat, encrypted in end-to-end

manner.
In our system, the normal chat type was used for the commu-

nication with the Bot. The formation of a message in this type
of chat is shown in Fig. 5.

D. Privacy Between Clients and Server

Apart from security, privacy is also very important in our
context. In the developed application, the data provided by
the user is differentiated from the sample data provided in
the application examples. As for the sample datasets, they are
available to all users. However, the datasets generated by a user
are private by default, which means that only the owner can work
with them and the rest of the users cannot access them (unless
explicitly specified by the owner). On the other hand, the server
saves all the datasets (public and private), and therefore, it can
access and/or modify them. Other than this, the server is also in
charge of recording all the operations that each user performs
individually and also all the result files sent by mail (if the user
decides to send them).

E. Multiple User Support

The application is capable of supporting multiple simulta-
neous users in order to make the most of the resources of the
computing server. The mechanism used to allow this feature is
the one described below.
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Within the configuration file, there is a parameter called
“num_Threads”; this parameter controls the WorkerThread
threads that are created at the beginning of the Bot execution.
These threads are responsible for solving the queries made by
users, and therefore, they are not assigned a specific task within
the application, or a specific active user. In the application, the
WorkerThread threads primarily handle three tasks: messages
received from users, execution of intermediate steps before
the final algorithm execution, and final algorithm execution.
To avoid the need to create a thread for each active user, the
following mechanisms have been adopted.

1) Callback functions have been implemented as far as pos-
sible, avoiding active waiting for user responses.

2) For the active waiting stretches, atimeout has been mod-
ified and the number of users in these waiting periods
has been restricted to the number of threadsWorkerThread
minus 1, to reserve a thread to execute thelistener and,
thus, avoid server crashes and deadlocks.

3) Finally, to reduce the number of threads, a listener has been
implemented that is capable of handling all the messages
produced at the same time by different users. This listener
is capable of introducing the content of these messages into
the global variable that registers the state of all the active
users in an atomic way, avoiding that it is permanently
inconsistent.

The aforementioned characteristics provide the system with
the following advantages.

1) The application is capable of performing the processing
tasks in the server according to its processing capabil-
ities, that is, it just allocates the number of simultane-
ous executions that the server supports in the parameter
“num_Threads.” When the number of executions exceeds
the number of threads, executions are performed on a
first-come, first-served basis.

2) The application supports more users with fewer threads.
An important clarification in this regard is that the appli-
cation requires at least two threads: One is for listeners
and the other is for serving users.

3) Collapse and system crashes are avoided mainly by re-
serving a thread to act as an application listener.

F. Multiple Workflow Support

The general configuration of the bot is summarized in the
file config.json, where we can find the Telegram, Email, and
Sentinel-Hub main configuration. An important additional pa-
rameter is “parallelOrQueueExecutionAlg” which represents
the execution mode of the bot. There are two modes of exe-
cution: “parallel” and “queue.” In the following, both modes are
explained in detail.

The “parallel” mode allows the simultaneous operation of N
executions on the available hardware resources, where N repre-
sents the number of threads (set in the Telegram configuration
parameter called “num_Threads”). The concept is illustrated in
Fig. 6. The “queue” mode creates an execution priority queue
in which the user’s execution requests are queued up. A priority
between 1.0 and 0.0 is assigned to each user, where 1.0 is the

Fig. 6. Graphical representation of the two execution modes available in the
bot.

maximum priority and 0.0 is the minimum. At first, an user
that has not launched any execution will have a priority of 1.0,
which will be reduced by 0.1 each time the user requires a new
execution, until reaching the minimum level of priority. This
strategy has been implemented in order to prevent the system
from being monopolized by a single user, thus, consuming all
hardware resources. In this sense, the priority queue attends the
requests one by one, sending the obtained results to the corre-
sponding user. The maximum number of requests is N , which
represents the maximum number of possible threads (set in
the Telegram configuration parameter called “num_Threads”).
The user’s threads are waiting until their execution requests are
processed. Fig. 6 provides a graphical overview of this process.

G. Error Control

The lack of experience with the application (and even with
the data and/or algorithms that are implemented) may cause the
occurrence of internal errors that, if not controlled and reported
to the users in a clear way, may cause frustration and subsequent
abandonment of the application. This is the main reason why
the application should be highly fault-tolerant. Throughout all
the interactions with the user, many mechanisms have been
established to control errors and allow the continued integration
of the application, maintaining all its functionalities active. The
following are some of the errors that are actually controlled by
our application.

1) Errors related to the response provided by the user have
been limited through the use of the keyboard offered by the
bot. If the user enters a nonavailable option, the application
will inform the user of the error and, later, of the possibility
to choose one out of several possible options.

2) Regarding the modification of the default parameters, the
user is guided to enter suitable parameters in terms of type
(i.e., integer, string, etc.) and ranges (in the case of numeric
parameters).

3) In the execution step, the user may introduce internal errors
related to the data and parameters previously entered when
executing the algorithm, for example, when the internal
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TABLE II
REPRESENTATION OF THE STRUCTURE OF THE EOPATH OBTAINED WHEN THE DATA ARE REQUESTED FROM THE SENTINEL HUB SERVER, WHERE T IS THE

TEMPORAL COMPONENT, N AND M ARE THE SPATIAL COMPONENTS (HEIGHT AND WIDTH), AND D IS THE NUMBER OF BANDS

Source: https://github.com/sentinel-hub/eo-learn-workshop/blob/master/notebooks/eolearn_basics.ipynb

format of the data is not correct. In these cases, if the
application detects such type of errors, it sends an alert
to the user informing that an algorithm execution failure
has occurred. At this point, the application returns to the
initial status.

H. Algorithms

The algorithms that have been implemented in the application
are the following ones (they are categorized according to their
aim).

1) Classification: We considered both supervised and un-
supervised techniques. The supervised algorithms im-
plemented areK-nearest neighbors (KNN) [126], linear
discriminant analysis (LDA) [127], multinomial logis-
tic regression (MLR) [128], random forest (RF) [129],
support vector machines (SVM) [130], multilayer per-
ceptron (MLP) [131], convolutional neural network 1D
(CNN1) [131], and convolutional neural network 2D
(CNN2) [131]. The unsupervised algorithms implemented
are KMeans [132] and spectral clustering (SC) [133].

2) Dimensionality Reduction: The algorithms (all unsu-
pervised) implemented are fast independent component
analysis (FastICA) [134], nonnegative matrix factoriza-
tion (NMF) [135], and principal component analysis
(PCA) [136].

3) Restoration: The (unsupervised) algorithm implemented
is Pansharpening [137].

4) Unmixing: The supervised algorithms implemented are
linear spectral unmixing (LSU) [138] and fully con-
strained linear spectral unmixing (FCLSU) [138]. The
unsupervised algorithms implemented are latent Dirich-
let allocation (LDA) [139], probabilistic latent semantic
analysis (pLSA) [140], and vertex component analysis
(VCA) [75].

5) Change detection: This operation is performed with the
data provided by the SentinelHub platform. This platform,
in collaboration with the European Space Agency (ESA)
through the Copernicus Program, allows to download
RS images from the most widely used satellites, such
as Sentinel-2-L1C and Sentinel-2-L2A. By selecting this
operation and the algorithm to use, the user obtains the
Sentinel-Hub datasets or uses one of the sample datasets

that are available.3 If the user decides to obtain the datasets
from the Sentinel-Hub platform, the bot will require the
necessary parameters to perform a request to the platform
server. These parameters are the upper-left and lower-right
corners of the area to be analyzed, the time interval,
the Sentinel satellite, and finally the spatial resolution of
the pixel in the image. Then, the request is sent to the
platform and a dictionary called “EOPath” is obtained.
Table II provides the content of dictionary, where the
fields “DATA” and “MASK” contain the RS images and
the corresponding labels of the requested area within the
indicated time frame. In addition, the true color of the area
to be analyzed is provided and shown to the user at the end
of the procedure. From the obtained satellite images, the
first and last scenes and the corresponding ground-truth are
selected. Once the data are obtained/selected, the change
that has occurred in that area is analyzed. The bot has
three change detection algorithms available: changes in
vegetation (obtained by fixing the vegetation class labels
and removing the rest); changes in humidity (the operation
is performed with the bands); and changes in chlorophyll
(the operation is performed with the bands of the images),
shown, respectively, in the following equations:

Humidity =
B8A−B11

B8A+B11
(1)

Chlorophyll =
B8A−B4

B8A+B4
. (2)

I. Graphical User Interface (GUI)

The general appearance of the Bot is shown in Fig. 7. The user
can enter the information requested by the Bot, use the keyboard
provided by the Bot, or type the option to execute by following
the steps specified in Section II-A. An example of how the Bot
works is shown in Fig. 8. In the example, we run the KNN
algorithm with an HSI dataset (AVIRIS Indian Pines) that will
be described in the following section.

3Several example RS images are provided by the bot, in particular an urban
scene of the city of Cáceres (in Extremadura, Spain), the Melero Meander
(Extremadura, Spain), or the Betsiboka river (Madagascar).

https://github.com/sentinel-hub/eo-learn-workshop/blob/master/notebooks/eolearn_basics.ipynb
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Fig. 7. General aspect of the application. (a) Initial screen of the Bot of Telegram. (b) General description of the Bot. (c) Bot logo.

Fig. 8. Example execution of the KNN algorithm in the Bot. (a) Algorithm selection. (b) Algorithm parameters. (c) Image and ground-truth. (d) Classification
result. (e) Classification metrics.

III. EXPERIMENTS

A. Runtime Environment

Our tests have been performed on Intel i9-9940X processor,
128 GB of DDR4 RAM, and a clock frequency of 2100 MHz
and the GPU is an NVidia Titan RTX.

B. Datasets Description

This section explains the datasets supported by the de-
veloped application. In particular, three types of optical RS
datasets have been employed: 1) standard RGB datasets, such
as UCMERCED [141] and NWPU-RESISC45 [142] datasets;
2) MSI datasets, such as Berlin and Munich datasets [143],

and 3) HSI datasets, such as AVIRIS Indian Pines and ROSIS
University of Pavia scenes [86]. Also, the final user can obtain
his/her own datasets through the SentinelHub platform. In this
sense, the developed bot provides the available options in the
corresponding menu, where the user should select between
available options to obtain the desired dataset. The proposed
application support dataset files with. mat,. tif,. png, and. jpg
extensions.

C. Case Study

In this case study, we focus on a change detection application
to demonstrate the usefulness of our application to observe the
changes that have occurred in the environment.
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Fig. 9. (a) RGB image obtained in the summer over the city of Cáceres, Spain. (b) RGB image obtained in the winter. (c) Vegetation present in the area of Cáceres
on Jul. 19, 2019. (d) Vegetation present in the area of Cáceres on Feb. 26, 2020. (e) Subtraction of both figures representing the change of vegetation. Color legend:
White is the area without vegetation and green represents vegetation.

Fig. 10. (a) Winter RGB image obtained over Melero Meander in Spain. (b) Summer RGB image obtained over Melero Meander. (c) Humidity present in Melero
Meander in Apr. 17, 2018. (d) Vegetation present in Melero Meander in Jul. 16, 2019. (e) Restoration of the images representing the change in humidity that has
occurred in the area. (f) Chlorophyll present in Melero Meander in Apr. 17, 2018. (g) Chlorophyll present in Melero Meander in Jul. 16, 2019. (h) Restoration
of both figures representing the chlorophyll change that has occurred in the area. The colors represent the degree of humidity/chlorophyll: dark blue, light blue,
orange, and red (from no humidity/chlorophyll to high humidity/chlorophyll, respectively).
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Green spaces in cities are becoming more important, as they
help to reduce environmental pollution and improve the quality
of life. In our first experiment, the Sentinel-Hub platform is used
to obtain two labeled satellite images of the same area at different
times. To visualize the change, only the labels belonging to the
vegetation class are obtained. The considered city is Cáceres,
Spain, which belongs to the region of Extremadura and was
declared a World Heritage Site by Unesco in 1986 for being one
of the most complete urban complexes of the Middle Ages and
the Renaissance.

The studied area is bounded by the coordinates (−6.40185,
39.48914) and (−6.33327, 39.45197), these being the upper left
and lower right point of the imaginary rectangle. The images
were obtained on Jul. 19, (summer) and Feb. 26, 2020(winter),
the area is represented in RGB in Fig. 9(b) and (c). In the results
obtained and presented in Fig. 9, the changes of vegetation in
the city can be observed. In Fig. 9(e), the vegetation that has
grown at that time can be also appreciated.

The second experiment focuses on studying the variation of
humidity and chlorophyll of a natural landscape. The considered
landscape is Melero Meander that forms the Alagón River in
Extremadura. This natural gem is defined by many tourism
magazines as one of the most beautiful and impressive places in
Spanish geography.

The studied area is delimited by the coordinates (−6.0875,
40.3970) and (−6.059, 40.3831), these being the upper left and
lower right point of the imaginary rectangle. The images were
obtained from the day Apr. 17, 2018 (spring) and Jul. 16, 2019
(summer), the area is represented in RGB in Fig. 10(b) and (c).

As we can observe in Fig. 10(e), the greatest change in
humidity in this time interval has occurred in the river by rising
temperatures. On the other hand, with the results obtained from
chlorophyll in Fig. 10(h), an increase in the river area can be
observed, and this leads to the presence of algae.

IV. CONCLUSION

In this article, we have introduced a new Telegram application
for the automatic processing of RS images. The application has
been developed in a Bot of Telegram as a software tool that is
easy to use, safe, and widely accessible. The app provides a
simple mechanism to include new algorithms and operations for
the processing of RS images in a simple and organized way.
Specially, if research works want to use the app, they first need
to download our code shared in github and install it, and then use
telegram bot as an interface to input the corresponding datasets
and algorithms to get the final results.

As future work, we plan to carry out the implementation of
new algorithms, both on CPUs and graphical processing units
(GPUs), and new operations related to image processing. The
current Bot allows to collect information from the Sentinel Hub
platform. A possible extension is to collect satellite images from
other platforms and/or other satellites. Finally, another possible
way to expand this application is to port it to WeChat [144],
the most famous instant messaging application in Asia, since
Telegram is mostly used in Europe and America.
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