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Spark-Enabled XDraw Viewshed Analysis

Jianbo Zhang

Abstract—Viewshed analysis is an indispensable part of digital
terrain analysis and widely used in many application domains.
High-resolution raster digital elevation model (DEM) data bring
significant computational challenges to the existing viewshed anal-
ysis algorithms, which are computationally intensive and require a
large memory space and massive computing power. The visibility
calculation can be accelerated using Apache Spark. In this article,
we present a Spark-based parallel computing approach for the
XDraw algorithm, which is composed of a tile-based raster data
storing strategy, an equivolume computing strategy, and a stream-
merging write-back strategy. The parallel implementation of the
XDraw algorithm mainly consists of three parts: partitioning a
raster DEM file into square tile sets and reorganizing these tile sets
to prevent tile overlap across data divisions of Hadoop Distributed
File System, subdividing the DEM into multiple equivolume data
sectors according to the viewpoint position, and performing the
XDraw algorithm on the corresponding tile sets of each sector
independently and writing back the viewshed results efficiently.
Experiments on real-world datasets show that the proposed com-
puting approach can achieve higher speedup and efficiency for
XDraw viewshed analysis as the raster DEM data volume is dra-
matically increased. The results also show that the approach has
also satisfactory scalability as the number of data nodes in clusters
is increased.

Index Terms—Parallel computing, Spark, viewshed analysis,
XDraw.

1. INTRODUCTION

N RECENT years, Big Earth Data Analytics becomes neces-
I sary for applying the rapidly increasing amount of Big Earth
Data [1], [2] to scientific research works and social lives. It can
discover patterns, correlations, principles, knowledge, and other
information for better responding to problems induced by global
and regional changes [3]. Viewshed analysis is a terrain-based
spatial modeling method, which can be performed on digital
elevation models (DEMs) to determine areas visible from one
or multiple specified observation viewpoints. It is a typical case
of Big Earth Data Analytics when dealing with big terrain data.
It has been widely used in scenic path planning [4], military
monitoring [5], locations selection for telecommunication facil-
ities [6], classification of cityscape areas [7], visibility of oceanic
blue space [8], forest practices planning [9], and some other
fields.
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The volume of digital terrain data has reached to an un-
precedented scale with the development of the data collection
techniques (such as LiDAR). For example, the global SRTM1
data with a resolution of one arc-second in latitude and longitude
have 10! points [10]. However, mature commercial geographic
information system (GIS) software (such as ArcGIS) cannot
perform the viewshed analysis on this huge volume of data due
to its compute-intensive execution. A computing approach to
improve the computational efficiency of the viewshed algorithm
is necessary. Parallel and high-performance computing (HPC)
has persisted as a fundamental challenge for GIS [10]. It shows
tremendous potential in advancing parallel spatial data process-
ing [11]-[14].

The basic calculation procedure of the viewshed analysis is
implemented by a line-of-sight (LoS) algorithm implemented
on a raster DEM data [15], which calculates the visibility of a
specific location through emanating a ray from the viewpoint
to the target. It will cause a lot of repeated calculation if each
ray from the target viewpoint to the grid cell of the DEM is
calculated independently. The existing viewshed algorithms can
be classified into two categories according to whether the inter-
mediate calculation results are reused: nonreusable algorithm
and reusable algorithm.

The nonreusable algorithm is relatively accurate but time
consuming due to repeated calculations. The time complexity of
this algorithm is O(n?3), where n is the number of topographic
points of the raster DEM. The R3 algorithm is a typical example
of the nonreusable algorithm [16]. It calculates the visibility of
each target cell by running a separate LOS emanating from the
viewpoint to every target cell on the grid terrain [16]-[19] It is
slow but excellent in accuracy. Although some improved algo-
rithms for the R3 were proposed to improve the computational
efficiency [20]—-[22], there is still a problem for processing large
amounts of data.

The reusable algorithm reuses intermediate calculation results
to save the time cost of repeated computations but loss of accu-
racy. The R2 algorithm and the XDraw algorithm are both the
reusable algorithms and run on O(n?) time. The R2 algorithm
belongs to the reusable approximation point method, which re-
duces the complexity by calculating the intersection of the sight
line and the DEM grid boundary by reusing the intermediate
calculation results. It is faster but lower in accuracy [23] despite
some improvements, such as the radarlike algorithm [24]. The
XDraw algorithm belongs to the reusable point-by-point out-
ward method [25]. Instead of performing the LoS calculation
to any given point on the DEM and then progressing to its
neighboring points, it emanates from the observer position on
the DEM and gathers the LoS information, which can reduce
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the calculation time compared with the R3 algorithm and gain
better calculation accuracy compared with the R2 algorithm.
Meanwhile, the spatial independency of the XDraw algorithm
makes it possible to optimize the algorithm to attain a high level
of parallelization. Therefore, the XDraw algorithm was chosen
in our implementation.

In the last decade, HPC technology has been used to accelerate
these two category algorithms when massive terrain data are
treated. Most research has focused on the design and parallel
implementation of different viewshed analysis algorithms based
on general-purpose computation on graphics processing units
(GPGPUs) [26]. For the R3 algorithm, it can gain good perfor-
mance improvement through a proper spatial domain decom-
position strategy to achieve efficient /O management [27], or a
parallel implementation using GPU-based architecture [28]. For
the R2 algorithm, some parallel implementations based on the
CUDA programming framework were presented to obtain better
computing efficiency [29], [30]. For the XDraw algorithm, many
research efforts focused on reducing I/O costs on large datasets,
including the scan-line filling method [31] and the minimum cir-
cumscribed rectangle of polygon method [32]. These efforts also
include improving the parallel efficiency and the computational
accuracy of the algorithm using GPUs [33] and optimizing the
algorithm to improve the computational efficiency for massive
DEM data [34].

In the same period, distributed computing frameworks, such
as Apache Spark, have emerged. Compared with the expensive
GPU clusters, it could organize and utilize currently idle com-
puters to provide cheap and good quality computing service.
Resilient distributed dataset (RDD) of Spark can emulate any
distributed computing, and can give applications control of the
most common bottleneck resources in clusters, such as storage
I/0, which enable RDD to support effective emulation in mostly
situations and to optimize efficiency issues caused by I/O prob-
lems [35]. This is the reason why Spark is rapidly becoming
widely used as a fast and general-purpose cluster computing
framework for large-scale data processing, such as power grid
data [33] or spatial data [36]. Meanwhile, the cloud computing
framework also provides a good solution for raster-based big
data processing [37]-[39]. The research effort on evaluating
the performance of the existing viewshed algorithms on cloud
clusters using Spark has proved the possibility of distributed
geospatial computing [40]. However, little work has been done
to develop a Spark-based parallel computing approach for the
XDraw algorithm to achieve high performance.

This article aims to present a parallel computing approach to
implement the XDraw algorithm using Spark. The implementa-
tion of the XDraw algorithm includes the following three steps.

1) Partitioning a raster DEM file into square tile sets and

reorganizing these tile sets to prevent tile overlap across
data divisions of Hadoop Distributed File System (HDES).

2) Subdividing the DEM into multiple equivolume data sec-

tors according to the given viewpoint position.

3) Retrieving the corresponding tile sets of each sector to

perform the XDraw algorithm, merging and writing back
the viewshed results.
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Fig. 1. Principle of the XDraw algorithm.

The major original contributions of this article include the

following.

1) A tile-based data storing strategy is proposed to solve the
problem of utilizing the HDFS to manage raster data.

2) An equivolume computing strategy for the distributed
framework Spark is designed to achieve parallel accel-
eration for the XDraw algorithm.

3) A stream-merging write-back strategy is introduced to
deal with persistent storage of massive viewshed results.

The remainder of this article is organized as follows. In Sec-

tion II, the XDraw sequential algorithm for viewshed analysis is
illustrated, and both the principle of the three proposed strategies
and the implementation of the parallel algorithm are described
in detail. In Section III, the computational experiments that
are designed to evaluate the performance and the accuracy of
the Spark-based approach are presented. In Section IV, the
experimental results are presented and discussed. Conclusions
and future work are presented in Section V.

II. METHODS
A. XDraw Sequential Algorithm

The basic idea of the XDraw viewshed algorithm is to obtain
the visibility of each grid cell through diffusing out from the ob-
server to its neighboring points and reusing the LoS calculation
results of them. It divides the raster DEM data according to the
eight clockwise directions of north, north-east, east, south-east,
south, south-west, west, and north-west, as shown in Fig. 1.
Given a viewpoint V in the raster DEM, the algorithm takes it as
acenter and diffuses outward in eight directions to form an initial
ring. Then, gradually diffuses out and reuses the visibility of
neighboring points to calculate the visibility of each point on the
ring. This computational process continues until the boundary
of the DEM is reached. The specific calculation process of the
algorithm is described as follows.

First, the initial ring Ry (rectangle ABCD) is obtained by
diffusing the viewpoint V outward by a grid cell in eight di-
rections (45° octants in each direction). Second, the initial ring
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Algorithm 1: XDraw Algorithm.
Input: the raster DEM A, the viewpoint V'
Output: the binary raster data B, where the cell value is 1
denotes it is visible
get viewpoint information

1

2: getinitial ring based on the viewpoint
3:  while the ring is in the DEM do
4:
5

ring < ring + 1
determine the order of the rectangles between the
two rings

6:  for each Rp; € rectangles(RT) do
7. calculate whether cells in Rp; are visible by Line
of visibility
8: if the cell is visible then
9: value < 1
10: else if the cell is not visible then
11: value +— —1
12: else
13: value < 0
14: end if
15: end for

16: end while
17:  Owutput the binary raster data

Ry (rectangle ABCD) is diffused outward to get a new ring I?;
in eight directions with each step of a grid cell. Then, the ring
R is divided into eight 45° octants to form rectangles 0—7. The
visibility of points lying in the ring R; is calculated based on the
visibility of points on the ring Ry and the elevation differences
between the points on the rectangle ABCD and the viewpoint V.
The computing sequence of the rectangles is 0, 1, 2, 3, 4, 5, 6,
and 7. By repeating the calculation steps above, the visibility of
points lying in the R;y; can be deduced from the visibility of
points on the ring R; and the elevation differences of the points
on the ring R; to the viewpoint V. The algorithm ends when the
boundary of the DEM is reached. More details of the XDraw
algorithm are described as follows.

In the aforementioned steps, steps 1 and 2 generate an initial
ring according to the viewpoint. Steps 3—16 perform the visibil-
ity calculation from the inner ring to the outer ring iteratively
until the boundary of the DEM is reached. Step 17 outputs the
binary visibility data, in which the cell value 1 represents visible,
value —1 represents invisible, and value 0 represents an invalid
value.

By analyzing the implementation of XDraw sequential algo-
rithm, we can find out that: first, the XDraw sequential algorithm
could be accelerated by means of the power of parallel comput-
ing. The eight subrectangles formed in each iterative diffusion
process do not overlap with each other, and their executions
of the viewshed algorithm are independent. Moreover, there
is no data communication and calculation results dependence
when executing. Second, the equiangular data partitioning strat-
egy adopted by the original XDraw algorithm, which could
cause load imbalance during the distributed computing process.
The location of the viewpoint may cause huge differences of the
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Fig. 2. Flowchart of the XDraw algorithm on Spark.

data volume in the eight subrectangles. For instance, when the
viewpoint position is not in the central area of the DEM (such as
on the boundary), the data amount of each subrectangle varies
greatly, which could lead to a distinctly different amount of data
allocated to each computing node in the cluster environment.
The resulting load imbalance of the distributed computing will
reduce the efficiency of parallel computing. In order to solve
this problem, this article proposed an equivolume computing
strategy to improve the parallel computing performance of the
Spark-based XDraw algorithm effectively.

B. Principle of Spark-Based Computing Approach

The distributed XDraw algorithm combines a tile-based raster
data storing strategy, an equivolume computing strategy, and a
stream-merging write-back strategy on Spark for a raster DEM
data. First, the DEM data are partitioned into square tile sets
before submitted to HDFS. Second, the DEM data are logically
subdivided into multiple equivolume sectors according to the
position of the viewpoint. Then, the Spark-based XDraw algo-
rithm is performed on each sector and their viewshed results are
saved as multiple separate files. Finally, these files are merged
into an entire file using a write-back strategy. The flowchart of
the proposed implementation of the XDraw algorithm on Spark
is illustrated in Fig. 2.

1) Tile-Based Raster Data Storing Strategy: Hadoop is an
open-source software that could utilize currently idle computers
and storage resource to provide economic and high-quality
computing service. HDFS is suitable for applications with high-
throughput access requirements for large datasets. The reason
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for using HDFS to store raster data is that the data organization of
HDFS is similar to that of raster data. HDFS adapts a data block
as a minimum storage unit. Files are split into a series of fixed
size data blocks (the default block size is 64 MB) distributed over
a cluster of data nodes [41], which take care of replication for
fault tolerance and can minimize addressing overhead. Similarly,
apyramid-band-tile hierarchical structure is often used for raster
data organization and can help to locate and access data tiles
quickly while performing raster-related analysis [42]. The size of
atile is typically smaller than that of a data block. Consequently,
multiple raster tiles can be reorganized in the form of byte stream
to fill a 64-MB division, which can further reduce the access time
to raster tiles during spatial analysis calculation.

However, there is an inevitable problem in using HDFS to
store raster data. A HDFS file is divided into 64-MB partitions.
This division method can make a computation requested by an
application be executed near the data it operates on as far as
possible. It helps minimize network congestion and increase
overall system throughput [43]. If raster data are submitted to
HDFS without any treatment, a raster tile may lie across two
divisions on different data nodes of the cluster, which could bring
out additional communication overhead. Therefore, a proper
storing strategy for raster data on HDFS should be carefully
considered.

To address this problem, a storing strategy of HDFS divisions
was proposed [44]. The main idea is to adopt a raster tile (as
opposed to a single pixel) as a minimum process unit during the
distributed computing stage. The storing strategy was designed
to work in following two steps.

1) Partition the raster data into a sequence of tile sets with
equal rows and columns, including auxiliary metadata
information.

2) Improve the data access interface of HDFS to support the
user-defined binary data format, and then submit those tile
sets to data divisions of HDFS to persistent storage.

In step (1), how to determine the size of a raster tile is

essential to solve the problem of across-HDFS division. The
tile decomposition strategy is illustrated in Fig. 3. The raster

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

e ™

[ Start )

\_ Y,
Get metadata information of DEM
and the pre-set number of sectors

]

‘ Calculate the area of each sector ‘

l

Divide the DEM into 4 triangles according to the viewpoint ‘

]

’ Calculate the vertex coordinates of each sector polygon ‘

l

Form a metadata information list for each sector ‘

Yes _Any sector—_
T left?
~__

NOVL

;- ™
[ Stop )

. /
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data are divided into multiple square tiles with a specified tile
size T

T =2"1<n < logy, min(Row, Col) (1)

where Row and Col denote the row and column numbers of the
raster data, respectively. If the row or column number of a tile is
less than 7', the blank area of the tile will be filled with an invalid
value (such as —99 999) to ensure all tiles have the same size.
The tile size should be determined dynamically according to the
volume of raster data. In most commercial GIS software, the
byte length of a raster cell is often multiples or divisors of 4 B.
For instance, in ArcGIS, a pixel consists of 4-B floating point
or integer-type data. Therefore, in this article, 256 was selected
as the size of a raster tile in order to ensure each HDFS division
containing 512 whole raster tiles. The exceptional situation of
one tile across two divisions is thus avoided.

2) Equal-Volume Computing Strategy: The original 45°
equiangular data partitioning strategy of the XDraw algorithm
could cause load imbalance during the distributed computing
process when the viewpoint lies on the boundary of the DEM.
Therefore, an equivolume computing strategy was proposed to
deal with this problem. The main idea is to adopt an equivolume
condition as a criterion for logical partitioning of the DEM.

A raster DEM with M rows and N columns can be regarded
as a rectangle whose height is M and width is N, which could
be subdivided into multiple equivolume sectors according to the
position of the viewpoint and the preset number of sectors. The
crucial step of the equivolume computing strategy is to determine
the starting point and ending point of each sector. Also, the lower
left corner point of the DEM is regarded as the reference coor-
dinate origin (0,0). The flowchart of the equivolume computing
strategy is illustrated in Fig. 4.
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TABLE I
CALCULATION PROCESS OF THE LOCATION OF EACH SECTOR
Vertices of the sector Vertex coordinate X Vertex coordinate Y
both on AB X=N;xSx2/Y Y =0
one on AB and one on BC X=Col-1 Y = (N;*S—Syap) *2/X
both on BC X=Col-1 Y =(N;*S—Syap)*2/(Col —1-X)
one on BC and one on CD | X = Col — 1 — ((N; xS — Sy ap — Sypc) *2/(Row —1-Y)) Y =Row—1
both on CD X=Col—1-((Ni*S=Syap —Svpc)*2/(Row—1-Y)) Y = Row -1
one on CD and one on DA X=0 Y = Row—-1-((N;*S —Syap — Svec — Svep) *2/X)
both on DA X=0 Y:Row—l—«Ni*S—SVAB—SVBc—SVCD)*Q/X)
WY 4) Generate a metadata information list for each sector. The
DL R 4K EIRM MBR of each sector can be calculated according to the
\ ) 4 3 viewpoint coordinate and the vertex coordinates of each
< A sector polygon. Take as an example, the MBR AEGH of
e N A 7 I the sector VAE is obtained by comparing the minimum
SEEL - and maximum values of its three vertex coordinates. By
repeating the steps above, a metadata information list for
H G each sector is formed in terms of the following format
+ - . F described in Table II.
AN ~ 3) Stream-Merging Write-Back Strategy: In addition to data
N RS organization and computation, the persistent storage of the
o) 3 = 5 X viewshed results is also an important issue. After each sector

- .
Sector boundary Rectangular diagonal

Fig. 5. Equal-volume partitioning strategy.

The implementation of this strategy includes the following
four steps.

1) Calculate the area of each sector according to metadata

information of the DEM and the preset number of sectors

S = (Row * Col) /N 2)

where Row and Col denote the row and column numbers
of the DEM separately, respectively, and N denotes the
number of sectors.

2) Divide the DEM into four triangles according to the view-
point and the minimum bounding rectangle (MBR) of the
DEM.

3) Calculate the vertex coordinates of each sector polygon.
The calculation starts with line VA and is carried out an-
ticlockwise. The starting point of the next sector polygon
is the ending point of the previous sector polygon, and
the ending point of the last sector polygon is the reference
coordinate origin A.

Specifically, the four basic triangles (triangles VAB, VBC,
VCD, and VDA composed of dotted lines shown in Fig. 5)
generated by Step 2) are the foundation of this calculation
process. The unknown vertices of each sector polygon
are determined by comparing the area of the three basic
triangles (Svag, Svec, and Sycp) with the area of the
sector S. According to the location of the sector, the
calculation process can be summarized in Table L.

Here, N; denotes the number of each sector ranging from
0 to the number of sectors minus one.

has performed the Spark-based XDraw algorithm, its viewshed
results will be transformed from key-value RDDs to byte array
to save in a separate file, and then these files are merged into a
whole file on HDFS. This work needs to be done by launching a
Spark executor. An executor is responsible for carrying out the
tasks making up the Spark application and returning the results to
a Spark driver. In order to implement the conversion and merging
of viewshed results, each sector must allocate a chunk of memory
of the same size as the product of the rows and columns of
the raster DEM. When the memory space size required by all
sectors exceeds that of the current executor, the executor fails to
deal with massive output viewshed results. Therefore, a proper
write-back strategy on Spark should be concerned.

A stream-merging write-back strategy was proposed to ad-
dress this problem. Its main idea is to first allocate a memory
space with equal size to that of the viewshed results of each
sector, and then calculate the global position of each valid grid
cell relative to the raster DEM and finally write the viewshed
results of each sector into a complete result file on HDFS. There
is acrucial step that needs to be considered in the implementation
of the write-back strategy. The number of a grid cell in a sector
is a local value calculated in terms of the vertex coordinates
of each sector polygon. It should be converted into a global
offset according to metadata information of the sector before its
viewshed results are written to the final result file. The flowchart
of the proposed write-back strategy is illustrated in Fig. 6.

The implementation of this strategy includes the following
four steps.

1) Read the columns of tiles in the DEM and the preset

number of sectors from DEM metadata information.

2) Obtain the MBR from the metadata information of each

sector.

3) Read grid cells in the sector in turn, and calculate the global

offset for each valid cell in the final result file based on the
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TABLE II
METADATA INFORMATION LIST OF THE SECTOR

Metadata Item Numeric Type Meaning Bytes
SectorNo Short Sector number 2
StartPoint Point(X,Y) The starting point of the sector 8
EndPoint Point(X,Y) The ending point of the sector 8

RectangleStart Point(X,Y) The left lower corner of the sector’s MBR 8

RectangleEnd Point(X,Y) The upper right corner of the sector’s MBR 8

TABLE III

METADATA INFORMATION

Metadata Item Numeric Type Meaning Bytes
TileSize short Byte size of a tile 2
ColNum Integer Columns of the raster 4
RowNum Integer Rows of the raster 4

xMin double Minimal x of the raster 8
xMax double Maximal x of the raster 8
yMin double Minimal y of the raster 8
yMax double Maximal y of the raster 8
zMin double Minimal z of the raster 8
zMax double Maximal z of the raster 8
TileColNum Integer Columns of tiles 4
TileRowNum Integer Rows of tiles 4
AddColNum Integer Columns of invalid-value added 4
AddRowNum Integer Rows of invalid-value added 4

4) Merge and write the viewshed results each sector into a
complete result file on HDFS, and loop till all sectors have

v
Get metadata information of DEM been pI'OCCSSGd.
and the pre-set number of sectors

Start

l
v

Read thellmetz:‘data information C Alg()ri[h}’l’l Implementati()n
ist of a sector
. 1) PFartition Algorithm for Raster Data on HDFS: The tile
CHICU}?(;E thde gkflbél f}ﬁfset otf each partitioning algorithm includes the following three steps.
g b 1) Obtain the metadata information of the given raster file,
Yes ' and calculate the rows and columns of tiles using a prede-
<Ay cell lef2> fined tile size (TileSize = 256)
No
Merge and write thev viewshed results of ROWNum/TﬂeSiZe —+ 1
each sector to a whole file on HDFS f (R N mmOdTleS . o ;é 0)
if (RowNu ileSiz
x TileRowNum = o
Yes An{ ;e:tor ROWNUm/TllCS]Ze
e if (RowNummodTileSize = 0)
Stop “)
Fig. 6. Flowchart of stream-merging write-back strategy. COlNum/ TileSize + 1
if (ColNummodTileSize # 0
TileColNum = ( . 70)
following formula: ColNum/ TileSize
if (ColNummodTileSize = 0)
index = [RectangleStart.Y’ (5)

+ i/ (RectangleEnd X — RectangleStart. X )] Then, generate a metadata file according to this infor-

x TileColNum + [RectangleStart. X mation to provide sufficient information for subsequent

% (RectangleEn d.X — RectangleStart. X)} Lrgi;r;znftiall::ons. Table III lists the information of the

3) 2) Partition a raster file into tile sets according to a tile
where ¢ denotes the number of a grid cell in a sector, with 256 rows and 256 columns. Note that the tile size
TileColNum denotes columns of tiles illustrated in Ta- (256 x 256) gives rise to the condition of less than one
ble III, and RectangleStart and RectangleEnd denote the tile during the execution of the partition algorithm. It could
left lower and upper right corner of the sector’s MBR be resolved by filling the blank with an invalid value. The

illustrated in Table II, respectively. procedure is as follows.
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Fig. 7. Partitioning method for georaster.

1) Create a tile dataset file, and partition the raster file in
terms of the method shown in Fig. 7.
2) Calculate the rows and columns of invalid values added

TileRowNum % TileSize — RowNum

if (RowNum mod TileSize # 0)

AddRowNum =
if (RowNum mod TileSize = 0)
(6)
TileColNum * TileSize — ColNum
AddColNum — if (ColNum mod TileSize # 0)

if (ColNum mod TileSize = 0)
(N

3) For each tile, perform the following steps.

1) If the column number of a tile is less than TileSize,
the blank at the end of each row is filled with an
invalid value set by the number of AddColNum to
form a whole tile.

2) If the row number of a tile is less than TileSize, the
blank at the end of each column is filled with an
invalid value set by the number of AddRowNum to
form a whole tile.

3) Other complete tiles are derived from the raster file
directly.

3) Upload these two files to HDFS. The metadata file is
stored at the master node, whereas the tile dataset file is
distributed throughout all data nodes.

2) Equivolume Computing Algorithm on Spark: In order to
reduce the data transferring overhead during the execution of
the Spark task, the DEM is divided into multiple equivolume
sectors using the proposed strategy described in the part 2 of
Section II-B. More details of the algorithm are described in
Algorithm 2.

In the aforementioned steps, steps 1-3 carry out the equivol-
ume division on the DEM to obtain multiple sectors and their
metadata information list. In Steps 4-17, a series of RDD opera-
tions are performed on each sector to get its RDD(index, value)
prepared for the following viewshed algorithm, where index

2023

Algorithm 2: Equal-Volume Computing Algorithm on
Spark.

Input: the tile sets 7, the viewpoint V'
Output: sector RDD (index, value)
1: get metadata information of DEM and the preset
number of sectors

2: get sectors using the equal-volume computing strategy
3: store the metadata information of all sectors
4: foreach S; € sectors(S) do
5: retrieve tiles by MBR of the S;
6:  for each T; € tiles(T') do
7: tile RD D (index, value) <
binary Records(tile)
8: real RDD{index,value) < map(tile RDD)

9: end for
10:  rectangle RDD(index, value) <

union(real RDD)
11:  for each cell(index,value) € rectangle RDD do
12: if the cell is not in the S; then
13: index < —1,value < invalid value
14: end if
15: end for

16:  sector RDD({index,value) +
rectangleRDD. filter(index > 0)

17:  end for

18:  Output the sector RDD(index,value)

denotes the global index of each grid cell and value denotes
the elevation of the cell. Specially, the map (tile RDD) in step 8
represents the calculation procedure of the global index of each
grid cell.

3) XDraw Algorithm Based on Spark: Each sector performs
the Spark-based XDraw algorithm. The viewshed results of all
sectors are merged using the proposed write-back strategy to
generate the visibility raster data saved in HDFS. More details
of the implementation of the Spark-based XDraw algorithm are
described in Algorithm 3.

In the aforementioned steps, steps 1-23 carry out the XDraw
viewshed algorithm on the RDD of each sector, and save the
sector’s viewshed results as a separate file on HDFS. Steps 24-33
merge and write back the viewshed results of all sectors into a
whole file on HDFS. Step 34 outputs the visibility rater data.

III. EXPERIMENTS AND RESULTS
A. Datasets

The performance and accuracy of the proposed computing
approach in this article were evaluated using the DEM of
Australia.! To determine the impact of varying the data volume
on the parallel performance, four elevation datasets of different
size were used to test the effectiveness of the proposed approach
via data resampling. Meanwhile, to determine the variation

![Online]. Available: https://data.gov.au/data/dataset/da926e47- 1cd8-4dc9-
b859-cbc18¢29d858
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Algorithm 3: Spark-Based XDraw Algorithm.

Input: sector RD D, the viewpoint V'
Output: the visibility raster B

I: foreach S; RDD € sector RDD(S) do
2: hashmap RDD(1, hashmap(index, value))
aggregateByKey (S; RDD)
3: calculate reference coordinates of the viewpoint V'
4: get initial ring based on the viewpoint
5: while the ring is in the DEM do
6: ring < ring + 1
7: determine the order of the rectangles between the
two rings
8: for each Ry; € rectangles(RT) do
9: for each cell € Rp; do
10: calculate the elevation value of the cell
11: end for
12: calculate whether cells in Rp; are visible by the
XDraw algorithm
13: if the cell is visible then
14: value < 1
15: else if the cell is not visible then
16: value < —1
17: else
18: value < 0
19: end if
20: end for
21: end while
22: write the sectors viewshed results to a file
23: end for

24: get metadata information of DEM and the pre-set
number of sectors
25: for each F; € sector result files(F') do

26: read F; and get the metadata information list of a
sector

27:  for each cell € sector cells(C) do

28: if the cell is visible then

29: calculate the global offset of the cell

30: end if

31: end for

32: Merge and write the sectors viewshed results to the
final file

33:  end for

34:  Owutput the visibility raster data

of computation time over different topographic features, three
different kinds of viewpoints were selected for each dataset.
They included a pit, a peak, and a point in flat areas. All dataset
files listed in Table IV were saved in extended GRD format (the
Surfer grid file format of GoldenSoft).

The elevation map of Australia is shown in Fig. 8.

B. Hardware Environment

A computer cluster with two name nodes and eight data nodes
was used as the hardware platform. These nodes are linked by
100-Mb/s Fast Ethernet. There are 57 cores in the compute
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Fig. 8.  Elevation map of Australia.

nodes of this cluster in all. The CentOS 6.5 operating system,
Hadoop 2.6.0, and JDK 1.7 are used for each computer node.
Meanwhile, a workstation with ArcGIS 10.1 installed was used
to execute the experimental algorithm to compare preprocessing
and calculation time with those of the cluster. It has 1 Intel(R)
Xeon(TM) E3-1225 CPU, 12 GB of memory, and 1 TB of
storage.

C. Experimental Designs

Five experiments were conducted to test the parallel perfor-
mance of the three proposed strategies, which are as follows.
Note that each experiment was repeated five times to obtain
an average computing time. The computing time here refers
to the execution time for running spark tasks, and the data
preprocessing time was also recorded to be compared with it.

1) To investigate the effectiveness of the proposed comput-
ing approach on parallel performance, both the viewshed
analyst tool of ArcGIS on the workstation and the XDraw
algorithm implemented on the cluster were executed using
four datasets and three kinds of viewpoints.

2) To compare the preprocessing time and the calculation
time of ArcGIS with those of the cluster, the respective
time overheads in two environments described in experi-
ment 1) were recorded.

3) To verify the calculation accuracy of the Spark-based
XDraw algorithm, the R3 algorithm implemented on the
workstation was chosen as a reference. The viewshed
analyst tool of ArcGIS on the workstation and the XDraw
algorithm implemented on the cluster were both executed
using four datasets and three kinds of viewpoints.

4) To testthe scale-up performance of the proposed approach,
the Spark-based XDraw algorithm was executed using
four datasets and three kinds of viewpoints on two clusters
with four and eight computational nodes, respectively.

5) To examine the effectiveness of the stream-merging write-
back strategy, the Spark-based XDraw algorithm was car-
ried out on four datasets and three kinds of viewpoints by
adopting the strategy or not.
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TABLE IV
AUSTRALIA ELEVATION DATASETS

Dataset Size(GB) Grid-cell size Columns Rows Grid cells
Gridl 1.05 87 x8” 18450 15300 282285000
Grid2 2.69 57x5” 29520 24481 722679120
Grid3 7.47 37x3” 49200 40801 2007409200
Grid4 16.8 27x2” 73800 61201 4516633800

Fig. 9.

D. Performance Evaluation

The speedup ratio and accuracy ratio were used to measure
the performance of the proposed approach. The speedup ratio is
defined as the ratio between the computing time of the viewshed
analysis executed not on the cluster and that of implemented on
the cluster. Its equation is as follows:

Tno on cluster
S _ t lust (8)

Ton cluster

where S is the speedup ratio, Ty on cluster 1S the computing time
of the viewshed algorithm not on the cluster, and T4, cjuster 18
the computing time of the viewshed algorithm adopting the
proposed strategies on the cluster.

The accuracy ratio is defined as the ratio between the numbers
of visible grid cells calculated by not using the R3 algorithm and
those of using the R3 algorithm. Its equation is as follows:

N, not using R3

AR = €))

N, using R3

where AR is the accuracy ratio, Nysing r3 18 the numbers of visible
cells of the R3 algorithm, and Ny usingr3 18 the numbers of
visible cells calculated by other algorithms (ArcGIS or XDraw).

E. Results

The viewshed overlapping maps are shown in Fig. 9, which
employs the R3, and the Spark-based XDraw and the ArcGIS
algorithm implemented on the same dataset Grid3 and three
different viewpoints. When computing such a large dataset as
Grid4, the viewshed analyst tool of ArcGIS fails to obtain the
viewshed results. Detailed experimental results and discussions
are shown in Section I'V.

(b)

Viewshed overlapping maps generated by three algorithms. (a) Pit viewpoint. (b) Peak viewpoint. (c) Flat viewpoint.

IV. DISCUSSIONS

For all five experiments in this section, 256 x 256 is selected
as the tile size. Except for the experiment shown in scale-up
performance of the approach, which uses 4 and 8 computational
nodes for comparative experiments, the other four experiments
use eight computational nodes.

A. Effectiveness of the Approach on Parallel Performance

The computing performance results shown in Fig. 10 and
Table V indicate that the computational efficiency of the Spark-
based XDraw algorithm is improved significantly as the amount
of data increases. First, the use of the proposed tile-based storing
strategy has a compounded influence on the acceleration of
the XDraw algorithm because the basic unit of storage and
computation is a raster tile rather than a grid cell. This approach
is more suitable for coarse-grained data access requirements and
computing characteristics of the distributed framework Spark.
Second, the influence of the amount of data on the performance
of the algorithm cannot be ignored. A larger amount of input
data corresponds to a higher potential speedup. This is due to
the time cost in job initialization for the distributed framework
occupies a high percentage of the overall computing time when
the data size is relatively small. The initialization work includes
allocating CPU, memory, and other resources for each container
before the task is started. Finally, the position of the viewpoint
on the terrain directly affects the performance of the algorithm.
In this experiment, when the viewpoint is a pit, the execution
time of the XDraw algorithm is fewest under the conditions of
three kinds of viewpoints. By contrast, when the viewpoint is
a peak, the execution time of the algorithm is longer than that
of the two other kinds. This is because the XDraw algorithm
is based on the LoS algorithm and diffuses outward based on
the visibility of adjacent points around the viewport. When the
viewpoint is a pit, the visible areas are relatively small and the
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Fig. 10.  Comparisons of the execution time of ArcGIS and the XDraw algorithm. (a) Pit viewpoint. (b) Peak viewpoint. (c) Flat viewpoint.
TABLE V
RESULTS OF THE COMPUTING TIME AND SPEEDUP RATIOS OF ARCGIS AND XDRAW (TIME UNIT: MIN)
DataSet Viewpoint ArcGIS XDraw Speedup ratio
pit 15.00 10.13 1.48
Gridl peak 17.87 10.80 1.65
flat 15.77 10.41 1.51
pit 38.83 24.07 1.61
Grid2 peak 49.45 26.44 1.87
flat 42.58 25.16 1.69
pit 128.20 48.51 2.64
Grid3 peak 141.08 50.51 2.79
flat 135.45 49.38 2.74
pit - 71.41 -
Grid4 peak - 75.50 -
flat - 73.71 -
TABLE VI
TIME COMPARISON OF THE PREPROCESSING AND CALCULATION (TIME UNIT: MIN)
Dataset | Viewpoint - ‘ArcGIS - = - : 'XDraw - -
Pre-processing | Calculation | Proportion of pre-processing | Pre-processing | Calculation | Proportion of pre-processing
pit 7.58 15.00 33.57% 0.74 10.13 6.81%
Gridl peak 7.58 17.87 29.78% 0.74 10.80 6.41%
flat 7.58 15.77 32.46% 0.74 10.41 6.64%
pit 20.67 38.83 34.74% 1.02 24.07 4.07%
Grid2 peak 20.67 49.45 29.48% 1.02 26.44 3.71%
flat 20.67 42.58 32.68% 1.02 25.16 3.90%
pit 63.23 128.20 33.03% 2.85 48.51 5.55%
Grid3 peak 63.23 141.08 30.95% 2.85 50.51 5.34%
flat 63.23 135.45 31.83% 2.85 49.38 5.46%
pit 140.00 - - 9.89 71.41 12.16%
Grid4 peak 140.00 - - 9.89 75.50 11.58%
flat 140.00 - - 9.89 73.71 11.83%

computational overhead is less. Instead, the visible areas are
relatively large when the viewpoint is a peak, which increases
the computational overhead as a result.

B. Time Comparison of the Preprocessing and Calculation

The time spent on preprocessing cannot be ignored either in
a single machine environment or under a Hadoop cluster. In this
experiment, the main jobs of preprocessing in ArcGIS include
reading from HDD, partitioning data into blocks, performing
pixel statistics, and compressing data. In contrast, the main job
of the proposed storing strategy is to partition a raster file with
Surfer grid file format into tile sets, and submit them to HDFS.
The time-consuming results shown in Table VI indicate that
with the increase of the amount of data, the preprocessing time

of ArcGIS is nearing one-third of the entire calculation time in
a single computer environment, and is much longer than that of
the cluster. Instead, the time cost of tile partitioning is only a
small portion of the computing time when using the proposed
strategy under Hadoop. Although the preprocessing time is not
short, this process only needs to be done once. Once multiple
input raster data layers have been preprocessed, they can be
manipulated repeatedly with diverse terrain analysis algorithms,
and the performance improvement is obvious.

C. Accuracy Comparison of Algorithms

In the experiment, the R3 algorithm was selected as a ref-
erence because of its superior accuracy. The R3 algorithm
calculates the visibility of each grid cell by running a separate
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TABLE VII

NUMBERS OF VISIBLE GRID CELLS OF THREE ALGORITHMS
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Datasct Viewpoint Number of visible grid cells Accuracy ratio
P R3 ArcGIS XDraw ArcGIS XDraw
pit 6072126 5797605 6051643 95.48% 99.66%
Gridl peak 29296093 28369874 28920244 96.84% 98.72%
flat 10278537 9884614 10153648 96.17% 98.78%
pit 13729891 13082838 13674410 95.29% 99.60%
Grid2 peak 67635096 65440991 66652638 96.76% 98.55%
flat 23530907 22592941 23206318 96.01% 98.62%
pit 33193997 31527392 33018135 94.98% 99.47%
Grid3 peak 167789113 162238136 165130689 96.69% 98.42%
flat 57672268 55277329 56876850 95.85% 98.62%
pit - - 63077028 - -
Grid4 peak - - 326552906 - -
flat - - 111419421 - -
140 140 140
£ 100 £ 100 £ 100
£ £ £
'é 60 g 60 g 60
3 40 ° % 40 g 40 ¢
20 © 20 ° 20 °©

18450*15300 29520*24481 49200*40801 73800*61201

Four datasets of diffierent size

(2)

Fig. 11.

LoS emanating from the viewport to every grid cell on the raster
DEM. Similarly, the R3 algorithm fails to work when dealing
with dataset Grid4. In Table VII, the accuracy ratios of ArcGIS
and the XDraw algorithm are calculated by using the numbers
of visible grid cells of the R3 algorithm as a benchmark.

The accuracy ratio results listed in Table VII show that overall
computational accuracy of the Spark-based XDraw algorithm is
relatively higher than that of ArcGIS implemented on the first
three datasets. Furthermore, the position of the viewpoint on the
terrain has a direct influence on the accuracy of the calculation.
When the viewpoint is a pit, the accuracy of ArcGIS is the
lowest under the conditions of three kinds of viewpoints, and the
accuracy of the XDraw algorithm is the highest. The accuracy
of the XDraw algorithm is 4.3% higher than that of ArcGIS
on the whole. By contrast, when the viewpoint is a peak, the
accuracy of the XDraw algorithm is the lowest among the three
conditions, and that of ArcGIS is the highest. In this case, the
accuracy of the XDraw algorithm is only 1.8% higher than that
of ArcGIS. This is due to the principle and implementation of
the XDraw algorithm. When the viewpoint is a pit, the invisible
areas are relatively large and errors caused by the algorithm are
reduced accordingly. Instead, the invisible areas are relatively
small when the viewpoint is a peak, which leads to errors in the
algorithm increasing as a result.

D. Scale-Up Performance of the Approach

In this experiment, the Spark-based XDraw algorithm was
carried out under the condition that the number of computational
nodes is four and eight, respectively, due to the constraints

18450*15300 29520*24481 49200*40801 73800*61201

Four datasets of diffierent size

(b) (©)

18450*15300 29520*24481 49200*40801 73800*61201

Four datasets of diffierent size

Comparisons of the execution time of different number of computational nodes. (a) Pit viewpoint. (b) Peak viewpoint. (c) Flat viewpoint.

of the cluster hardware environment, also using four datasets
and three kinds of viewpoints. In Fig. 11, the horizontal axis
represents four datasets of different size, and the two broken lines
represent the number of computational nodes. The execution
time results in Fig. 11 and Table VIII indicate that the proposed
computing approach exhibits satisfactory scalability on Hadoop
clusters. The computing time decreases stably as the number of
computational nodes increases. It is because additional nodes
improve task parallelism and distribute the raster tile sets more
evenly on these nodes, which contribute to computation near
storage under Spark.

E. Effectiveness of the Stream-Merging Write-Back Strategy

The computing performance results shown in Table IX in-
dicate that the acceleration of XDraw algorithm under Spark
also derives a lot of benefit from the use of stream-merging
write-back strategy. First, the implementation based on the
proposed strategy writes the viewshed results of each sector
to multiple small files and then merge them into a large file.
Compared with the conventional method that needs allocating
a large memory space according to the rows and columns of
the raster DEM, the write-back strategy has obvious advantages
in processing big data. Second, a larger amount of output data
corresponds to a higher potential speedup. It is because the time
cost of job initialization and information exchange occupies a
high percentage of the overall write-back time when the data
size is relatively small. As the amount of data increases, the
parallel efficiency employing the write-back method is improved
significantly.
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TABLE VIII
TIME COMPARISON OF DIFFERENT NUMBER OF COMPUTATIONAL NODES (TIME UNIT: MIN)
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DataSet Viewpoint lember of computational no(ées
pit 13.63 10.13

Gridl peak 14.61 108
flat 14.01 10.41

pit 31.04 5407

Grid2 peak 34.48 26.44
flat 32.98 25.16

pit 76.24 4851

Grid3 peak =555 =051
flat 7776 4938

pit 1215 7141

Grid4 peak 124.13 7535
flat 12331 7371

TABLE IX

RESULTS OF THE COMPUTING TIME AND SPEEDUP RATIOS (TIME UNIT: MIN)

Dataset Viewpoint Not adopted Adopted Speedup ratio
pit 15.57 10.13 1.54
Gridl peak 16.56 10.80 1.53
flat 15.92 10.41 1.53
pit 34.73 24.07 1.42
Grid2 peak 36.24 26.44 1.37
flat 35.56 25.16 1.41
pit 92.24 48.51 1.90
Grid3 peak 95.09 50.51 1.88
flat 93.91 49.38 1.90
pit - 71.41 -
Grid4 peak - 75.50 -
flat - 73.71 -

V. CONCLUSION

Viewshed analysis plays an important role in the study of the
digital terrain model. Its execution process can become compu-
tationally intensive as data size increases. The XDraw algorithm
can achieve desirable computing performance for analyzing
large terrain datasets by exploiting the distributed computing
capability of Apache Spark. In this article, we presented a
Spark-based parallel computing approach for the XDraw al-
gorithm, which integrated a tile-based raster data storing strat-
egy, an equivolume computing strategy, and a stream-merging
write-back strategy. First, the basic idea of the proposed tile-
based storing strategy is to take a raster tile as the minimum
process unit during the calculation phases to reduce the data
transferring overhead of the distributed computation. Second,
the equivolume computing strategy is beneficial for achieving
efficient load balancing to improve the parallel performance of
the viewshed analysis. Finally, the proposed write-back strategy
contributes to deal with persistent storage of massive viewshed
results. The experimental results showed that the Spark-based
XDraw algorithm dramatically reduced the computing time and
achieved satisfactory speedups, and it had higher computational
efficiency and accuracy than the commercial GIS software.

In future work, we will plan to collect additional high-
resolution data and conduct assessment of the proposed com-
puting approach using real-world geospatial applications. Then,
we will conduct the experiment in a cluster, which is composed
of better configured computational nodes. Furthermore, through
the experiment, we found that the overhead of the I/O operation
of the viewshed analysis was much higher than that of the
calculation. We will also investigate how to further optimize our
strategies to gain higher efficiency and accuracy. In addition,

whether the proposed computing approach has a suitable adapt-
ability to other global operators of map algebra, such as surface
or hydrologic analysis, would be verified through follow-up
experiments. The last but not the least, the experimental com-
parison with the GPU-based implementation was not presented
in this article because of the huge differences between the two
computational frameworks (Spark and GPGPU) in the princi-
ple and implementation methods. On the other hand, existing
geodistributed computing frameworks presented in the literature
(such as Hadoop-GIS, Spatial Hadoop, Spatial Spark, GeoSpark,
and STARK) rarely involve the georaster analysis. We will
continue to search for some suitable georaster computational
frameworks and conduct quantitative comparisons with them.
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