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Affinity Matrix Learning Via Nonnegative Matrix
Factorization for Hyperspectral Imagery Clustering

Yao Qin

Abstract—In this article, we integrate the spatial-spectral infor-
mation of hyperspectral image (HSI) samples into nonnegative ma-
trix factorization (NMF) for affinity matrix learning to address the
issue of HSI clustering. This technique consists of three main com-
ponents: 1) oversegmentation for computing the spectral-spatial
affinity matrix; 2) NMF with the guidance of the obtained affinity
matrix; and 3) density-based spectral clustering on the final affinity
matrix. First, the HSI is oversegmented into superpixels via the
entropy rate superpixel algorithm. The spectral-spatial affinity
matrix is defined based on the class-consistency assumption of all
the HSI samples in each superpixel and the similar HSI samples
between adjacent superpixels. Second, to integrate the spectral-
spatial information into NMF, the obtained affinity matrix is used
to guide the iterative process of NMF. The spectral-spatial affinity
matrix is then weighted by the affinity matrix in the obtained
low-dimensional subspace to form the final affinity matrix. Third,
density-based spectral clustering is applied to the final affinity
matrix to obtain clustering maps. Experimental results on three
public benchmark HSIs demonstrate that the proposed method
is superior to the considered state-of-the-art baseline methods on
both the computational cost and clustering accuracy.

Index Terms—Affinity matrix, hyperspectral image (HSI),
nonnegative matrix factorization (NMF), oversegmentation,
remote sensing, spectral clustering.

I. INTRODUCTION

INCE contiguous spectral information on a wide range of
S the electromagnetic spectrum can be captured by hperspec-
tral sensors [1]-[6], hyperspectral images (HSIs) have been em-
ployed in various remote sensing applications, such as mineral
exploration [7], land-cover classification [8], etc. As the funda-
mental technique in these applications, HSI classification is usu-
ally addressed in the framework of supervised learning, such as
support vector machines [9] and deep learning techniques [10].
However, supervised learning always requires labeled samples
for training the model. Therefore, when only unlabeled samples
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are available, the issue turns to be unsupervised classification,
namely clustering. Ideally, clustering can assign similar samples
to a group that corresponds to one specific class. However,
clustering is always a difficult task for both the machine learning
and remote sensing communities because of the nonconvex
structure and the intraclass divergence of samples. Furthermore,
the large spectral variability caused by multipath scattering,
nonhomogeneous mixing of pixel-level spectra, and variations
in sun-canopy-sensor geometry still make the HSI clustering a
challenging task [11].

Generally, clustering methods proposed by the machine learn-
ing community can be divided into the following five categories
based on their working mechanisms [12]:

1) centroid-based,

2) density-based,

3) biological-based,

4) graph-based; and

5) deep learning-based methods.

Conventional methods of centroid and density-based clus-
tering include k-means [13], fuzzy c-means (FCM) [14], k-
means++ algorithm [15], fuzzy c-means with spatial constraint
(FCM_S) algorithm [16], and fast search and find of den-
sity peaks (FSDP) algorithm [17]. Inspired by these typical
clustering methods, several HSI clustering methods have been
proposed, such as Markov random fields-based clustering al-
gorithm [18], the spectral-spatial diffusion learning (DLSS)
method that combines a geometric estimation of class modes
with a diffusion-inspired labeling [19]. The biological-based
clustering algorithms try to employ the biological models to
achieve HSI clustering, such as automatic fuzzy clustering
method based on adaptive multiobjective differential evolu-
tion [20] and adaptive multiobjective memetic fuzzy clustering
algorithm [21]. The graph-based clustering methods are highly
popular algorithms, which work by embedding the data in the
eigenspaces of the Laplacian matrices and applying k-means
on this representation to obtain the clusters [12]. Based on the
sparse subspace clustering (SSC) method [22], spatial weighted
SSC (SwSSC), SSC incorporating spatial information (SSC_S),
spatial sparse subspace clustering (S*SSC) [23], l5-norm regu-
larized SSC (L2SSC) [24], and adaptive spatial-spectral neigh-
borhood selection [25] have been proposed for HSI clustering.
Recently, a novel total variation (TV) regularized collaborative
representation clustering with a locally adaptive dictionary al-
gorithm for HSI has been proposed in [26]. In addition to these
methods, deep clustering methods have been recently proposed
and the deep embedding of samples is usually achieved via
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autoencoder models. Typical deep clustering methods include
the deep embedded clustering [27], the information maximiz-
ing self-augmented training (IMSAT) techniques [28], deep
k-means clustering [29], deep self-evolution clustering [30],
deep subspace clustering [31], and deep clustering with varia-
tional autoencoder [32]. As a pioneer work, the IMSAT method
combines fully connected network and regularized information
maximization (RIM) that optimizes an intuitive information-
theoretic objective function which balances class separation,
class balance, and classifier complexity [33]. Please refer to [34]
for detailed introduction of deep clustering methods. Inspired
by the success of deep clustering, the pioneer work of deep HSI
clustering method, namely LSSD, is proposed in [1] and the
discriminative deep embedding of HSI samples are learned by
training a siamese network based on the (dis)similar sample pairs
derived from the set-to-set and sample-to-sample distances. The
unsupervised broad learning is first applied for HSI clustering
by using a graph regularized sparse autoencoder [35].

Additionally, in order to address the issue of large HSI clus-
tering, several methods based on anchor graph, affinity learning
and matrix factorization (MF) are proposed to achieve less
computational cost. The fast spectral clustering with anchor
graph method first constructs the anchor graph by incorporating
the spatial information of HSI and then spectral analysis is effi-
ciently achieved [36]. The scalable graph-based clustering with
nonnegative relaxation employs the orthonormal constraint with
nonnegative relaxation to build a novel graph-based clustering
model and the clustering indicators are directly obtained [37].
The mutual nearest neighbor information is used to merge the
segmented results obtained by k-means method in [38] and the
clustering stages make use of multiple subspaces obtained by
deploying a local band selection approach. The heuristic meth-
ods, including genetic algorithm, harmony search, and particle
swarm optimization are used to explore the effects of the heat
kernel parameters aiming to analyze the embedding quality of
the graph affinity matrix [39]. The joint spatial-spectral informa-
tion is effectively incorporated into the proximity graph matrix
of which the block diagonal structure is amplified by the “con-
ductivity method” to improve the clustering performance [40].
The optimization of affinity propagation method is introduced to
take into account the presence of identical objects in the samples
to be partitioned and adapts the preference parameter to each
object for HSI clustering [41]. Inspired by the success of MF
in hyperspectral unmixing, a robust manifold method consisting
of two MF components (RMMF) for HSI clustering is proposed
in [42] and the clustering indicators can be directly obtained via
the second MF component. The Sketch SSC method is applied
for large HSI clustering by extending integrating it with a spatial
prior in [43].

The success of the abovementioned methods in HSI clustering

can be mainly concluded as the following four aspects.

1) The nonconvex structures of HSI samples are captured by
the graph-based method, such as the anchor graph-based
methods and SSC-based methods.

2) The spatial information is well exploited in various ways,
such as the spatial constraint in FCM_S, TV constraint
and the segmented superpixels used in LSSD.

3) With the aid of distance measure of HSI samples derived
from spectral-spatial information, the obtained deep dis-
criminative features in LSSD can be easily used to achieve
state-of-the-art clustering result.

4) The MF has shown its essential advantage in subspace
learning and dimension reduction, thus suitable for HSI
clustering if it is well employed.

However, there are several shortcomings of the abovemen-
tioned methods that have hinder their clustering performance,
such as the large computational costs of the LSSD method and
SSC-based methods, the inaccurate similarity based on original
spectral features in the RMMF method.

To simultaneously reduce the computational cost and achieve
accurate affinity for HSI clustering, we propose a framework
to integrate the spectral-spatial information into the nonneg-
ative matrix factorization (NMF) for affinity matrix learning
(NMFAML). The merits of the proposed NMFAML method are
as follows. First, compared with LSSD and SSC-based meth-
ods which involve corresponding iterations of training of the
Siamese network and computation of coefficient matrix C, the
iterative multiplication operation of the NMF algorithm requires
less computational cost. Second, similar to the LSSD method,
the proposed NMFAML method can be summarized as affinity
measure learning of HSI samples which takes advantage of the
merits of both spaital-spectral information and NMF, whereas
the original spectral similarity in the RMMF method fails to
discover the true affinity between HSI samples.

Specifically, the proposed technique consists of three main
components:

1) HSI oversegmentation for the generation of spectral-

spatial affinity matrix;

2) generation of NMF-based affinity matrix with the guid-
ance of spectral-spatial affinity matrix; and

3) density-based spectral clustering on the weighted matrix
of both spectral-spatial and NMF-based affinity matrix.

To be more specific, oversegmentation is first achieved by
applying the entropy rate superpixel (ERS) algorithm and the
superpixel number is estimated by detecting the continuous
edges of a binary edge map derived from the first principal com-
ponent of the HSI. Since the superpixel is oversegmented, it is
reasonable to regard the samples of each superpixel as belonging
to the same class. Meanwhile, it is feasible to believe that the cor-
responding subsets of two neighboring superpixels with largest
similarity may belong to the same class. From this viewpoint,
the spectral-spatial affinity matrix is generated in a structured
and sparse way. Second, the spectral-spatial affinity matrix is
employ as a general graph regularization in the iterative process
of NMF. By preserving the graph structure of the spatial-spectral
information, the proposed NMF algorithm can have more dis-
criminating power than the typical NMF algorithm [44] and
then the related affinity matrix can be easily obtained. Third, the
spectral-spatial and NMF-based affinity matrices are weighted
and then fed into the density-based spectral clustering algorithm.
To summarize, the contribution of the proposed NMFAML
method are twofold. First, a novel method of learning accurate
affinity matrix of HSI samples is proposed by integrating the
spatial-spectral information derived from HSI samples in each
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Fig. 1. Illustration of the proposed NMFAML method for HSI clustering. (Best viewed in color).

superpixel and similar HSI samples between spatially adjacent
superpixles with the NMF algorithm. Second, comprehensive
experiments on three benchmark HSIs have been conducted to
demonstrate the superiority of the NMFAML method in terms
of computational cost and clustering accuracy.

The rest of the article is organized as follows. The proposed
methodology of HSI clustering is presented in Section I and the
convergence analysis is given in Section III. Section I'V describes
the experimental setup and results. Section V summarizes the
contributions of our research.

II. PROPOSED METHOD

As shown in Fig. 1, the proposed NMFAML algorithm con-
sists of the following three main steps:

1) HSI oversegmentation;

2) NMF of HSI samples; and

3) density-based spectral clustering.

Specifically, oversegmentation is first employed to generate
the spectral-spatial affinity matrix and it can be divided into
two components, i.e., estimating number of superpixels and
oversegmentation via the ERS algorithm. Second, the obtained
spectral-spatial affinity matrix is integrated into the iterative
process of NMF algorithm and the NMF-based affinity matrix
is then constructed. Third, the spectral-spatial and NMF-based
affinity matrices are weighted to form the final affinity matrix
to achieve the clustering result via the subsequent FSDP-based
spectral clustering. In the following, conventional NMF and
FSDP algorithms, the implementation details of the proposed
NMFAML method are subsequently described.

A. Conventional NMF Algorithm

For simplicity, the HSI samples are denoted as X € RV,
where d and N are the dimension and total number of HSI
samples, respectively. Assume that X can be factorizedas UV,
where U € R¥7, V € RV*4s and d; is the factorization di-
mension. Then the NMF loss of X is written as || X — UV 1| |2,
where matrices U 0 and V 0. The corresponding objective
function is defined as

: o T2

B. FSDP Algorithm

Given the samples X € RIxN | d;; denotes the Euclidean
distance between samples x; and x;. For each sample z;, two
quantities are defined, i.e., its local density p; and its distance
0; from samples of higher density [17]. Specifically, the local
density p; of sample z; is defined as

pi=y_ x(diy —d) 2)
j

where x(y) = 1ify < 0 and x(y) = 0 otherwise, d.. is a cutoff
distance. The quantity d; is computed as the minimum distance
from the sample x; to any other sample with higher density
Jipj>pi

For the sample with the highest density, §; is defined as
max;(d;;). Since ¢; is much larger than the conventional nearest
neighbor distance only for samples that are local or global
maximum in the density, the samples with large values of d;
can be recognized as cluster centers. Once the cluster centers
are found, all other samples are assigned to the corresponding
clusters as their nearest neighbor of higher density.

C. Oversegmentation

To achieve the oversegmentation of HSI, the principal com-
ponent analysis (PCA) is first used to decompose the HSI and
the 2-D map of first principal component is obtained. Then
the 2-D binary edge map is generated by applying the canny
detector to the HSI map and the number of continuous edges es-
timated through the 8-connected component labeling algorithm!
is considered as the superpixel number Ng. Given the superpixel
number Ny and the 2-D map of first three principal components
M3 ., the oversegmentation is achieved by employing the ERS
method? [45]. Specifically, the ERS method maps the image to a
graph G = (P, E), where the vertexes P and the edge weights
E denote the samples in M3, and the pairwise similarities

![Online]. Available: https://ww2.mathworks.cn/help/images/ref/bwconn
comp.html

2[Online]. Available: https:/github.com/mingyuliutw/EntropyRateSuper
pixel
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between samples, respectively. The objective function includes
the entropy rate of the random walk on G and a balancing term
encouraging clusters with similar sizes, reducing the number of
unbalanced superpixels. When the optimization process of the
ERS method finishes, N; connected subgraphs corresponding
to homogeneous superpixels are generated.

As shown in Fig. 1, since the affinity matrix is used as the
guidance of NMF, it is expected to generate accurate affinity ma-
trix. Indeed, with the aid of affinity matrix, the low-dimensional
samples obtained by NMF are expected to include the spectral-
spatial information, facilitating achieve better final clustering
performance. Specifically, the spectral-spatial information is
expected to be integrated into the factorized samples as the
following objective function:

min [[VF = VI Zgpl[f &
where Zpo € RN*N
spatial information.

In order to generate accurate affinity, we define the matrix
Z ;> based on the following two assumptions of superpixels.

1) Since the superpixels are obtained through oversegmen-
tation, the samples in each superpixel are probable to belong
to the same class, which indicates that each sample in the
superpixel can be linearly represented by other samples in the
same superpixel, i.e.,

is the affinity matrix related to spectral-

; = Prix1 + P2ia + - + BNTN, )

where N is number of samples in the kth superpixel and
x; (i =1,--- Ni) denotes the samples in the superpixel. The
corresponding affinity matrix Z"*"® can be constructed as

gintra _ Bji, ifr; and x; belong to the kth superpixel ©)
It 0, otherwise.
For simplicity, samples x; (j = 1,.. ., N}) are regarded to con-

tribute equally to the representation of sample x;. Therefore, the
value of /3;; herein equals to Nik

2) It is obvious that the matrix Z*"® is formed as a
block-diagonal structure of the affinities within superpixels,
which lacks the affinities between spatially adjacent superpixels.
Clearly, if the block-diagonal structure of Z"'"® is directly
applied into the constraint [see (4)], the matrix V is probable
only with similar affinities within superpixels, instead of the
affinities within classes. Therefore, it is essential to take the
affinities of samples belonging to different superpixels into
consideration to fuse the affinities within superpixels. Indeed, if
the samples belonging to the spatially adjacent superpixels have
the smallest distances, it is feasible to believe that they belong to
the same class. Therefore, the affinities between samples of spa-
tially adjacent superpixels are exploited and the corresponding
affinity matrix is denoted as Z‘"*¢" for simplicity. Fig. 2 gives
an illustration of spatially adjacent superpixels. Specifically, we
assume that the kth superpixel Xy is the centering superpixel
and the /th superpixel X; is adjacent with X,. Then the subset
of X}, composing of N; samples having the overall smallest
distance to X; is extracted and each sample ¥ in the subset is
supposed to be represented by the samples :Jcé (j=1,...,N9)

Fig.2. Illustration of the spatially adjacent superpixels, where superpixels 1-5
are neighboring with superpixel 0. (Best viewed in color).

Algorithm 1: Z***" Construction.

Input: HSI superpixels, N1, Na, k=1.
Output: Z"ter,

1: Repeat:

2:  Select the kth superpixel Xy, and [=1.

3: Repeat:

4: Select the [th adjacent superpixel of X} and denote
it as X},

5: Compute the pairwise distance between X, to X! .

6: Extract the N; samples of X}, having overall the
smallest distance to X .

7 For all extracted samples x;, compute the
nonnegative affinity coefficients of the Ny samples
in X% having smallest distances to x;.

8: Fill the affinity coefficients into Z*™¢",

9: =1+ 1.
10: Until all adjacent superpixels of Xy, are selected.
11: k=k+ 1.

12: Until all superpixels are selected.

with the smallest distances in X;. For better illustration, we
denote the assumption as intersuperpixel affinity. Different from
the assumption of equal contribution of all samples belonging to
the same superpixel in the definition of matrix Z 2, the affinity
coefficients are solved as a nonnegative linear least-squares
problem as follows:

k l l l
T; = Q1T + QT + -+ QN iT N, » Vi > 0. (7)

Therefore, all the affinity coefficients finally form the matrix
Ziter which is defined as

ginter _ | Qs if z; and x;have intersuperpixel affinity ®)
Ji 70, otherwise.

Algorithm 1 gives the implementation details of matrix Z/"*¢"
construction.

With the two class-consistency assumptions of HSI samples
within and between superpixels, each sample can be represented
by the samples of the same superpixel and samples from adjacent
superpixels with the smallest distances. Therefore, in order to
better exploit both affinities, the spectral-spatial affinity matrix
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is formulated as the weight of Z"*"® and Z'"*" i.e.,
Zspo = hoZ'" + (1 — 1o)Z"" )

where A € [0, 1] is tradeoff coefficient. Note that the rationale
of the definition of Z,» lies in the representation formulations
of (5) and (7). In this way, the affinities of both intrasuperpixels
and intersuperpixels are well combined.

D. NMF of HSI Samples

Prior to NMF of HSI samples, the joint spectral-spatial fea-
tures of HSI are extracted by using the first four principal
components. Specifically, the first four components in the local
region of 3 x 3 pixels surrounding each sample are flattened
and appended to the raw HSI spectral features to form the
joint spectral-spatial features. For better illustration, when the
dimension of the raw spectral features is denoted as d, the
dimension of the spectral-spatial feature is d + 36.

Integrating the constraint of matrix Z,> into NMF gives the
final optimization problem as follows:

min [[X—UV|[{+2 [V = VT Zp| [, U0, VO (10)

where X; is a nonnegative tradeoff coefficient for controlling
the importance of spectral-spatial affinity. Then two Largrange
multipliers are introduced and the final function is defined as

1 A
L= 3IX=UVT; + TV = VIZapllf

+ Tr(®UT) + Tr(TVT). )

1) Updating U: The partial derivatives of £ with respect to
Uis
oL

ou
Using the KKT conditions ®;5u,,=0, the following are ob-
tained:

=-XV+UVTV 4+ 0. (12)

—(XV)itir, + (UVTV)puz = 0. (13)
These equations lead to the following updating rules:
XV);
Uip %uik. (14)
(UV V)i

2) Updating V: The partial derivatives of £ with respect to
Vis
oL

e ~XTU+VUTUH U+ (I-Zgp0)(I-Z)

sp2

)V.
(15)
By using the KKT conditions W;;v;,=0, the following are
obtained:
(XTU-2 M V) 505+ (VUTU 4+ Mo V) v, = 0
(16)
where M; and M, denote Zp + ZSTp2 and I+ ZSPQZEPZ,

respectively. These equations lead to the following updating
rules:

T .
XTU+ MM V) an

Vg
T (VUTU + ML V)i

Algorithm 2: Proposed NMFAML Method.

Input: HSI samples, cluster number C, parameters N7 and

Ny, parameters Ag, A1 and As.

Output: Clustering map.

: Estimate the number of superpixels.

: Oversegment by using ERS method.

: Compute matrix Z**"® according to (6).

: Compute matrix Z"**" according to Algorithm 1.

: Compute matrix Z,2 according to (9).

: Extract joint spectral-spatial features using PCA.

: Compute matrices U and V according to (14) and (17),
respectively.

: Compute matrix Z according to (20).
9: Obtain spectral embedding using Z.

10: Apply the FSDP method to the spectral embedding.

NN BN~

(o]

Finally, we normalize U and V as follows:?

Uik

Uity ¢ —— (18)
Zkle Uik
df
Uik < Uik Y Uik (19)
k=1

E. Density-Based Spectral Clustering

Once the NMF of HSI samples is achieved, each sample
x; is modeled as the low-dimensional sample v;. Given the
spectral-spatial constraint of Z,y,, and the intrinsic merit of
NMF algorithm, the low-dimensional matrix V shows more
discriminative power than X. However, since there may exist
errors in the affinity matrix Z,2, such as the nonzero affinity
coefficients between samples belonging to different classes, it
is difficult to obtain satisfactory performance by directly ap-
ply typical clustering method (such as k-means) on matrix V.
Therefore, spectral clustering is employed and the final affinity
matrix used is defined as follows:

Z = )\2Zsp2 + (1 - )"Q)anf (20)
where A5 € [0, 1] is a tradeoff coefficient and the normalized
matrix Zyys is obtained by applying the K -nearest neighboring
algorithm on matrix 'V with 0-1 weighting. Specifically, the
value of Z7 P is set to 1 only if the sample v, is the K-nearest

neighbor of sample v; via Euclidean distance and szm §=0
otherwise. The value of parameter K is empirically set to 20.
When the spectral embedding of Z is obtained, FSDP* method is
used to discover the true clustering centers, facilitating achieving
accurate clustering maps. The implementation details of the
proposed NMFAML method are illustrated in Algorithm 2.

3[Online]. Available: http://www.cad.zju.edu.cn/home/dengcai/Data/ GNMF.
html

4[Online]. Available: https:/people.sissa.it/laio/Research/Res_clustering.
php
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III. CONVERGENCE AND ANALYSIS

A. Proof of Convergence

Apparently, since the loss in (10) is nonnegative, we only
need to prove that the loss is nonincreasing in the iterative
process of NMFAML. Meanwhile, the updating rules of matrix
U is exactly the same as the conventional NMF, keeping the
loss nonincreasing when updating U. Thus, we only need to
prove the convergence under the updating rule of V. Similar to
the convergence proof of graph regularized NMF in [46], the
auxiliary function approach is employed. In the following, we
begin with the introduction of the auxiliary function.

Definition: A(v,v') is an auxiliary function of F'(v) if the
following two conditions are satisfied:

A(v,v") > F(v), A(v,v)

Then we can reach the following lemma: if A(v,v’) is an aux-
iliary function of F'(v), then the value of F'(v) is nonincreasing
under the following updating rule:

v = argmin A(v,v™®).
v

= F(v). Q1)

(22)

Thus, we only need to prove that the updating rule of V satisfies
(22) with a proper A(v, v'). The objective function of NMFAML
algorithm is formulated as

1 A
L= X-UVYi+ SV = VIZgal[f. 23)

We then consider the derivatives related to the element v, as
follows:

vy = (X U+ VU UHA (1= Zep2) I-Z05) V] (24)
(UT0)ip+ 11 [(T=Ziopa) T—Z 5 )] aa

where Fab and Fl;’b are the first-order and second-order deriva-
tives, respectively.
The auxiliary function A (v, v") can be defined as

A(v,0%)) = Fap(0l8)) + FLy (o)) (0 — o))
. (VUTU)ap + 1[I+ Zsp2ZL5) Vs

F, = 25)

(U (f) )2 (26)

Qvéfb)
Proof: Obviously, A(v,v) = Fy(v). In the following,
A(v,v") > F(v) is proved by using the Taylor series expansion
of Fap(v), i.e

Fap(v) = Fup(02)) + FLy(0) (v — o)

4 S U O+~ 2o (- 2 a0 -0l

27)
Comparing the A(v, ab) with the Taylor series expansion of

F,,(v), it is clear that we only need to prove the following:

(VUTU)ap + AT+ Zep2ZL 5 )
O]
ab

> Fy. (28)

We have

(VUTU),, > oY (UTU), (29)

407
and
[(I + ZSPQZspQ)V]ab 2 [(I_ZSPz)(I Zsp2)V] b
N
=3 (1= Zyo)(I-22 )00y
j=1
> (I=Zgp2)(I- ZspQ)aavfztb) (30)

Therefore, the two conditions of auxiliary function are satisfied

and the updating rule of v, is obtained by solving (22) as

follows:

_ (XTU + )\1M1V)ab ’U(t)
(VUTU + 1Mo V)a, ©

(t+1) _
ab

&1V

where M; and M; denote Zgp,» + zt p2 and T+ ZSPQZ
respectively.

sp2»

B. Computational Complexity Analysis

The computational complexity mainly contains three parts:
ERS algorithm for oversegmentation, iterative process of NMF,
and density-based spectral clustering. First, the complexity of
ERS algorithm is averagely O(Nlog(/N)). Second, since the
iterative process of the NMFAML method is similar to GNMF,
the computational cost is O(I Ndd ). Note that the computation
of Zgo Zsp2 is omitted as it is sparse and computed only once.
Third, the main computational cost of spectral clustering cost
lies in the SVD of Z with complexity O(N? C'). Therefore, the
total computational cost of the proposed NMFAML method is
O(Nlog(N) + INdds + N? C).

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

In this section, the datasets, the baseline methods, and the
evaluation metrics are first introduced. The parameter sensitivity
of the proposed NMFAML method analysis is presented. Then,
the qualitative and quantitative clustering results are reported
to demonstrate the effectiveness of the NMFAML method. All
experiments are conducted on a PC with 3.50 GHz Intel i7 CPU
and 8.0 GB memory.

A. Experimental Setup

1) Datasets: The following three publicly available bench-
mark HSIs are employed to validate the robustness of the pro-
posed NMFAML method.

1) The subset of Indian Pines image> obtained by the air-
borne visible infrared imaging spectrometer (AVRIS) over
Northwestern Indian Pines contains 200 spectral featurs
of 145 x 145 pixels and four main land-cover classes
are considered: corn_n_t, grass, soybeans_n_t and soy-
beans_m_t.

The Salinas-A image® captured AVRIS over Salinas Vally
contains 224 bands of 86 x 83 pixels and 6 different classes
represent mostly different types of crops.

2)

3[Online]. Available: http://www.ehu.eus/ccwintco/index.php/Hyperspectral
_Remote_Sensing_Scenes
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(b) (d)

(e) ®

Fig. 3. Datasets used in our experiments. (a) Color composite image and (b)
ground truth of the IPS scene. (c) Color composite image and (d) ground truth of
the SA scene. (e) Color composite image and (f) ground truth of the PUS scene.
(Best viewed in color).

TABLE I
NUMBER OF LABELED SAMPLES FOR IPS, SA, AND PUS DATASETS

1PS SA
Class GT Class GT

391
1343

PUS
Class GT

616 63
1525 1345
674 Bare soil 2559
Lettuce_r7 799 860
Bricks 94
SO 3!

3) The subset of Pavia University image® collected by the
reflective optics spectrographic image system (ROSIS)
sensor contains 103 spectral reflectance bands of 200 x
100 pixels and eight classes are considered herein: asphalt,
meadows, tree, metal sheet, bare soil, bitumen, bricks, and
shadows.

For simplicity, we denote the three datasets as IPS, SA, and
PUS, respectively. Fig. 3 and Table I give the qualitative and
quantitative ground truth (GT) of the three HSIs, respectively.

2) Baseline Methods: Several clustering approaches are em-
ployed as baseline methods, including four typical baseline
methods (FCM [14], FCM_S [16], FSDP [17], RIM [33]),
MF-based method (RMMF [42] and NMF [44]), two SSC-based
methods (SSC-S and S4C [23]), DLSS [19], TV [26] and deep
learning-based method (LSSD [1]). Note that since it is difficult
to reproduce the best results of the baseline methods on different
datasets, we then compare the proposed NMFAML method with
the corresponding state-of-the-art methods for different datasets,
i.e., SSC-S and S4C methods for the IPS scene, DLSS and
LSSD methods for the SA scene, TV and LSSD methods for
the PUS scene. Meanwhile, the clustering performance of other
baseline methods (FCM, FCM_S1, FSDP, RIM, RMMEF, and
NMF methods) on all the three scenes are reported. Table II
illustrates all the methods used in the experiments and their
parameter settings.

Regarding the proposed NMFAML method, we fix the pa-
rameter setting for all the three scenes to better demonstrate the
efficiency. Empirically, the neighbor number in the construction
of matrix Z,,,, is set to 20 for the three scenes. Note that five

trials of the clustering have been performed to ensure the stability
of the results.

B. Evaluation Metrics

Generally, the overall accuracy (OA), average accuracy (AA),
normalized mutual information (NMI) and the Kappa statistics
are used to numerically evaluate the accuracy of the clustering.
The OA® can be computed using the Kuhn-Munkres algo-
rithm [47] and is defined as

SN #{G; = map(C;)}
N

where map denotes the one-to-one permutation between GT
labels and clustering labels, G; and C; are the GT label and
clustering assignment produced using the clustering algorithm
for x;, respectively. In addition, the visualization of the affinity
matrices Z,p2 and Z, and the decision graphs of FSDP are
employed to validate the effectiveness of the affinity matrices.
The computational times of all methods for the three scenes are
also reported to describe the computational load.

OA = max

(32)

C. Parameters Sensitivity Analysis

In order to evaluate the proposed method in terms of universal
parameter setting, the IPS scene and the corresponding ground
truth are used for achieving the optimal parameter setting,
whereas the PUS and SA scenes are employed for validation.
In detail, the main parameters of the NMFAML method are the
three tradeoff coefficients, i.e., Ao, A1, and Ao.

First, since Ag and A, are directly related to the construction
of affinity matrix Z, the value of X; is set to 0.5 to discuss the
two parameters. In fact, the optimal values of 1y and 1o can be
analyzed as follows.

1) Since the superpixels is achieved by oversegmentation,
it is believed that the intrasuperpixel class consistency is
relatively more reliable than intersuperpixel class consis-
tency, indicating that the value of Aq is expected to be
larger than 0.5.

2) Different from the superpixels that only consider the
affinity of each sample with the samples in its spatially
adjacent area, the low-dimensional samples obtained by
NMF discover both local and global affinity of the whole
hyperspectral image.

Consequently, compared with the affinity matrix Zy, it is
expected that more emphasis should be be placed on Z,,,y,
which means that the optimal value of A5 should be smaller than
0.5. Fig. 4(a) illustrates the mean OAs over five trials with respect
to different values of Ay and A5 for the IPS scene. Generally,
larger value of Ao results in poorer clustering accuracy, indicat-
ing that it is difficult to obtain satisfactory performance if only
superpixels-related affinity matrix Z,o is used. It can be also
noticed that the value of Ay ranging from 0.6 to 0.8 is relatively
preferable for better and sustainable accuracy. Consequently, Aq
and A, are set to 0.7 and 0.2, respectively. The corresponding

5[Online].
Clustering.html

Available:  http://www.cad.zju.edu.cn/home/dengcai/Data/
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TABLE II
IMPLEMENTATION DETAILS OF ALL THE METHODS

No. Methods Note Parameter settings
1 FCM> [14] a typical baseline for clustering. #
2 FCML_S [16] adopt spatial features in the image segmentation. window size: 3 X 3, spatial weight o=0.05.
3 FSDP* [17] classical density-based clustering method. #
4 RIM® [33] simultaneously cluster the data and train a discriminative classifier. sweep A across [0.001,10]
5 RMMF [42] robust manifold matrix factorization for clustering. #
6 SSC-S [23] sparse subspace clustering incorporating spatial information. *
7 S4C [23] sparse subspace clustering with spectral-spatial structural information. *
8 DLSS’ [19] diffusion inspired labeling incorporating spectral-spatial information. *
9 TV [26] regularized collaborative representation with a locally adaptive dictionary. *
10 LSSD [1] learn deep embedding based on two distance measures. *
11 NMF [44] spectral clustering on the affinity matrix obtained by typical NMF. #
12 NMFAML non-negative matrix factorization for affinity matrix learning. A0=0.7, A1=0.6, A2=0.2, N1=50 and N2=100.

#The corresponding source codes are used.
“The results in the corresponding literature are reported.
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Fig. 4. Mean OAs obtained by the proposed NMFAML method on the IPS scene using different values of (a) Ag and X2, (b) A1. (Best viewed in color).

weights of matrices Z'"*, Z'*", and Z,,,,,s are 14%, 6%, and
80%, respectively.

Second, the value of A; ranging from 0.01 to 10 are considered
with A and A fixed as 0.7 and 0.2, respectively. Fig. 4(b) shows
the corresponding clustering accuracy over five trials and the
maximum value of mean OA reaches more than 94%. Therefore,
the value of A, is set to 0.6.

Furthermore, as shown in Fig. 5, we have elaborated the effect
of the number of principal components when obtaining spectral-
spatial features on clustering. One can note that the clustering
accuracies of the SA and PUS scenes are more stable than that of
the IPS scene. However, the empirical setting that four PCs are
used can achieve acceptable clustering accuracies for the three
scenes.

OA (%)

65 I I I 1 1 1 1 1

D. IPS Scene number of PCs

The clustering maps of IPS scene obtained by the different
methods are shown in Fig. 6. One can observe that there is
some noise in the clustering map obtained by the proposed

Fig.5. Mean OAs obtained by the proposed NMFAML method on all the three
scenes using different number of PCs. (Best viewed in color).
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()

Clustering maps of the different methods on the IPS scene. (a) FCM (OA = 62.24%), (b) FCM_S (OA = 62.40%), (c) FSDP (OA = 61.15%), (d) RIM

(OA =171.24%), (e) NMF (OA = 74.17%), (f) RMMF (OA = 67.48%), (g) SSCS (OA = 68.12%), (h) S4C (OA = 70.08%), (i) NMFAML (OA = 97.02%), and

(j) ground truth. (Best viewed in color).
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(Best viewed in color).
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Decision maps of the different methods on the IPS scene. (a) FSDP, (b) NMF, and (c) NMFAML. The clustering centers are marked by the green rectangle.

TABLE III
MEAN CLUSTERING ACCURACIES FOR THE IPS SCENE. THE BEST TWO RESULTS FOR EACH ROW ARE REPORTED IN BOLD AND UNDERLINED, RESPECTIVELY. THE
PROPOSED METHOD OUTPERFORMS ALL BASELINE METHODS

Class FCM  FCM_S  FSDP RIM NMF  RMMF  SSCS S4C NMFAML
Corn_n_t 44.78 45.77 39.70  52.70  35.32 41.99 58.05 61.00 75.42
Grass 99.86  100.00  100.00 99.89 100.00  87.40 100.00  100.00 100.00
Soybean_n_t  60.79 59.84 82.51  82.90 47.19 0.00 68.85 65.30 100.00
Soybean_m_t  57.64 57.80 49.48 5212 93.56 98.91 64.76 65.28 95.15
OA (%) 62.24 62.40 61.15 65.32  73.57 67.48 68.12 70.08 92.25
AA (%) 71.06 70.79 74.38  71.27  80.37 63.97 AN AN 93.91
Kappa (%) 47.60 47.78 4749 5294  60.10 48.16 55.45 58.25 88.85
NMI (%) 43.09 43.22 46.16  44.79  47.25 41.51 AN AN 81.99

\ The results in the corresponding literature are not reported.

NMFAML method [see Fig. 6(i)], which may be caused by
the strategy of exploiting affinity between superpixels. How-
ever, the clustering map of the NMFAML method shows less
scattered noise than other baseline methods, facilitating better
overall clustering performance with OA of 97.02%. Meanwhile,
the NMF method shows better accuracy than other baselines,
validating that the effectiveness of the combination of MF and
spectral clustering techniques. In addition, the decision graphs
in the process of density-based clustering of FSDP, NMF, and
NMFAML methods are shown in Fig. 7. Clearly, the clustering
centers obtained by the NMF and NMFAML methods have
larger densities (large values of §) than the FSDP method. There-
fore, it can be deduced that the low-dimensional representation
V is more discriminative than original HSI features.

Table III reports the mean quantitative evaluation of the clus-
tering results over 5 trials on the IPS scene. It is clear that the

FCM, FCM_S, and FSDP methods are inferior to other methods
resulting in lowest mean OAs of 62.24%, 62.40%, and 61.15%,
respectively. Among all the baseline methods, the NMF and
S4C methods obtain the best clustering performances (mean
OAs of 73.57% and 70.08%, respectively) by exploiting MF
and the spatial contextual information, respectively. However,
the proposed NMFAML method achieves a significantly higher
OA (92.25%) with main improvements lie in the “Corn_n_t”
and “Soybean_n_t” classes, with class accuracy increments of
more than 14.42% and 17.10%, respectively.

E. PUS Scene

The clustering maps of the PUS scene obtained by all the
methods are shown in Fig. 8. Clearly, the proposed NMFAML
method outperforms all the other methods with large margin of
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Fig. 8.

) : i )

Clustering maps obtained via different methods on the PUS scene. (a) FCM (OA=54.10%), (b) FCM_S (OA=54.06%), (c) FSDP (OA=54.21%), (d)

RIM (OA=68.94%), () NMF (OA=62.92%), (f) RMMF (OA=78.20%), (g) TV (OA=79.67%), (h) LSSD (OA=87.40%), (i) NMFAML (OA=96.26%), and (j)

ground truth. (Best viewed in color).

P
(a)

Fig. 9.
(Best viewed in color).
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(b) ©

Decision maps of the different methods on the PUS scene. (a) FSDP, (b) NMF, and (c) NMFAML. The clustering centers are marked by the green rectangle.

TABLE IV
MEAN CLUSTERING ACCURACIES FOR THE PUS SCENE. THE BEST TWO RESULTS FOR EACH ROW ARE REPORTED IN BOLD AND UNDERLINED, RESPECTIVELY.
THE PROPOSED METHOD OUTPERFORMS ALL BASELINE METHODS

Class FCM FCM_S  FSDP RIM NMF  RMMF TV LSSD NMFAML
Asphalt 0.00 0.00 0.00 0.00 0.00 0.00 98.82 0.00 0.00
Meadows 68.75 82.03 0.00 57.34  46.09 0.00 99.61 36.74 80.00
Tree 0.00 0.00 0.00 0.00 100.00 98.41 66.67  100.00 80.32
Metal Sheet  36.30 37.34 37.57  92.02  54.49 99.39 100.00  100.00 99.95
Bare soil 47.71 43.06 69.52  58.05  64.25 97.46 68.58 94.83 100.00
Bitumen 100.00  100.00  100.00 99.93 99.44 98.60 97.33  100.00 100.00
Bricks 34.04 42.55 0.00 0.00 0.00 0.00 0.00 97.87 52.98
Shadows 100.00  100.00  100.00 99.50  99.50 91.14 0.28 100.00 58.78
OA (%) 53.99 54.06 54.21  67.57 61.94 78.20 79.67 83.79 87.83
AA (%) 48.11 49.22 41.37  46.56  59.77 54.51 63.72 80.80 74.90
Kappa (%) 44.45 45.31 41.51  58.76  51.97 69.74 74.59 78.16 83.58
NMI (%) 61.41 60.94 68.34  71.51  69.23 74.55 78.14 80.91 86.50

mean OA of 96.26%, whereas the largest mean OA obtained
by the baseline methods is 87.40% (achieved by the LSSD
method). Furthermore, scattered noise can hardly be found in the
clustering map of NMFAML method, whereas FCM, FCM_S,
FSDP, and NMF methods produce much noise with lowest mean
OA of 54.10%, 54.06%, 54.21%, and 62.92%, respectively. In
addition, the corresponding decision graphs in the process of

density-based clustering of FSDP, NMF, and NMFAML meth-
ods are shown in Fig. 9. Obviously, the NMF and NMFAML
methods are superior to the FSDP method with clustering centers
having larger densities (large values of §).

Table IV reports the quantitative clustering performance ob-
tained by all the methods over five trials on the PUS scene.
It is clear that the proposed NMFAML method is superior to
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Fig. 10.

Clustering maps of the different methods on the SA scene. (a) FCM (OA=81.53%), (b) FCM_S (OA=81.68%), (c) FSDP (OA=63.00%), (d) RIM

(OA=83.75%), (¢) NMF (OA=86.31%), (f) RMMF (OA=98.20%), () DLSS (OA=84.76%), (h) LSSD (OA=99.89%), (i) NMFAML (OA= 99.57%), and (j)

ground truth. (Best viewed in color).
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Fig. 11.  Decision maps of the different methods on the SA scene. (a) FSDP, (b) NMF, and (¢) NMFAML. The clustering centers are marked by the green rectangle.

(Best viewed in color).

TABLE V
MEAN CLUSTERING ACCURACIES FOR THE SA SCENE. THE BEST TWO RESULTS FOR EACH ROW ARE REPORTED IN BOLD AND UNDERLINED

Class FCM  FCM_S FSDP RIM NMF RMMF DLSS LSSD NMFAML

Brocoli_gwl  99.74 99.74 99.49  79.74 99.34  99.74 100.00  100.00 100.00
Corn_sgw 31.57 32.27 0.00 43.77  44.63  96.72 40.43  100.00 98.85
Lettuce_r4 95.78 95.29 0.00 96.72  97.99  94.16 100.00  100.00 100.00
Lettuce_r5 100.00  100.00  100.00 79.44 99.99  100.00  99.87  100.00 100.00
Lettuce_r6 99.85 99.85 99.70  99.73 99.82  99.26 99.11 99.85 99.55
Lettuce_r7 94.87 94.99 98.00 97.17 99.20  98.75 99.12 98.77 99.35
OA (%) 81.53 81.66 63.00 77.70 85.67  98.20 84.76 99.80 99.56
AA (%) 86.65 86.77 51.10  81.71 90.43  98.34 90.18 99.86 99.55
Kappa (%) 77.49 77.65 52.95 72.86 8247  97.75 81.39 99.75 99.45
NMI (%) 81.04 81.21 56.33  80.13 88.27  94.76 88.24 99.28 98.48

other methods with largest mean OA of 87.83%. Among all
the baseline methods, the recently published TV and LSSD
methods achieves the best two clustering performances (mean
OAs of 79.67% and 83.79%, respectively) by exploiting the
spatial information based on local dictionary and deep learning
technique, respectively.

F. Salinas-A Scene

The examples of the clustering maps obtained by the different
methods on the SA scene are shown in Fig. 10. One can note that
comparable clustering accuracies are obtained by the RMMF,
LSSD and NMFAML methods with OA of 98.20%, 99.89%,

and 99.57%, respectively. In detail, compared with the clustering
map of LSSD, the clustering map of NMFAML has noise on
the edge of different classes, which leads to a slight reduction
in clustering accuracy. Meanwhile, although the NMF method
achieve better performance than the DLSS method, they both
fails in the clustering of the “Corn_sgw” class [see the deep
green color in Fig. 10(e) and (g)]. Fig. 11 gives the density-
based decision graphs of FSDP, NMF and NMFAML methods.
It can easily seen that the low dimensional representation of HSI
samples obtained by NMFAML method is more distinguishable
with clustering centers of apparently large densities.

To further illustrate the clustering performance, Table V
reports the mean quantitative evaluation of the clustering
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Fig. 12.
Z sp2 of NMFAML, and (c) matrix Z of NMFAML.
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Illustration of affinity matrices obtained by the NMF and NMFAML methods on the three classes of the IPS scene. (a) Matrix Z of NMF, (b) matrix

TABLE VI
COMPUTATIONAL TIMES OF DIFFERENT METHODS ON THE THREE SCENES (IN SECONDS)

Dataset FCM FCM_S FSDP RIM NMF  RMMF  SSCS/TV/DLSS S4C/LSSD NMFAML
IPS 1.56 4.17 9.56  39.46 10.95 0.99 1032.70 (SSCS)  1567.90 (S4C) 73.30
SA 3.12 5.32 14.73  58.55 19.03 1.51 8.03 (DLSS) 578.32 (LSSD) 103.28
PUS 1.80 3.92 12.59 86.63 21.42 7.93 6933.00 (TV) 674.58 (LSSD) 142.66

performance on the SA scene over five trials. One can note
that the FSDP and RIM methods perform worse than all the
other methods with mean OAs of 63.00% and 76.01%, respec-
tively. The FCM, FCM_S, NMF, and DLSS methods result in
OAs of 81.53%, 81.66%, 85.67%, and 84.76%, respectively.
Compared with all the other baseline methods, the RMMEF,
LSSD, and NMFAML methods result in the highest mean OAs
(98.20%, 99.80%, and 99.56%) with large improvements on the
“Corn_sgw” class.

G. Affinity Matrix Visualization and Computational
Cost Analysis

For better illustration of the rationale of the proposed NM-
FAML method, Fig. 12 gives the visualization of the affinity
matrices in the NMF and NMFAML methods on the “Corn_n_t,”
“Grass,” and “Soybean_n_t” classes of the IPS scene. Both the
spectral-spatial affinity matrix Z,> and the final affinity matrix
Z of the NMFAML method are employed. Note that the elements
of the three matrices are arranged so that the square areas marked
by the orange and green lines give the intraclass affinities. In
fact, the nonzero elements of affinity matrix is expected to be
regularized in the intraclass area for capturing the accuracy
affinity of HSI samples. The following two observations can
be easily drawn. First, there exist less nonzero elements in the
affinity matrix of NMF method, indicating that it is hardly to
achieve satisfactory clustering performance by exploiting the
affinity matrix. Second, since the affinity matrix of NMFAML
method is derived from superpixels, its major nonzero elements
shows the pattern of diagonal block and the interblock nonzero

elements in each class share a small proportion. These interblock
elements are critical to assemble the HSI samples of same class
belonging to superpixels.

The computational times for different methods on the three
scenes are reported in Table VI. In general, three typical methods
(FCM, FCM_S, and FSDP) take the least time among all meth-
ods, whereas the representation matrix-based methods (SSCS,
S4C, and TV) require much larger times due to the computation
of representation matrices. It is interesting to note that the
RMMF method also requires much lower times than the NMF
and NMFAML methods as it regularizes the low-dimensional
to be orthogonal instead of nonnegative. Compared with the
state-of-the-art baselines, the proposed NMFAML method is
superior in term of less computation costs and better clustering
performance.

V. CONCLUSION

In order to address the task of HSI clustering, this article has
employed superpixels and the NMF algorithm to compute the
affinity matrix between HSI samples, which is finally used for
density-based clustering to obtain clustering maps. As the key of
spectral clustering, the affinity matrix related to spectral-spatial
information is derived from the intrasuperpixels and intersuper-
pixels affinity of HSI samples. In order to further capture the
rich and accurate affinity between HSI samples, the obtained
affinity matrix is used to guide the iterative process of the NMF
algorithm. The final affinity matrix is defined as the weight
of the spectral-spatial affinity matrix and the affinity matrix
of low-dimensional representation of HSI samples obtained by
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NMF. The experiments have been conducted on three public
benchmark HSIs, i.e., subsets of the Indian Pines and Pavia Uni-
versity datasets, Salinas-A. The NMFAML method outperforms
the state-of-the-art clustering methods for all the three HSIs on
both clustering accuracy and computational load.
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