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Applying InSAR and GNSS Data to Obtain 3-D
Surface Deformations Based on Iterated Almost

Unbiased Estimation and Laplacian
Smoothness Constraint
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Abstract—Global navigation satellite system (GNSS) and inter-
ferometric synthetic aperture radar (InSAR) data are integrated
to extract the 3-D surface deformations, which are of great signif-
icance for studying geological hazards. In this study, two major
problems are focused on integration. For one thing, we propose
an iterated almost unbiased estimation (IAUE) method to estimate
the variance components of GNSS and InSAR for the case where
the estimation of variance components of multisource data by tra-
ditional variance component estimation methods may be negative
and inaccurate. For another, considering that heterogeneous data
errors may lead to unstable 3-D solutions, we propose adding
the Laplacian smoothness constraint (LSC) to the function model,
which can smooth the solutions by minimizing the second derivative
of the displacements. These two methods are abbreviated as IAUE-
LSC. In the simulation experiment, the performance of traditional
Helmert variance component estimation is first compared with
IAUE. IAUE can not only converge more quickly, but also avoid
negative variances. Furthermore, we find that the excessively large
relative error ratio between GNSS and InSAR is an essential factor
leading to the instability of the 3-D solutions. The IAUE-LSC
method is immune to this instability and can obtain more stable
results. In addition, the 2018 Hawaii case demonstrates that IAUE
achieves improvements of 2.58, 2.77, and 7.69 cm in the east, north,
and up directions relative to the traditional weighted least-squares
method, while the combined IAUE-LSC achieves improvements of
2.29, 0.32, and 1.68 cm compared to the IAUE alone.

Index Terms—Global navigation satellite system (GNSS),
interferometric synthetic aperture radar (InSAR), iterated almost
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unbiased estimation (IAUE), Laplacian smoothness constraint
(LSC), variance component estimation (VCE), 3-D.

I. INTRODUCTION

INTERFEROMETRIC synthetic aperture radar (InSAR) and
global navigation satellite system (GNSS) have been proven

to be useful tools for high-precision surface deformation mon-
itoring [1]. However, both of them have insurmountable short-
comings. On the one hand, InSAR can obtain spatially contin-
uous deformation, but it is only 1-D (in the direction of the
line of sight, LOS). On the other hand, the GNSS can acquire
high-precision 3-D displacements, but it is spatially discrete [2].
Obviously, they are highly complementary and can be combined
to obtain high-precision 3-D deformation maps.

To obtain 3-D surface deformations, one method is to in-
terpolate sparse GNSS points to the same spatial lattice of
the InSAR [3], and the other is to use InSAR observations
from different satellites or different techniques, such as multiple
aperture interferometry (MAI) and offset tracking, and then
construct a 3-D optimization equation group [4]. Compared
with the latter, the former can make up for the low accuracy of
InSAR observation in the north–south direction, although it may
lead to errors caused by the interpolation of GNSS points. The
principle of both methods is based on the weighted least-squares
(WLS) method, so the weights of the different observations, or
the variance/covariance matrix, must be considered first [5]. In
the past, a priori weighting method was often used. The standard
deviation of GNSS observation was obtained by interpolating the
positioning error to synthesize the positioning and interpolation
errors [3]. There are two most widely used methods for cal-
culating InSAR standard deviation. One is based on coherence
calculation [6]

σlos =
1√
2Nl

×
√
1− γ2

γ
(1)

where Nl is the number of looks and γ is the absolute value
of coherence for two synthetic aperture radar (SAR) images.
The other is the window sliding method [7], that is, setting a
regular window in the SAR image centering on the estimated
observation point, and assuming that the observations of all
points in the window follow the same process, the standard
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deviation of the observation point can be approximated by

σlos =

√∑
N (D(i, j)− D̄(i, j))2

N − 1
(2)

whereD(i, j) is the displacement observation of the correspond-
ing observation point in the window, D̄(i, j) is the average value
of the deformation observation of all points in the window, and
N is the number of pixels in the window. An a priori weighting
method has been used many times to obtain the optimal 3-D
results, such as the analytical optimization method [3], the
BFGS method [8], the ant colony optimization method [9], the
MRF-L1 regularization [2], etc. The a priori method may be
reasonable in a sense, but it is not accurate. On the one hand, it
is difficult to calculate the real InSAR standard deviation only
by coherence [10]. On the other hand, the accuracy of GNSS
standard deviation interpolation method is often questioned [11].

Since then, some methods using the posterior variance com-
ponent estimation (VCE) have been continuously studied. The
Helmert variance component estimation (HVCE) method was
applied to estimate the variance components of GNSS and
InSAR by Hu et al. [11] and InSAR and MAI by Liu et al. [4].
Moreover, a VCE method based on the least-squares (LS) cri-
terion called LS-VCE [12] was used to obtain the variance
components of different InSAR observations [13]. However,
traditional VCE methods require large computational resources
and sometimes produce negative estimates [14]. The reasons
for negative variances are complex and cannot be explained
physically, although they can still be used to obtain purely
mathematical 3-D solutions. Song et al. [15] proposed the
best quadratic unbiased estimator method to try to solve this
problem, but it is under the assumption of the Gauss–Helmert
model, which lacks practicality. Amiri-Simkooei [16] proposed
a method called NNLS-VCE using the well-known principle
of the LS subject to the nonnegativity constraints to avoid the
generation of negative variances. However, it not only increases
the computational complexity due to the introduction of nonlin-
earity, but also produces zero variance, which is unacceptable
considering that the inverse of the variance matrix will be used
as the weights of the observations.

In addition, integration of GNSS with InSAR is often a large-
scale ill-conditioned inverse problem due to different sources of
errors from heterogeneous data [17]. Traditional VCE can only
obtain the variance components of InSAR deformation rate by
relying on a large number of SAR interference pairs to increase
redundancy, but cannot estimate the variance components of
InSAR displacements extracted from two SAR images [11]. To
solve this problem, Liu et al. [4] proposed the SM-VCE method
to combine the observations of the pixels around the target point
through spatial correlation to increase the redundancy. However,
this combination method makes the design matrix very huge
and is easy to produce complex collinear phenomena, thereby
aggravating the ill-posed problems of the system itself. This
causes the numerical instability of the optimal solutions, which
needs to be handled appropriately.

In response to the above problems, on the one hand, we
propose an iterated almost unbiased estimation (IAUE) method

Fig. 1. Geometric relationship between the ascending and descending track
InSAR and the real 3-D surface deformations.

to obtain the variance components of data sources such as
GNSS and InSAR. IAUE provides a biased estimator, but it
can converge to an approximately unbiased point through mul-
tiple iterations. The advantages of the IAUE method are that
it never produces negative variance components, demands less
computational resources, and converges much more quickly than
other VCE approaches [18]. On the other hand, we propose to
use the Laplacian smoothness constraint (LSC) to modify the
traditional function model by adding conditions that limit the
displacement changes between adjacent pixels. It can stabilize
the ill-conditioned models with a special regularization method.
In addition, discrete GNSS points will be expanded to the same
resolution as InSAR, using the grid strain method [19] instead
of the traditional Kriging interpolation [3]. We will first conduct
a simulation experiment and then further verify the proposed
method’s effectiveness through the real case of the 2018 Hawaii
earthquakes.

II. METHODS

A. Optimization Model

1-D surface deformation dlos in the LOS direction can be
obtained by using differential InSAR. In theory, to derive defor-
mations in the east (de), north (dn), and up (du) directions, we
need to combine other geodetic data such GNSS [5]. Fig. 1 shows
the geometric relationship between ascending and descending
InSAR tracks and true 3-D surface deformations. dlos can be
expressed by the three components as follows:

dlos = [se sn su][de dn du]
T (3)

where the unit project vector [se sn su] = [−sinθsin(α−
3/2π) − sinθcos(α− 3/2π) cosθ], θ is the incidence angle
of satellite sight, and α is the heading angle, that is, the
clockwise angle between the north and the flight of the satellite.
In order to combine InSAR and GNSS data to obtain 3-D surface
deformations, discrete GNSS points need to be interpolated to
the same position as InSAR.

InSAR and the interpolated GNSS observations can then be
combined to derive the final 3-D displacement maps. The process
of solving the 3-D optimal solutions can be expressed as a linear
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model, which contains the functional part

E {y} = Ag · d (4)

and the stochastic part

D {y} = Qy =

k∑
i=1

σ2
iQi (5)

where E{·} and D{·} denote the expectation operator and the
dispersion operator, respectively. y = [yge ygn ygu yia yid]

T

indicates the observation vector, which contains the GNSS east
(yge), north (ygn), and up (ygu) components and the InSAR
ascending (yia) and descending (yid) orbit components. d =
[de dn du]

T represents the unknown 3-D deformations vector.
Qi is the known co-factor matrix of observations and σ2

i refers
to the unknown variance components. k indicates the number of
groups into which observations are divided. The design matrix
Ag is represented as follows:

Ag =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 0

0 1 0

0 0 1

sae san sau
sde sdn sdu

⎤
⎥⎥⎥⎥⎥⎥⎦

(6)

where superscripts a and d indicate the ascending and descend-
ing orbits, respectively.

B. Grid Strain Model

Before introducing IAUE-LSC, we will once again elaborate
on the important method of the grid strain model in this section.
The grid strain model plays two roles in our processing strategy:
one is to extend the displacements of discrete GNSS points to
the same resolution grid as InSAR [20], [21], and the other is
to combine the surrounding observation points to increase the
redundancy of VCE [4].

In a grid image of size M ×N , we suppose that the 3-D
position vector of the target point P0 is p0 = [p0e p0n p0u]

T ,
and the deformation vector is d0 = [d0e d0n d0u]

T . There are N
surrounding experimental points (EPs) whose positions and dis-
placements are pi = [pie pin piu]

T and di = [die din diu]
T (i =

1, 2, . . . , N), respectively. Based on the stain model theory, they
can be modeled as N equations

di = H�pi + d0, i = 1, 2, . . . , N (7)

where �pi = pi − p0 represents the position difference vector
from the ith EP Pi to the target point P0. H denotes the
stain parameter matrix and can be divided into a strain tensor

component Es

Es =
1

2
(Hij +Hji)ei ⊗ ej =

⎡
⎢⎣ε11 ε12 ε13

ε21 ε22 ε23

ε31 ε32 ε33

⎤
⎥⎦ (8)

and a rigid body tensor component Ωs

Ωs =
1

2
(Hij −Hji)ei ⊗ ej =

⎡
⎢⎣ 0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

⎤
⎥⎦ (9)

where ε{·} and ω{·} are the parameters of stain model, ei is the
canonical base vector of the Cartesian reference system, and ⊗
is the tensor product. In a compact form, (7) can be written as

di = Asix, i = 1, 2, . . . , N (10)

where Asi is the strain model matrix, which is given in (11)
shown at the bottom of this page. The unknown vector x =
[de dn du ε11 ε12 ε13 ε22 ε23 ε33 ω1 ω2 ω3]

T . As shown in
Fig. 2(a), if we treat discrete GNSS points as EPs and use simple
LS, the 3-D interpolation deformations of the target point or even
the entire grid point with the same resolution as InSAR can be
obtained [22].

Before obtaining the optimal 3-D deformations, the variance
components of the five observations, that is, GNSS east, north,
up, ascending InSAR, and descending InSAR, should be esti-
mated first. However, for a single point, the observation vector
y [see (4)] contains only five elements, which is not enough
to estimate the variance components of each observation. Liu
et al. [4] proposed to use a grid strain model to create some
virtual observations to increase redundancy. This time, the EPs
will become the surrounding points in a regular window centered
on the target point, as shown in Fig. 2(b). N is the number of
pixels in the window. Then, (4) and (10) can be combined into

yi = (Agi ·Asi)x = Aix, i = 1, 2, . . . , N. (12)

If residual errors are taken into account, (12) can be written
as a new functional model

E {y}
5S×1

= A
5S×12

· x
12×1

(13)

and (5) becomes a new stochastic model

D {y}
5S×1

= Qy
k×k

=

k∑
i=1

σ2
iQi. (14)

C. IAUE

Liu et al. [4] used the famous HVCE method to estimate
the variance components of InSAR and MAI for ascending
and descending orbits. The disadvantages of HVCE are that
its estimated variance components may be negative and dif-
ficult to converge [12]. There are many reasons for negative

Asi =

⎡
⎣ 1 0 0 �pie �pin �piu 0 0 0 0 �piu −�pin
0 1 0 0 �pie 0 �pin �piu 0 −�piu 0 �pie
0 0 1 0 0 �pie 0 �pin �piu �pin −�pie 0

⎤
⎦ (11)
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Fig. 2. (a) Pixel representation of GNSS interpolation implemented by grid strain. (b) Pixel representation of SM-VCE performed by grid strain. (c) Pixel
representation of LSC strategy.

variances, such as incorrect variance component model, low
redundancy of function model, poorly chosen initial variance
components, etc. [16]. Negative variance components may result
in a nonpositive-definite covariance matrix Qy , which cannot be
physically interpreted.

We propose to use IAUE to estimate the variance components.
The concept of IAUE was developed by Hsu [23] and has
been proved to be a superior alternative VCE method than
the previous HVCE or minimum norm quadratic unbiased es-
timation [24] due to its many characteristics. Although IAUE
provides a biased estimator, it can converge to an approximately
unbiased point through multiple iterations [25]. The advantages
of IAUE are that it can provide nonnegative variance compo-
nents and can quickly converge. Instead of estimating variance
components directly, IAUE focuses on obtaining estimations
for variance factors. After the variance factors have been sat-
isfactorily estimated, the corresponding variance components
are computed [18].

In the practical application of IAUE, the observed quantities
y are classified into k groups, and for each group, only a single
variance component is to be estimated. In our model, k = 5. To
perform IAUE, σ̃2

i is assumed to be the initial estimate of σ2
i .

The true variance σ2
i can be related to the initial estimate by an

unknown factor fi such that

σ2
i = fiσ̃

2
i , i = 1, 2, . . . , k. (15)

The covariance matrix of the observation vector y then be-
comes

Qy =

k∑
i=1

fiBi =

⎡
⎢⎢⎢⎣
f1b̃1 0 0 · · · 0

0 f2b̃2 0 · · · 0

· · · · · · · · · · · · · · ·
0 0 · · · · · · fk b̃k

⎤
⎥⎥⎥⎦ (16)

whereBi = σ̃2
iQi, b̃i = σ̃2

i Ii(i = 1, 2, . . . , k; Ii is a unit matrix)
is a diagonal matrix associated with group i.

According to [18], the working equations of IAUE are

fi =
yTWBiWy

tr(WBi)
, i = 1, 2, . . . , k (17)

W = P − PA(ATPA)−1ATP (18)

or the approximate expression [23]

fi � [ri]

yTWBiWy
, i = 1, 2, . . . , k (19)

R = I −A(ATPA)−1ATP (20)

where weight matrix P = Q−1
y , [ri] is the sum of the diagonal

elements of group i in R. In general, to operate the IAUE, an
iterative process is necessary. We start with an initial assumption,
usually the identity matrix. As the iteration progresses, the
variance factors will be continuously improved. When the vector
of variance factors approaches the unit vector, the iteration is
terminated. It can be easily seen that, according to working (17)
and (19), IAUE will never produce negative variance compo-
nents. Horn et al. [10] pointed out that after a few iterations, the
initial estimates will gradually approach unbiased, even if the
ideal condition is not met. Therefore, IAUE is called “Almost
Unbiased.”

Consequently, a posteriori variance of unit weight can be
obtained by

σ̂ =
1

5 ∗N − 12

k∑
1

[ri] fi. (21)

Equation (21) indicates that σ̂ will become 1, with the variance
factors vector converging to unity. This is a unique feature of the
IAUE technique. Therefore, σ̂ can be used as a good iteration
termination indicator

|σ̂ − 1| ≤ δ (22)

where δ denotes the threshold value of the criterion, which is
a small value close to zero. In addition, Förstner [26] points
out that group redundancy plays an important role, affecting the
convergence of variance factors and δ. Generally speaking, the
greater the group redundancy, the faster the convergence and the
higher the stability.
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Fig. 3. Flowchart to implement the IAUE-LSC strategy.

D. LSC

In multisource data fusion, heterogeneous data sources usu-
ally have different errors, which may result in a large condition
number of a normal matrix, thereby amplifying the estimation
errors and leading to instability in the solution, demonstrating an
ill-posed problem [27]. In addition, the combination of formula
(12) makes the size of the design matrix A even larger, which
worsens the ill-posed problem of the observation (4) itself. In
the simulation part, the instability of the solutions caused by the
error ratio of different data will be discussed.

To avoid the instability of the 3-D optimal solutions and avoid
the significant difference in the size and direction of the dis-
placements of adjacent pixels, we propose to use the Laplacian
smooth constraint [28], [29]. Since the displacement and strain
fields are finite [19], some kinds of smoothness among adjacent
pixels can be assumed. The Laplace second-order differential
operator is

∇2x = 0. (23)

For a given point P(i,j), as shown in Fig. 2(c), the smoothness
equation for P(i,j) is written as follows:

(x(i+1,j) − x(i,j))− (x(i,j) − x(i−1,j))

�p2j

+
(x(i,j−1) − x(i,j))− (x(i,j) − x(i,j+1))

�p2i
= 0 (24)

where xi,j is the displacements and strain parameters in the ith
row and jth column point and �p2j and �p2i are the distances
between adjacent pixels, as shown in Fig. 2(c). For convenience,
we rewrite (24) as follows:

Mx = 0 (25)

where M is the Laplacian second-order smoothness matrix and
its dimension is 12 × 12. If the vector of 0 on the right of
(25), which, corresponding to the second-order derivatives of
the displacements, is considered virtual observations, the weight
matrix of the real and virtual measurements can be written as
follows:

P =

[
P1 0

0 P2

]
=

[
Q−1

y 0

0 λI

]
(26)

where the Lagrange multiplier λ determines the weight of
smoothing and called smoothing factor. Without considering the
residual vector, after adding the smooth constraints, the function
model (13) can be rewritten as[

y

0

]
=

[
A

M

]
x. (27)

The LS solution of (27) is

x̂ = (ATP1A+ λMTM)−1ATP1y. (28)

The smoothing factor’s choice is relatively simple, and some
methods have been proposed to determine it. The convenient
L-curve method [30] is adopted in this article. Fig. 3 indicates
the flowchart for implementing the IAUE-LSC strategy. The
input data of the system are the GNSS 3-D displacements
and the unwrapped deformation maps of InSAR ascending and
descending orbits in the interested region, and without a priori
variance components, the final optimal 3-D solutions can be
output. It is worth noting that the input data can also be the
deformation data obtained by other techniques, such as MAI,
offset tracking, and leveling.

III. EXPERIMENTS AND DISCUSSION

A. Simulated Case

In order to verify the effectiveness of the proposed method,
a simple 3-D optimization simulation experiment is carried out
first. The Mogi model [31] can calculate the analytical solution
for surface deformation due to a point source in an elastic half
space. It is widely used to simulate ground deformation produced
by local perturbation like volcanic magma chamber. It computes
displacements, tilts, and strain in a polar space, due to a volume
variation at depth or an isotropic pressure variation in a spherical
source [31].

As shown in Fig. 4, we use Mogi model to simulate 3-D
surface deformation maps on a 500 m × 500 m grid, in which
the displacements of east–west and north–south range from −7
to 7 cm and the up–down range from −18 to 0 cm. In our
simulation experiments, relatively idealized Gaussian errors are
added, although InSAR and GNSS are usually contaminated
with other more complex noises [32], [33]. In general, the
vertical accuracy of GNSS is lower than the horizon. Therefore,
Gaussian noises with a mean value of 0 and a standard deviation
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Fig. 4. Simulated 3-D surface deformation modeled by Mogi. Black triangles represent 100 GNSS points, which are randomly selected. The units of displacement
and position are meter. (a) East–west (m). (b) North–south (m). (c) Up–down (m).

TABLE I
COMPARISON OF HVCE AND IAUE

Fig. 5. Synthetic (a) ascending and (b) descending InSAR data. The units of
displacement and position are meter.

of 0.4 and 0.8 cm are added to the horizontal and vertical
directions, respectively. Then, 100 points are randomly selected
as GNSS points, as shown by the black triangle in Fig. 4,
and the simulated deformation and noise are used as GNSS
deformation and noise. To simulate InSAR data, we convert the
3-D displacement into the displacement in LOS direction dlos

using (3). [0.34 − 0.095 0.935] and [−0.34 0.095 0.935] serve as
the projection vectors for the ascending and descending InSAR
data, respectively. The synthesized InSAR data are shown in
Fig. 5. The grid strain method is used to make 100 randomly
selected GNSS points to the same spatial resolution as InSAR for
the next step of fusion. The 3-D results are shown in Fig. 6(a)–(c).

On an arbitrarily selected EP, the performance of IAUE and
HVCE is first compared, as shown in Table I. The five values

corresponding to HVCE and IAUE are the unit weight vari-
ances and variance factors of GNSS east, north, up, and InSAR
ascending and descending orbits, respectively. By changing the
size of the window around the EP, the convergence and iteration
of HVCE and IAUE can be observed. When few pixels (3 × 3)
around the target point are combined to perform the two SM-
VCE methods described above, that is, when the observed redun-
dancy is insufficient, the results of HVCE tend to appear negative
variance components. Only when the size of the window keeps
increasing, the result of HVCE can avoid negative variances and
converge. In other words, HVCE can obtain more reliable results
only when the observed redundancy is large enough. Due to the
nonnegative characteristics mentioned above, IAUE can obtain
nonnegative variance components even when the windows size is
small. However, like other VCE methods, redundancy has a great
impact on IAUE [26]. To further explore the performance of
IAUE, the variance factors, variance components, and variance
of the unit weight for the first six iterations are shown in Table II.
When the size of the window is 3 × 3, although IAUE can
still give a nonnegative variances estimate, it needs more steps
to achieve convergence. Moreover, compared with the larger
window (≥9 × 9), the estimated variance components seem
unreliable. When the window size is 9 × 9 or larger, the conver-
gence ability of IAUE is impressive; the variance factors can be
very close to the unity after two or three iterations basically. In
addition, the influence of different redundancy on the accuracy
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Fig. 6. (a)–(c) 3-D deformation results of grid strain model. Optimized 3-D deformation maps acquired by (d)–(f) WLS, (g)–(i) IAUE, and (j)–(l) IAUE-LSC
when SDR > 104. The units of displacement and position are meter.

of the final 3-D optimal deformations should also be considered.
In order to determine the number of surrounding pixels to operate
IAUE, a comparison experiment is performed, as shown in
Fig. 7. As the size of window increases, root-mean-square errors
(RMSEs) for the east, north, and up decrease and gradually
stabilize, but the cost of time also increases. To balance time
and accuracy, a 9× 9 window is selected.

Then, we adjust the standard deviation ratio (SDR) between
GNSS and InSAR to perform multiple comparative experiments
applying LS, WLS, IAUE alone, and combined IAUE-LSC,
respectively. The Gaussian standard deviations serve the weights
for WLS, and RMSEs are adopted to evaluate the performance
of different methods. To simplify the experimental process, we
only change the standard deviations of InSAR. Fig. 8 indicates
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TABLE II
VARIANCE FACTORS, ESTIMATED VARIANCE COMPONENTS, AND VARIANCE OF UNIT WEIGHT FOR IAUE

Fig. 7. Experiment to determine the optimal windows size. As the size of the
windows around the target point changes, the RMSEs of the 3-D deformations
acquired by IAUE changes.

the changes in RMSE of LS, WLS, IAUE, and IAUE-LSC as
the SDR changes. A few interesting discoveries can be obtained
from our simulated experiments. First of all, the RMSE of LS
shows great instability and is most affected by the standard
deviation of InSAR. When the relative error of InSAR increases,
especially when SDR ≤ 10−1, the error of LS increases sharply.
As the SDR increases, that is, the relative error of the InSAR be-
comes small, the performance of the LS becomes stable. Second,
WLS, IAUE, and IAUE-LSC improve the accuracy better than
normal LS in east and up directions and exhibit better stability
when the relative error of InSAR increases clearly. However, in
the north, LS seems to perform better than other methods. We

speculate that this is due to the fact that GNSS has the largest
impact on the north. As the relative error of GNSS increases,
the weight decreases, while InSAR becomes relatively stable,
thus making LS perform better. In general, it is very effective
to adopt a weighting method for different data. Furthermore,
the performance of IAUE and WLS is very close. This fully
illustrates that IAUE can successfully extract the weights of
observational measurements without a priori variance. More-
over, when SDR > 104, the errors of WLS and IAUE increase
sharply in the east and north directions, as shown in Fig. 8(a)
and (b). Fig. 6(d)–(f) and (g)–(i), respectively, indicate the 3-D
optimization results obtained by applying WLS and IAUE when
SDR > 104, showing great errors and spatial discontinuities.
From Fig. 8, the error of IAUE seems to be greater than that of
WLS. This happens because, for simulation purposes, the stan-
dard deviations of GNSS and InSAR are accurately known. And
one could get the best linear unbiased estimation by taking the
weight matrix to be the inverse of the variance matrix to perform
WLS [16]. However, IAUE-LSC still achieves high precision
and stable results [see Fig. 6(j)–(l)], showing robustness against
the inverse effects of the ill-posed normal matrix.

B. Real Case

At 21:32 on May 4, 2018 (UTC), an earthquake with a
magnitude of 5.4 struck the island of Hawaii. About an hour
later, a major earthquake with a magnitude of 6.9 occurred.1 The
earthquakes prompted the Kilauea volcano to erupt overnight,

1[Online]: Available: https://earthquake.usgs.gov/earthquakes/eventpage/
hv7011655 6/executive
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Fig. 8. Different performances of LS, WLS, IAUE, and IAUE-LSC, by adjusting the SDR.

TABLE III
INTERFEROMETRIC PAIRS USED IN THE STUDY

Fig. 9. Topographic map of the study area. It is obtained by the SRTM with a
resolution of 90 m. The four characters next to the arrow indicate the name of
the GNSS station. The black triangle represents the position of GNSS, and the
four characters around it represent the name of GNSS.

causing lava to flow into residential areas. As listed in Table III,
two pairs of Sentinel-1 A satellites’ ascending and descending
orbit images are used to extract the displacements in the LOS
direction. The 90-m resolution SRTM data are used to remove
the terrain phase. The topography of the study area is shown
in Fig. 9. Differential interferograms of the ascending and de-
scending orbits [see Fig. 10(a) and (b)] show interference fringes
that can detect significant surface displacements caused by the
earthquakes. Based on the minimum cost flow algorithm, the
true phases of two pairs of interferograms are extracted and
converted into displacements in the LOS direction.

Fig. 11(a) and (b) indicates the LOS displacements obtained
using the ascending and descending InSAR. It can be seen that
the earthquakes triggered huge displacements along the East
Rift Zone of Kilauea Volcano, especially around the Pu’u’Ō’ō
caldera. In the northwest of the study area, a displacement of
approximately 30 cm due to the eruption of Kilauea volcano
is also observed. The maximum displacement observed by the
ascending InSAR is about 60 cm, and that of the descending orbit

is about 20 cm. One advantage of the 2018 Hawaii earthquakes is
that the GNSS continuous observation station in the earthquake
area is very short from the deformation center, which is very
suitable for joint GNSS and InSAR observation. The time series
of the 27 GNSS stations are provided by the Nevada laboratory.2

The displacements of the 27 GNSS stations in the study area
from April 20 to May 8 are also shown in Fig. 11 with purple
arrows. The NPIT station nearest to Kilauea volcano has a
significant post-earthquake displacement. However, there is no
significant movement at the sites 4 km away from the volcano,
indicating that the large-scale crustal movement caused by the
volcanic eruption after the earthquakes is limited to a small range
near the crater.

The 3-D optimal deformation maps are extracted by applying
our proposed method, as shown in Fig. 12(a), (c), and (e). A clear
southeastward movement, that is, a seaward trend is indicated
in Fig. 12(a) and (c), consistent with the direction indicated by
GNSS in Fig. 11. On the west side, the deformation is mainly
distributed near the Kilauea crater, while on the east side, it
mainly occurs in the Pu’u’Ō’ō area and extends toward the sea.
Overall, the displacements on the west side are significantly
smaller than that on the east side. The ground deformation
caused by the collapse of Pu’u’Ō’ō crater continued to spread
eastward and invaded into the densely populated lower ERZ
(east of GNSS station JOKA) [34].

In addition, we have extracted the 3-D deformation maps
using the traditional WLS method, as shown in Fig. 12(b), (d),
and (f). The errors of InSAR are calculated by (2). The general
deformation trend is consistent with that obtained by IAUE-LSC
[see Fig. 12(a), (c), and (e)]. However, it can be clearly seen that
in the Pu’u’Ō’ō caldera area, that is, near the GNSS stations
NPOC and JCUZ, there are obvious disturbances in east–west
and up–down components. In the north–south component, the
disturbances occur in other areas, mainly along the coast and
west of Kilauea volcano [35]. The numerical results of IAUE-
LSC and WLS, 3-D results along a profile marked AB (blue
line in Fig. 12), are shown in Fig. 13. It can be seen that along

2[Online]: Available: http://geodesy.unr.edu/
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Fig. 10. Coseismic wrapped interferogram of the 2018 Hawaii earthquakes. (a) Ascending track. (b) Descending track. Each fringe corresponds to 2.8 cm of
LOS motion. The black triangle represents the position of the GNSS, and the four characters around it represent the name of GNSS station.

Fig. 11. InSAR deformation maps. (a) Ascending track. (b) Descending track. GNSS sites with displacement vectors are indicated by purple arrows. The four
characters next to the arrow indicate the name of GNSS station. The black ellipses and the vertical lines represent the horizontal and vertical errors, respectively.

the line AB, the results of the traditional WLS have a lot of
disorder and instability in the east–west and vertical directions.
The north–south direction results obtained by WLS performed
well along AB, but poorly along the southeast coast and west
of the Kilauea volcano [see Fig. 12(c) and (d)]. This shows that
the poor solutions caused by heterogeneous error sources do not
always appear in the same area and also proves the necessity of
using LSC.

To further compare the results of the two weighting meth-
ods, the standard deviations of the five observations along the
profile AB obtained by traditional HVCE and IAUE methods
are compared, as shown in Fig. 14. It can be seen that using
prior variances to determine the weights has great limitations. It
obtains the weight of the GNSS by interpolating the positioning
errors of the GNSS to the same grid as InSAR and calculates
the weights of InSAR by the coherence coefficient of InSAR
[see (1)]. On the one hand, without considering InSAR and
GNSS as the overall observation vector, it is straightforward
to produce weights that are too different, making the normal
matrix ill-conditioned and the solution unstable, as discussed in
the simulation experiment. It must be realized that the design

matrix used in Fig. 14(a) is the simple Ag in (4) and still makes
the condition number of normal matrix reach the order of 107.
On the other hand, using only coherence to estimate the standard
deviations of InSAR is highly unreasonable. First of all, how
to calculate the coherence accurately has been a problem [32],
[36]. Second, the error of InSAR observation is also affected
by spatiotemporal uncorrelated noises and atmospheric noises,
which is more difficult to be estimated [33]. Fig. 14(b) shows the
variance components of GNSS and InSAR that are successfully
estimated by IAUE for the first time. On the one hand, its
rationality lies in that due to the randomness of variance; it
presents a “noise-like” spatial distribution. On the other hand,
when extending from A to B, the standard deviations estimated
by IAUE tend to increase first and then decrease. This is because
the middle of the profile line AB is the seismic center zone with
great errors, which can be seen from Fig. 12. In addition, IAUE’s
results show lower errors of GNSS east and north directions than
those of the vertical direction and InSAR. This is determined by
the characteristics of the different sensors and is well reflected
in our results. However, Fig. 14(b) also shows that the condition
number of the normal matrix obtained by our results is still huge.
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Fig. 12. Optimized 3-D deformation maps calculated by IAUE-LSC [(a), (c), and (e)] and WLS [(b), (d), and (f)] methods, respectively. (Top) east–west
component. (Middle) north–south component. (Bottom) up–down component. GNSS sites are represented by black triangles. The blue solid line shows the location
of profile AB.

Fig. 13. (a)–(c) IAUE-LSC and WLS deformation along the profile AB.
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Fig. 14. Variance components along the profile AB, estimated by (a) WLS
and (b) IAUE.

TABLE IV
RMSES OF ENU FOR WLS, IAUE, AND IAUE-LSC METHOD

This is mainly influenced by the design matrix As [see (10) and
(13)]. Therefore, although the variance components obtained by
IAUE are already at the same level, that is, the SDR is close to
1, the stability of the solutions still needs to be achieved through
LSC.

Furthermore, Table IV lists the RMSEs of the 3-D solutions
obtained using WLS, IAUE alone, and combined IAUE-LSC
methods. It can be seen that the improvements of IAUE com-
pared to WLS are obvious, which are 2.58, 2.77, and 7.69 cm,
respectively. It shows that accurate weight determination has an
important influence on the final solution. Moreover, compared
with the IAUE method alone, the combined IAUE-LSC also has
improvements of 2.29, 0.32, and 1.68 cm, which indicates that
LSC has the effect of stabilizing the final solutions.

IV. CONCLUSION

Accurate 3-D surface deformations are of great significance
for the investigating of geohazards. This article describes a new
method, termed as IAUE-LSC, to improve the process of solving
3-D deformation. Our research has discovered the following

facts. The IAUE variances estimator can overcome the problem
of the negative variances and guarantee a positive value for the
estimation. By using the IAUE, the reliable variance compo-
nents of the observation vector can be obtained, which further
improves the accuracy of 3-D optimal deformations. Moreover,
the ill-posed system, which is introduced by heterogeneous data
errors and strain model, can yield reliable results if the displace-
ments between adjacent pixels are limited, such as our proposed
LSC. It is worth noting that the proposed method can also input
the deformation data obtained through other techniques, such as
MAI, offset tracking, and leveling by establishing observation
vector and design matrix Ag similar to (4).
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