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Sea Surface Imaging Simulation for 3D
Interferometric Imaging Radar Altimeter

Zhaoxia Wang , Yongxin Liu, Jie Zhang, and Chenqing Fan

Abstract—The interferometric imaging radar altimeter (InIRA)
is a new generation radar altimeter, which can provide two-
dimensional images of the sea surface topography at high res-
olution along a wide swath. This article proposes a method for
the simulation of sea surface images measured by InIRA. First,
the Pierson–Moskowitz wave spectrum and two-scale model are
used to simulate the sea surface from which elevation data is
to be acquired. This simulated sea surface is then divided into
small triangular facets using Delaunay triangulation. Second, the
backscattering cross sections of these small facets are calculated via
application of quasi-mirror scattering theory, and the backscat-
tering coefficient of the simulated region derived via coherent
superposition. Third, system parameters are set, consistent with
the basic principle of InIRA. Assuming that the signal transmitted
is a linear frequency modulation pulse signal, the simulation images
are then derived using the range Doppler and back projection
algorithms. By inverting the interferometric phase diagram, ele-
vation estimates can be derived, and compared with original simu-
lated sea levels. This demonstrated accuracy within the centimeter
range, verifying the correctness and feasibility of the proposed
method.

Index Terms—Elevation inversion, interferometric imaging
radar altimeter (InIRA), quasi-mirror scattering, sea surface
imaging simulation.

I. INTRODUCTION

OCEAN remote sensing is an important method of marine
monitoring and exploration and is a focus of marine sci-

ence. Sea surface imaging and sea surface topography (SST) are
of great importance for oceanographic studies. As an emerging
remote sensing information system, interferometric imaging
radar altimeter (InIRA) can offer a means to obtain the data
of SST with high precision and wide swath [1], [2]. Combining
the advantages of traditional radar altimeter with interferometric
synthetic aperture radar (InSAR), InIRA eliminates two of the
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drawbacks of traditional radar altimeter: small footprints and
low spatial resolution. Furthermore, InIRA allows spectral in-
formation and elevation data from observed sea surfaces to be
collected simultaneously, permitting detection of submesoscale
ocean phenomena, and overcomes the limitations hampering
sensing in coastal waters by traditional radar altimeters [1]–[5].
InIRA is performed by acquiring two synthetic aperture radar
(SAR) complex images of the same region simultaneously since
two SAR antennas are borne on satellites [1]. The height value
is then recorded by the interferometric phase, which is the phase
difference between two SAR complex images. In order to reach
the centimeter-level accuracy of height measurement, InIRA
system adopts near-nadir incidence, long physical baseline and
short radar wavelength. Notably, the near-nadir incidence is the
most distinctive characteristic of InIRA from any other existing
InSAR systems.

Some countries are currently actively developing InIRA sys-
tems. National Aeronautics and Space Administration (NASA)
was first to propose such a system named the wide swath ocean
altimeter (WSOA) [6]. It was actually a microwave altimeter
based on InSAR. It is a pity that WSOA was finally canceled
due to some technical limitations at that time [1]. A successor
and extension to WSOA, the surface water ocean topography
(SWOT) mission [7], [8] was presented by the US National
Research Council, and is being jointly developed by the Jet
Propulsion Laboratory (NASA/JPL) and the French Center
National d’Etudes Spatiales, with release expected in 2020.
Its main tasks are as follows. First, mapping mesoscale and
submesoscale ocean circulations at a resolution of at least 10 km.
Second, estimating the water storage of water bodies exceeding
250 m2 and rivers over 100 m wide (the target is 50 m) on a
global scale, permitting monitoring of changes in this variable at
ten-day/monthly/yearly intervals. In China, Zhang et al. [4], [5]
proposed a new sea-land compatible radar altimeter system in the
1980s, which would also be capable of 3-D imaging, namely the
China imaging altimeter (CIALT). The CIALT combined tradi-
tional radar altimeter technology, aperture synthesis processing
technology, and interferometry technology, giving it both the
high precision elevation measurement ability of conventional
altimeters and the high-resolution imaging capability of SARs.
In 2016, the InIRA system was developed according to CIALT
technology and finally applied on TianGong-2 space laboratory.
It is reported that this system can measure the sea surface height
(SSH) to centimeter-level precision over wide swath, with small
incident angle and short baseline interferometry [1], [9]–[10].
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Numerical simulation provides an effective means to further
improve the reliability and accuracy of the InIRA system for
SSH measurement. In 2016, Qiu et al. [11] and Gaultier et al.
[12] presented a tool of oceanic field reconstruction that sim-
ulates 2-D SSH from the future SWOT mission and analyzed
accuracy characteristics of the SWOT data. In 2017, Kong et al.
[1] simulated the altimeter precision using the system parameters
of InIRA on TianGong-2. While there is currently little published
literature on imaging simulation for the relatively recent InIRA
system, imaging simulation methods for the study of SAR and
InSAR have been widely adopted in academia. Wang et al. [13]
proposed a simulation method for SAR images of the internal
waves excited by a submerged object in a stratified ocean, which
was used to research the microinternal waves on sea surface in
the different radar look directions. Hammer et al. [14] used a
simulation imaging approach to investigate the SAR signature
of oil tanks with fixed and floating roofs. Liu and Chen [15]
suggested a method to simulate the SAR images of ship in
different motion states by constructing the mesh model of the
vessel, and the hydrodynamic models of the dynamic ship wake
and ocean surface. Yoshida [16] explained the mechanism of
azimuthal ocean wave emerged in SAR image spectra under
specific condition based on a numerical simulation. Wang et al.
[17] proposed a simulation method for oceanic shear-wave-
generated eddies, which was employed to research the imaging
results of different radar frequencies, look directions of radar,
wind speeds, and wind directions. Jung et al. [18] simulated
the raw data and interferograms of the SuperSAR multiaz-
imuth SAR imaging system, which is used to investigate the
feasibility of detecting precise 3-D surfaces. Zhu et al. [19]
focuses on the study of the raw signal simulation of synthetic
aperture radar altimeter (SRAL) for complex terrain surfaces
including ice and land surfaces. They analyzed the principle
of SRAL, the electromagnetic characteristics of land targets,
and the signal processing of SRAL. Sui et al [20] proposed
a radar echo tracking model to simulate SSH data obtained
by the InSAR altimeter system. Their result shows that the
estimated height accuracy for 1× 1 km and 2× 2 km resolutions
could achieve centimeter-level measurement. These mentioned
works give us an impetus for sea surface imaging simulation of
InIRA.

In this article, we first use a two-scale model [21], [22] to
simulate a sea surface, and then calculate its backscattering
coefficient by the physical optics (POs) model and its Kirch-
hoff approximate solution. Two algorithms are implemented
for InIRA sea surface imaging to create simulated images.
Finally, we verify the accuracy and feasibility of the proposed
method by inversing the SSH from the simulated images.
The simulation yields good insight into measurement on a
constantly-changing realistic sea surface through the relatively
new InIRA system. Depending on the simulation, we can easily
analyze and verify the accuracy of SSH measurement at a high
resolution along a wide swath. It will be used as a supple-
mentary tool for further optimization of imaging mechanism
and improvement on SSH measurement accuracy of the InIRA
system.

II. STOCHASTIC SEA SURFACE SIMULATION

Before imaging the sea surface, we need to simulate the SSH
of an area. The process consists of two steps. First, we use a
two-scale model to mathematically represent the sea surface.
Second, the computed sea surface is divided into small facets in
order to subsequently compute backscattering coefficients.

A. Sea Surface Model

Sea waves are usually composed of wind waves and swells,
which are generally considered to be complex and irregular,
since they are constantly changing and display clearly random
behavior. It is difficult to describe sea waves using deterministic
functions and to rapidly measure them with any degree of
accuracy. Therefore, to reflect the random features of sea waves,
they are often represented as superimpositions of a large number
of simple waves with varied amplitudes, frequencies, phases and
directions [23].

We adopt a two-scale model to simulate sea surface waves,
dividing the sea spectrum into two regions according to different
wavelength scales. The short-wave is represented as a Bragg
scattering wave generated by a continuous spectrum. The long-
wave is represented as a local tangent plane with sinusoidal
contours. A simulated random sea surface can be formed as
a superposition of the two [24], [25].

A dimensionless 2-D Pierson–Moskowitz (PM) spectrum [26]
derived from analysis of observations provides the short-wave
spectrum. It has been demonstrated that the PM spectrum pro-
vides a good representation of the true sea surface spectrum [27].
The PM direction spectrum can be expressed as

S(ω, θ) = s(ω)G(ω, θ) (1)

where s(ω) is the frequency spectrum, and G(ω, θ) is the direc-
tion distribution function

s (ω) =
αg2

ω5
exp

[
−β
( g

Uω

)4]
(2)

where α = 8.1× 10−3 and β = 0.74, are dimensionless con-
stants, g is the gravitational acceleration, ω is the angular fre-
quency, and U is the wind speed at 19.5 m above sea level. The
direction distribution function given in (3) is obtained from the
stereo wave observation project [28]

G(ω, θ) =
1
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where ωm = 8.565/U is the spectral peak frequency. We use a
sine wave to simulate the long wave. Let the wavelength be λs,
and the amplitude hs. In 3-D space a sine wave can be expressed

z =
hs

2
sin

(
πx

λs

)
cos

(
πy

λs

)
. (5)
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Fig. 1. Simulated random sea surface. This simulated sea surface is 240 ×
240 m, with superimposed Gaussian white noise.

B. Sea Surface Triangulation and Outline Calculation

According to the principles of interaction between electro-
magnetic waves (Ku band) and the sea surface, the long wave
surface is first divided into triangular facets with sizes of similar
magnitude to the electromagnetic wavelength. We adopt De-
launay triangulation [29] for this step. Center point coordinates
of each facet element are then calculated. The superposition
formula given in (6) is used to calculate the sea surface contour
[30]

z(x, y) =
z0 + kx (x− x0) + ky (y − y0)
+ (1 + z0k0) (zs (x, y) + zn (x, y))

(6)

where (x, y, z) is the coordinate of a point in a triangular element
of sea surface after superposition, (x0, y0, z0) is the center point
coordinate of a triangular facet element on a long wave, zs(x, y)
is the short-wave amplitude at the point (x, y), zn(x, y) is the
noise amplitude at the point (x, y), and k0 is the wave number,
and kx and ky are the slopes of the triangle facet in the x and y
directions, respectively.

In practice, the altitudes of vertices and edges common to sur-
face elements cannot be calculated because different triangular
faces on the long wave generally correspond to different values
of kx and ky . Therefore, the value of the superposition at the
center point of a triangular element is first obtained via (6), and
a sea surface contour then fitted numerically using least squares.
An example of the result thus obtained, a complete, continuous,
simulated random sea surface, is shown in Fig. 1.

In order to calculate backscattering coefficients for the sea
surface, it is necessary to retriangulate sea surface after super-
position of long waves and short waves. We divide it into smaller
triangular elements with a size similar in magnitude to the
incident electromagnetic wavelength. A magnified section after
re-triangulation is shown in Fig. 2. Each blue dot is the center of
a small triangular facet used for the sampling point in computing
the backscattering coefficient and imaging simulation of sea
surface.

Fig. 2. Rendering of locally enlarged triangulation of sea surface. Blue dots
represent center points of triangular elements.

TABLE I
MAIN SYSTEM PARAMETERS OF THE INIRA USED IN SIMULATION

III. SIMULATION OF SEA SURFACE

BACKSCATTERING COEFFICIENT

In the following simulation, InIRA is considered to work at a
mode of two antennas. One of them is named main antenna. It
is a transceiver which can both transmit and receive signals.
The other is slave antenna only receiving signals. The two
antennas are imaging the same area of the simulated sea surface.
The phases of two obtained images are different due to the
different slant ranges between the antennas and target points
of sea surface. We use the phase difference, namely interference
phase, to calculate SSH values. The parameters of the InIRA
system used in the simulation are given in Table I. We adopt
the carrier frequency of Ku-band, incidence angle from 2° to 6°
and base line of 10 m [1]. Platform altitude is set as 393 km
according to [1]. For simplicity, platform angle is assumed to
be zero. Other chosen parameters in simulation also meet the
general principle of SAR imaging [31], [32].

We also assume a sea surface wave length of 30 m, wind speed
of 10 m/s at 19.5 m above the sea level, and average sea surface
noise power of−20 db relative to average sea surface echo power
of InIRA. The sea surface is subdivided on a triangular grid.
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Fig. 3. Interferometric imaging radar altimeter observation geometry. TA/RA1
is an antenna used for both transmitting and receiving, called main antenna. RA2
is another receiving antenna, called slave antenna. H is the vertical distance
between the InIRA radar and sea level. v is the velocity of radar platform. θi
is the incident angle of the radar electromagnetic wave on the sea level at xt in
range. A is the projection of TA/RA1 onto the sea level. B is the length of the
baseline. C is the center point of the simulated area. T is the center point of a
small facet after triangulation.

The observation geometry of a typical InIRA system is shown
in Fig. 3. For ease of calculation it is assumed that the sim-
ulated area is completely covered by the InIRA beam, and
the central axis of the area on the sea surface irradiated by
the beam is assumed to coincide with the central axis of the
simulated area in the range direction. Because InIRA adopts
the near-nadir looking and height-tracking measurement tech-
nique [1]–[10], we assumed that the incident angle of the beam
at the central axis is small; the electromagnetic field on the sea
surface belongs to the far field of the InIRA radar electromag-
netic wave; the electromagnetic wave is planar incident; and the
incident angles of all sampling points for the same range time
are the same.

Based on these assumptions and using triangulation to simu-
late facets on a random sea surface, the local angle of incidence
θL for each triangular element can be calculated

θL =

∣∣∣∣π2 − arccos

(
�n1 · �n2

|�n1| · |�n2|
)∣∣∣∣ . (7)

As shown in Fig. 3, �n1 and �n2 are normal vectors of, re-
spectively, the triangular facet and the incident plane of the
electromagnetic wave. �n2 can be derived from θi, defined as
follows:

θi = arctan

(
Lc − (xc − xt)

H − zt

)
. (8)

As shown in Fig. 3, Lc is the distance between points A and
C, xc is the x coordinate of point C, xt and zt are the x and z
coordinates of point T.

Because it is small in size compared to the distance from the
sea surface, the InIRA system can be approximated as a moving
point. Furthermore, since the transmitter incident angle is small,
the incident angle at which the backscattered electromagnetic
wave can be received by the antenna must also be very small.
Given the electromagnetic scattering characteristics of the sea
surface, we use the POs model (i.e., the quasi-mirror scattering
model, applicable for an incident angle of less than 30°) to model
the InIRA system’s electromagnetic scattering, and calculate its
Kirchhoff approximate solution to obtain backscattering coeffi-
cients for each small triangular surface element [33], [34]. This
can be expressed

σ0
pq =

sec4θL
s2

exp

{
− tan2θL

s2

}
|Rpq (0)|2 (9)

Rpq (0) = Rhh (0) = Rvv (0) =
1− ε

1 + ε
(10)

where Rpq(0) is the polarization Fresnel reflection coefficient
of the surface at normal incidence, the subscript h represents
the horizontal polarization, v represents the vertical polariza-
tion. For sea surfaces whose surface heights follow a Gaussian
distribution, s2 is the surface mean square slope, and ε is the
relative complex dielectric constant of the targeted sea surface.
Assuming a sea surface temperature of 17.4 °C, and salinity of
3.5%, ε can be derived using the Debye formula [35]

ε (S, T, ω) = ε∞(S, T ) +
ε1(S, T )− ε∞
1 + iωτ(S, T )

− iσ(S, T )

ωε0
(11)

where ε0 = 8.854× 10−12 is the permittivity of free space,
ε∞ = 4.9, ω is the angular frequency of the electromagnetic
wave and ε1, τ , and σ are all functions of temperature and
salinity.

The backscattering coefficient of each element can be ob-
tained using the above data and formulas. We calculate the
radar cross-section of each triangular element as the product
of its area (derived using Heron’s formula) multiplied by its
backscattering coefficient. The sea surface is sampled according
to the set range and azimuth sampling unit size (2 × 2 m). The
backscattering coefficient of each sampling point is calculated as
the mean value for all triangular elements in the corresponding
sampling unit [36]. With n trihedral elements in a sampling unit,
its backscattering coefficient σc can be expressed

σc =

n∑
i=1

σisi

/
n∑

i=1

si, i = 1, 2, . . . , n (12)

where σi is the backscattering coefficient of the triangular ele-
ment and si is its area.

The range-azimuth backscattering coefficient graph is com-
posed of backscattering coefficient values for all sampling
points, as shown in Fig. 4(a).

The area of simulated sea surface is 240 × 240 m, and the
beam center coincides with the center of this surface. The angle
of incidence of the electromagnetic wave on the center of the
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Fig. 4. Sea surface backward scattering coefficient diagram derived using the quasi-mirror scattering model. (a) Range-Azimuth. (b) Slant-Azimuth. Values in
color bar represent backward scattering coefficient magnitudes.

simulated region is 4°. Both the resolution of range and azimuth
are 2 m.

During imaging, however, the InIRA radar system uses a
slant-azimuth coordinate system, so after the interpolation, the
range-azimuth backscattering coefficient map must be converted
to this system. It is then re-sampled to the slant sampling interval
(0.5 m), after which the slant-azimuth backscatter coefficients
for the sea surface can be calculated, yielding the slant-azimuth
backscatter map shown in Fig. 4(b).

Based on the sea surface backscattering coefficient map thus
obtained, two interference complex images for InIRA can be
obtained using simulation algorithms [21], [22].

IV. SEA SURFACE IMAGING SIMULATION USING THE

RANGE DOPPLER (RD) ALGORITHM

A. Signal Model

The signal transmitted by the InIRA system can be treated as
a linear frequency modulation (LFM) pulse [37]

stx (t) = rect

(
t

Tr

)
exp

{
2πf0t+ πKrt

2
}

= ωr (t) exp
{
2πf0t+ πKrt

2
}

(13)

where t is the quick time (or range time), f0 is the carrier
frequency, T r is the LFM pulse duration, Kr is the range LFM
rate. The received signal can be expressed

srx (t, η) =

M−1∑
m=0

Amwa (η − ηc) ·Bm + nm (t, η) (14)

Am = Fmwr

(
t− 2Rm (η)

c

)
(15)

Bm =exp

(
−j4π

(
foRm (η)

c

)
+jπKr

(
t− 2Rm(η)

c

)2
)

(16)

where t is the quick time (or range time), η is the slow time
(or azimuth time), 2Rm(η)/c is the time delay, Rm(η) is the
distance between target point and radar platform, c is the velocity
of the electromagnetic wave (≈speed of light). Fm is the target
reflection attenuation factor, denoting its reflectivity (backscat-
tering coefficient). wa(η − ηc) is the azimuth beam amplitude
correction, nm(t, η) is an additional Gaussian white noise.

B. Equivalent Phase Center Processing

For a InIRA system with one transmitting, and two receiving
antennas, the path length of the signal received by the main
antenna is 2rt (where rt is the oblique distance from the main
antenna to the target point), whereas that for the signal received
by the slave antenna is rt + rr (where rr is the distance from
the slave antenna to the target point), rather than 2rr. At present,
the theory underlying all imaging algorithms assumes that the
distance from the radar antenna to the target point is 2rt. Thus,
conventional SAR imaging algorithms cannot be applied for
InIRA systems with one transmitting, and two receiving anten-
nas. Equivalent phase center processing for the slave antenna
must be performed first. In this step, compensation for a fixed
phase difference is applied to the slave antenna, after which it is
equivalent to a transceiver antenna [38]. Given the measurement
geometry of InIRA systems, this transceiver-equivalent antenna
is located at the midpoint of the line between the main and
slave antennas. Its oblique distance from the target point is rc,
where 2rc = rt + rr. The phase compensation is given by the
following formula:

Ses

(
t̂
)
= Ss

(
t̂
)
exp

(
j2πd

4rλ

)
(17)
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where Ses(t̂)is the echo signal of the slave antenna after phase
compensation, Ss(t̂) is the echo signal received by the slave
antenna, d is the distance from the slave antenna to the main
antenna, r is the distance from the radar antennas’ center point
to the target plane, and λ is the wavelength of the electromagnetic
wave emitted by the InIRA.

C. RD Algorithm Imaging

The RD algorithm’s main process [39], [40] comprises
three steps: range compression, range cell migration correction
(RCMC), and azimuth compression.

The core method of range compression (or “range matched
filtering”) involves correlation of a template signal with the
radar’s echo signal. This is equivalent to performing matched
filtering, by convolving the echo signal with a template, h(t)
generated from an inverse time version of the transmitted signal
s(t). After filtering, a compressed energy pulse centered on the
radar reflection delay is generated

h (t) = stx (−t) . (18)

First, we apply fast Fourier transform (FFT) to h(t) in (18) and
obtain the template signal spectrum. Another FFT is applied to
srx(t) in (14) to calculate the spectrum of the echo signal. The
spectrum of the echo signal is then multiplied by the complex
conjugate of the template signal spectrum, yielding the spectrum
of the range-compressed signal. Finally, a range-compressed
signal was turned into the range-time and azimuth-frequency
domains by applying the inverse FFT (IFFT).

The instantaneous oblique distanceRm(η) between the imag-
ing altimeter radar system and the imaging target point under-
goes a trend that changes hyperbolically over azimuth time η,
leading to range unit migration in the azimuth direction. We
assumed the squint angle of InIRA is 0°. Range unit migration
with an azimuth frequency of fη can be calculated in the range-
Doppler domain (range-time azimuth-frequency domain) using
the following formula

Rrd (fη) =
Rom√

1− c2f2
η

4V 2
r f2

o

≈ λ2Romf2
η

8V 2
r

(19)

fη ≈ −Kaη ≈ 2V 2
r η

λRom
(20)

where Rom is the minimum instantaneous slant distance, Vris
the InIRA movement speed, Kais the azimuth frequency mod-
ulation rate, and fo is the carrier frequency.

During the simulation, this migration must be calculated in
discrete units. To facilitate correction during the RCMC process,
this migration is rounded to the nearest integer.

After RCMC, the echo signal can undergo final processing,
namely azimuth compression (or “azimuth matched filtering”).
The principles and methods of azimuth compression are ba-
sically the same as those for range compression. An azimuth
reference signal is necessary, which is similar to the range
reference signal, differing only in that the time parameter for
the range reference signal is the quick time, while the time
parameter for the azimuth reference signal is the slow time.

This is multiplied by the complex conjugate of the echo signal
(which has already undergone range compression and RCMC)
in the frequency domain and then converted back into the time
domain using IFFT, yielding the processed simulated image.

D. Sidelobe Suppression

However, due to the limited 2-D frequency domain support of
InIRA systems, the impulse response function of the receiving
device follows a sinc function in both the range and azimuth
directions, leading to a high sidelobe level in the simulation im-
age. Local superposition of side lobes seriously affects complex
pixel signal values, reducing the accuracy of the postinversion
elevation measurements, to the point where their measurement
errors exceed centimeter-level tolerances. Thus, these side lobes
must be suppressed, and for this we adopt modified spatially
variant apodization (MSVA) [41], [42]. The basic idea of MSVA
is as follows: the real and imaginary parts of the signal are
processed separately, and the value of real (or imaginary) part
at a certain point, after sidelobe suppression can be expressed

g′ (m) = g (m) +Aw1 +Bw2 (21)

A = −2sinc

(⌊
fs
f0

⌋
ws

)
g (m)

+ g

(
m+

⌊
fs
f0

⌋)
+ g

(
m−

⌊
fs
f0

⌋)
(22)

B = −2sinc

(
2

⌊
fs
f0

⌋
ws

)
g (m)

+ g

(
m+ 2

⌊
fs
f0

⌋)
+ g

(
m− 2

⌊
fs
f0

⌋)
(23)

where g(m) represents the radar signal before sidelobe sup-
pression, g′(m) represents the radar signal after sidelobe sup-
pression, w1 and w2 are the coefficients of the suppression
filter, fs represents the sampling rate, f0 represents the sig-
nal bandwidth, m is the sequence number, ws = f0/fs, and
sinc(m) = sin(πm)/πm.

In order to avoid invalid inputs, four constraints must be
introduced based on normalization requirements and sampling
rate center values[

sinc
(⌊

fs
f0

⌋
ws

)
− cos (πws)

]
w1

+
[
sinc

(
2
⌊
fs
f0

⌋
ws

)
− cos (2πws)

]
w2 ≤ 0.5

(24)

[cos (πws)− 1]w1 + [cos (2πws)− 1]w2 ≤ 0 (25)

0 ≤ w1 ≤ 1 (26)

0 ≤ w2 ≤ 1. (27)

The above representation can be regarded as a linear program-
ming problem, for which maximum and minimum solutions can
be found. If the signs of the two solutions differ, g′(m) = 0.
Otherwise, g′(m) equals the solution with the smaller absolute
value. When the algorithm is executed, this method is separately
applied to the real and imaginary parts of the RD algorithm’s
signals output, finally yielding results after sidelobe suppression.
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Fig. 5. Amplitude map of InIRA sea surface image simulated using the RD Algorithm. (a) Main antenna. (b) Slave antenna. Values in color bar represent
magnitudes of simulated image amplitudes.

Fig. 6. InIRA interferometric phase diagram simulated using RD Algorithm. (a) Before filtering. (b) After filtering. Values in color bar represent magnitudes of
interferometric phase.

Based on the RD imaging algorithm, coherent complex im-
ages for two antennas can be simulated, each with a different
distance between the receiving antenna and imaging area. We set
the simulation time to 1 s. Fig. 5 shows two simulated coherent
complex InIRA image magnitude maps for sea surface, on the
range-azimuth coordinate system. The complex conjugate of the
slave antenna image is multiplied by the main antenna image;
the final phase is the interference phase of the two images, as
shown in Fig. 6.

There are no light-dark fringes in the interferogram shown in
Fig. 6, for the following three reasons.

1) The randomness in the distribution of the SSH.
2) The relatively low resolution of the InIRA.

3) The absence of relative regularity in the phase distribution
of the echo sampling points.

V. SEA SURFACE IMAGING SIMULATION BASED ON

BACK PROJECTION ALGORITHMS

The back projection (BP) algorithm can be directly applied to
“range-azimuth” backscatter coefficients, eliminating the need
to calculate “slant-azimuth” backscatter coefficients. At the
same time, it can be applied in any geometric configuration
without imposing any special requirements on the radar platform
trajectory. The BP algorithm will also be used to simulate InIRA
sea surface images in this article.
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Fig. 7. Amplitude map of InIRA sea surface image simulated using BP algorithm. (a) Main antenna. (b) Slave antenna. Values in color bar represent magnitudes
of simulated image amplitudes.

Projecting radar echo data back to each pixel in the imaging
region, the BP algorithm image cumulates these pixel values
over different azimuth time [43], [44]. An echo signal can be
represented

s (t, n) = rect
(

t−2Rn/c
Tp

)
exp

(
jπKr

(
t− 2Rn

c

)2)
· rect

(
nV −XT

Ls

)
exp

(
j2πfc

(
t− 2Rn

c

)) (28)

where c is the velocity of the electromagnetic wave, Tp is
the duration of linear frequency modulation pulse, Kr is the
frequency modulation of the linear frequency modulation signal,
fc is the carrier frequency, Rn is the distance from the imaging
point to the radar platform, V is the velocity of the platform, Ls

is the length of the synthetic aperture of the InIRA radar, XT

is the range coordinate of the imaging target point, t is the slow
time, and n is the fast time.

The sampling point is located at (xi, yj , zk) after dividing
the image area using a grid. The sampling point echo can be
expressed

s

⎛
⎝t− 2

√
(xi−Rx(n))

2+(yj −Ry(n))
2+(zk−Rz(n))

2

c
, n

⎞
⎠

= s (t− tijk (n) , n) (29)

where Rx(n), Ry(n), and Rz(n) are the components of Rn

aligned with the x, y, and z axes, respectively, and tijk(n)
is the echo signal delay at target point (xi, yj , zk). The pixel
information f(xi, yj , zk) for the target point can be obtained by
correlating (29) with the actual received scene echo s(t, n)

f (xi, yj , zk) =

∫
n

∫
t

s (t, n)s∗ (t− tijk (n), n) dtdn. (30)

The equivalent phase center method must also be applied
under the BP algorithm to calculate phase compensations for

the slave antenna. The method will not be described here as it is
exactly the same as that for the RD algorithm.

(31) describes range compression of the echo signal

SM (t, n) = s (t, n)⊗ s∗ (−t, n) =

∫
τ

s (τ, n) s∗ (τ − t, n)dτ.

(31)
Comparison of (30) and (31) yields the BP algorithm’s recon-

struction formula

f (xi, yj , zk) =

∫
n

SM (tijk, n)dn. (32)

In the BP algorithm, for each pixel (xi, yj , zk) in the imaging
region, we can obtain imaging results f(xi, yj , zk) by coher-
ently superimposing the values of the fast time domain (range
direction) matched filtered signals for all azimuth positions y(n)
at time delay tijk(n).

Based on the parameters of the InIRA system given in Table I
and the conditions in Section III, two coherent complex InIRA
images of the sea surface have been simulated, with amplitude
maps as shown in Fig. 7.

Comparing Figs. 5 with 7, we find that the RD and BP
algorithms yield significantly different imaging results, and the
image intensity from the BP algorithm is significantly smaller
than that of images from the RD algorithm. The reason is that
part of the energy of the echo signals is lost during discretizing
the range compressed echo signals based on the mapping rela-
tionship between pixels and geographical space coordinates in
azimuth processing of the BP imaging algorithm. It can be also
seen that the SST features in azimuth of images acquired by BP
imaging algorithm are clearer. This is because the discretization
makes the corresponding relationship between the signals on
the pixels on simulated images and the real sea surface imaging
points more accurate.

The interference phase of the two images, calculated as the
phase of the product of the complex conjugate of the slave
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Fig. 8. Simulated interferometric phase diagram of InIRA using BP algorithm. (a) Before filtering. (b) After filtering. Values in color bar represent magnitudes
of the interferometric phase.

antenna image and the main antenna image, is shown in Fig. 8(a)
and (b). Changes in adjacent phases in the interferograms shown
in Fig. 8 are more obvious than in Fig. 6. The phase distribution
of Fig. 8 is relatively dispersed, which reflects BP’s use of
discrete backward projection based on the azimuth time delay
during imaging processing. When we adopt the RD algorithm,
however, an azimuth time window of one pulse duration is taken
as the scale for matched filtering, and the phase distribution of
the results has a degree of continuity over the time window.

VI. VERIFICATION VIA INVERSION

In order to verify the correctness and feasibility of the method,
we carried out elevation inversion tests for the main and slave an-
tennas’ coherent complex images. According to the principles of
interferometry, elevation inversion for simulation InIRA images
above involves removing flat earth effect, filtering of interference
phases, phase unwrapping and conversing of phase to elevation.
Image registration is unnecessary since the two complex images
used for inversion represent the same area of sea surface. They
are imaged via the main and slave antennas, respectively, and
the imaging mechanism and system parameters are the same.
Especially, the pixels on the same coordinates of the two images
correspond exactly to the target points at the same position on
the sea surface.

The main spectral center of the interferometric phase image
deviates from zero frequency because of the flat earth effect.
In order to extract phase information accurately reflecting SSH,
we shifted the main spectral center of the phase map to zero
frequency in the frequency domain, in order to eliminate this
effect. A cubic spline interpolation is performed to calculate the
offset of the main frequency.

As sea surface simulation and imaging results include the
influence of random noise (Gaussian white noise), the interfero-
metric phase must be filtered after removing flat earth effect. In

order to maximize the interferogram’s edge and detail informa-
tion, an improved frequency domain filtering method is adopted
[45].

After filtering, the interferometric phase of the complex image
is the same as that of InSAR, which has a periodic wrapped phase
whose values are limited to the range (−π, π].

Referring to the branch tangent phase unwrapping method
proposed by Goldstein et al. [46], we use the Jonker–Volgenant–
Castanon algorithm’s [47] notion of minimum global optimal
allocation cost to generate branch tangents between positive
and negative residual points. By ensuring the balance of branch
tangents, their total length is reduced in comparison with the
traditional branch tangent method proposed by Goldstein, and
the pixel unwrapping rate is improved.

The final step of the inversion process is conversion of the
phase value after unwrapping into sea level elevation informa-
tion. According to the principles of interferometry and assuming
an InIRA system with observation geometry of one transmitting,
and two receiving antennas, the conversion relationship can be
expressed

h = H −Rm cos

[
arcsin

(
λ · φtotal

4πB

)]
(33)

φtotal = φu + φr (34)

where h is the height of the target point, H is the vertical distance
from the center of the main antenna to the reference plane (sea
level in this article), Rm is the distance from the main antenna
to the target point, λ is the wavelength of the electromagnetic
waves emitted by the InIRA, B is the baseline length,φtotal is the
absolute phase difference between the signals received by main
and slave antennas, φu is the phase value of after unwrapping,
and φr is the overall phase residual, which, in practice, can be
determined using known ground control points [1], [48].
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Fig. 9. Elevation map of the sea surface sample point. (a) Simulated sea surface elevation. (b) Inversion sea surface elevation using RD algorithm. (c) Inversion
sea surface elevation using BP algorithm. Some relatively obvious visual differences of sea surface elevation have been marked with red circles.

Fig. 10. The error between elevations calculated by inversion and original simulated elevations. (a) Using RD algorithm imaging. (b) Using BP algorithm imaging.

Using the above steps, simulated imaging results derived
using the RD and BP algorithms have been inverted; the results
shown in Fig. 9(b) and (c).

The elevations derived from the inversion are compared with
the original simulated sea level elevations, in the form of errors,
shown in Fig. 10(a) and (b). The mean errors are 0.0544 and
0.0851 m, respectively, and the mean square errors are 0.0057
and 0.0114 m, respectively. The error distributions are shown
in histogram form in Fig. 11(a) and (b). Figs. 10 and 11 clearly

indicate that the same sea surface target area has been imaged
based on the same InIRA system parameters. The inversion
elevation errors for the RD algorithm are generally small and
hover around 0 m, but elevation errors for some individual
positions are large, as the spikes in Fig. 10(a) reveal, along
with the errors in the 0.5 m histogram bucket in Fig. 11(a).
The SSH errors of the BP algorithm are relatively larger overall,
but their distribution is relatively uniform, with no excessively
large outliers, and basically no errors in the [0.4, 0.5 m] interval.
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Fig. 11. The histogram of Elevation error distribution. (a) Using RD algorithm imaging. (b) Using BP algorithm imaging.

The main reason for this is that the RD algorithm uses a matched
filtering method for azimuth signal processing. The signal within
one-time window displays good continuity, and in principle is
not subject to matching error. The main source of error is ran-
domness in the sea surface and the InIRA system, with random
changes in individual position errors occurring due to differences
in the filtering effect. By contrast, the BP algorithm is based on
the time delay in azimuth signal processing, and the magnitude
of the time delay depends entirely on the instantaneous distance
between the target point and the receiving antenna. In 3-D space,
this instantaneous distance is not only related to the 2-D sea level
coordinates of the sampling point, but also to their height. So,
sampling points with the same distance but different positions
can sometimes be projected incorrectly, resulting in relatively
large overall errors.

VII. CONCLUSION

In conclusion, we proposed a simulation method of SST
imaging for SSH measurement of InIRA. The simulation con-
forms to the systematic principles of planned SWOT mission
and TianGong-2 altimeter. First, the PM wave spectrum and
two-scale model were used to simulate a sea surface area from
which to obtain elevation data. To permit relatively accurate
calculation of backscattering coefficients for this simulated sea
surface, it was divided into small triangular facets of dimensions
similar to the wavelength of InIRA electromagnetic waves using
Delaunay triangulation. Backscattering coefficients were then
obtained using a quasi-mirror scattering model and coherence
superposition. The RD and BP imaging algorithms were then
used to simulate coherent complex InIRA images. Through ele-
vation inversion calculations, the precision of SSH measurement
results at sampling points was calculated, and found to fall in
the centimeter range at 2 × 2 m resolution, a higher resolution

than that in [20]. The accuracy of SSH measurement will further
improve if the resolution value set in the simulation is reduced
to that designed in the practical InIRA system.

Based on our simulation approach, an optimized model of
error correction and elevation inversion for real InIRA measured
SSH images will be further proposed after considering the
influence of system parameters and atmospheric perturbation
or elevation retrieval performance.
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