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Abstract—Deception is an effective means of jamming against
synthetic aperture radar (SAR). The performance of deceptive
jamming is affected by the accuracy of parameter measurement
and the applied antijamming methods of SAR. In this article,
we analyze the accuracy of current deceptive jamming evaluation
indicators, propose a new method for evaluating the performance
of deceptive jamming based on the combination of typical dominant
deceptive jamming evaluation indicators, and recessive indicators
extracted by convolutional neural networks, and obtain a level of
deceptive jamming using a softmax activation function in a fully
connected network. Deceptive jamming images affected by the SAR
motion parameter measurement error are taken as training and
test sets. Finally, the moving and stationary target acquisition and
recognition database is used as a deceptive jamming template in
order to verify the effectiveness of the proposed method.

Index Terms—Convolutional neural network (CNN), deceptive
jamming, electronic countermeasure (ECM), synthetic aperture
radar (SAR).

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) is widely used in military
and civilian applications, such as target classification, iden-

tification, and detection due to its high resolution at all times of
day and in all types of weather [1]. To protect targets or regions of
interest from the malicious reconnaissance of SAR, research into
jamming has been of great interest in electronic countermeasure
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(ECM) devices [2], [3]. Deception is one of the most important
techniques in the SAR jamming. The performance evaluation
of deceptive jamming (PEoDJ) against SAR is useful for test-
ing, upgrading, and combatting ECM methods and equipment
[4]–[8], although there have been relatively few studies of the
PEoDJ.

SAR ECM is a dynamic game process with incomplete in-
formation [9]–[11]. With the development of intelligent sys-
tems such as adaptive radar, adaptive electronic warfare, and
intelligent ECM, adaptive PEoDJ has become an indispensable
component of the SAR closed-loop game system [12]–[14]. The
PEoDJ is a prerequisite for resource scheduling and decision-
making in intelligent ECM systems. Therefore, the study of the
real-time PEoDJ with high accuracy and stability is of great
importance.

The purpose of jamming is to hinder or destroy the informa-
tion retrieval capability of SAR. The traditional rules for PEoDJ
generally utilize the changes in SAR images before and after
jamming. The proposed deceptive jamming evaluation criteria
include the information criterion [15]–[17], power criterion [18],
[19], and efficiency criterion [20].

In order to evaluate the performance of deceptive jamming,
the imaging characteristics of SAR can simultaneously utilize
three aspects of indicators: the data domain, such as the signal-
to-jamming ratio, and information loss ratio [18]; the scatterer
target domain, such as the integral sidelobe ratio, peak sidelobe
ratio, and impulse response width [22], [23]; and the scene target
domain, such as image mean, image variance, Euclidean dis-
tance [24], equivalent number of looks (ENL) [25], correlation
coefficient [25]–[27], dynamic range, image entropy [28], [29],
and structural similarity (SSIM) [30], [31].

Unfortunately, these indicators are limited in practical appli-
cation because they only focus on the variation of a single image
and cannot directly judge the performance of a jamming method.
Furthermore, they cannot meet the real-time requirement of
today’s ECM devices. The jamming indicator is empirically
selected as the evaluation criterion in deceptive jamming. These
jamming indicators are of low universality for a series of de-
ceptive jamming images. Qin et al. obtained a high level of
SAR deceptive jamming by introducing weighted summation
of various evaluation indicators, but could not guarantee the
accuracy for a large number of samples [21], [32].
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With continuous growth of computation power, research on
deep learning has increased. Convolutional neural networks
(CNNs) have been applied in many fields, such as speech recog-
nition and optical image recognition [34]–[37], to obtain image
texture information and capture the spatial features between
pixels. CNNs have also been effective in the classification and
recognition of radar targets. This article proposes a new per-
formance evaluation method for the deceptive jamming based
on the combination of typical deceptive jamming evaluation
indicators and recessive indicators extracted by CNNs. We attain
the performance evaluation result through the use of the softmax
activation function in fully connected networks. The proposed
method can improve the adaptive and real-time processing capa-
bilities of the PEoDJ and resolve the issues of poor universality
and weak real-time assessment capability. At the same time,
we analyze the influence of the measurement error of the SAR
platform motion parameter on a deceptive jamming image. By
adding velocity and position measurement error, different levels
of deceptive jamming samples are generated [38]. This solves
the problem of a limited number of deceptive jamming samples.

The remainder of this article is organized as follows. Section II
introduces the dominant deceptive jamming indicators, which
have clear physical meaning, and recessive indicators extracted
according to the CNN. We focus on the dominant and recessive
indicators as input to a fully connected network and obtain de-
ceptive jamming levels through classifiers. Section III analyzes
the influence of the SAR platform motion parameter measure-
ment error on jamming performance. After adding velocity and
position measurement errors, the training and test samples of
deceptive images are generated. Section IV demonstrates the
effectiveness of the proposed method using deceptive images,
which are generated using the moving and stationary target
acquisition and recognition (MSTAR) database as the original
deceptive jamming template. Section V offers our conclusion.

II. PERFORMANCE EVALUATION NETWORK CONSTRUCTION OF

DECEPTIVE JAMMING

In this section, we first introduce the physical meaning of
PEoDJ indicators, which are known as dominant indicators,
against SAR. We then introduce the recessive indicators ex-
tracted based on the CNN and concatenate them with the domi-
nant indicators to form a new feature vector. Such results in the
generation of the performance evaluation network of deceptive
jamming. The proposed method can resolve the issues of tra-
ditional performance evaluation methods, such as subjectivity,
poor generalization ability, and inability to meet the stringent
real-time requirements of specific services. Compared with gen-
eral multifeature weighting methods, the proposed method has
higher confidence in setting weights.

A. Dominant Indicator Extraction Based on
Traditional Methods

By comparing an ideal SAR imaging distribution and the
imaging result generated by a deceptive jammer, the perfor-
mance level of deception jamming is obtained [21]. For a single
image, assume that the size of the deceptive jamming scene is

[Nr, Na]. Ideally, a SAR imaging result is represented by R =
{r(xi, yj)}. When a SAR is jammed by a deceptive jammer,
the imaging result is represented by G = {g(xi, yj)}, where
the gray values of the two images on the scatterer (xi, yj) are
r(xi, yj) and g(xi, yj), respectively. The means and variances
of the two images are as follows:

⎧⎨
⎩

μR =
∑Nr

i=1

∑Na
j=1 r(xi,yj)

NrNa

σ2
R =

∑Nr
i=1

∑Na
j=1 (r(xi,yj)−µR)

NrNa

(1)

⎧⎨
⎩

μG =
∑Nr

i=1

∑Na
j=1 g(xi,yj)

NrNa

σ2
G =

∑Nr
i=1

∑Na
j=1 (g(xi,yj)−µG)

NrNa
.

(2)

The Euclidean distance (d) compares the gray level at equiva-
lent locations between the SAR image before and after deceptive
jamming. After finding the square of the difference between
r(xi, yj) and g(xi, yj), d is obtained as [24]

d =

√∑Nr

i=1

∑Na

j=1
(r (xi, yj)− g (xi, yj))

2. (3)

As the difference between the signals increases, d also in-
creases. In the PEoDJ, a larger d between the real and false
images leads to lower fidelity of the SAR deceptive jamming.
Although the range of d is infinite, there is no upper bound of
convergence. We can only analyze the jamming performance
for the same scenario under different jamming conditions, but
not for a single deceptive jamming image or group of different
scenes.

Similar to the Euclidean distance, the mean square error
(MSE) [33] measures the fidelity of deceptive jamming by

MSE =
1

NrNa

Nr∑
i=1

Na∑
j=1

(r (xi, yj)− g (xi, yj))
2. (4)

The MSE increases with the difference between the signals,
hence a smaller MSE leads to better jamming performance.

The correlation coefficient (c) [25]–[27] characterizes the
statistical correlation between two images, defined as

c =

∑Nr

i=1

∑Na

j=1 r (xi, yj) g (xi, yj)√∑Nr

i=1

∑Na

j=1 r
2 (xi, yj)

∑Nr

i=1

∑Na

j=1 g
2 (xi, yj)

. (5)

Since the gray value is nonnegative, i.e., r(xi, yj) ≥ 0 and
g(xi, yj) ≥ 0, we can deduce that 0 < c ≤ 1, where a larger c
indicates a stronger correlation between the false scene imaging
result and the original scene. When c is close to 1, lower param-
eter measurement error is introduced in the deceptive jamming
modulation.

SSIM evaluates the similarity between images by comparing
the differences in image structure information [30], [31]. SSIM
simulates the process of biological observation of objects based
on the human visual system. It is expressed mathematically as

SSIM = L (R,G)C (R,G)S (R,G) (6)
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where L(R,G), C(R,G), and S(R,G) are the brightness com-
parison, contrast comparison, and structure comparison, respec-
tively, which can be expressed as

L (R,G) =
2μRμG + C1

μ2
R + μ2

G + C1

C (R,G) =
2σRσG + C2

σ2
R + σ2

G + C2

S (R,G) =
σRG + C3

σRσG + C3
(7)

where R and G denote the real SAR image and the generated
deceptive jamming image, respectively; and C1, C2, and C3 are
specific small values included to prevent a zero denominator.
Since SSIM addresses the correlation between local area pixel
points, it is more sophisticated than simply calculating the
pixel point parameters between images. A higher SSIM implies
greater similarity of two images, and a more realistic deceptive
jamming image.

The equivalent number of looks (ENL) [25] is commonly
adopted to measure the speckle suppression of a single SAR
image. It is defined as the ratio of the mean and variance of the
image

ENL =
μ

σ2
. (8)

A larger ENL indicates that an image is well smoothed. By
comparing the difference of the equivalent number of looks
(ΔENL) between a real SAR image R and a deceptive jamming
image G, the performance of the deceptive jamming can be
analyzed

ΔENL = |ENLR − ENLG| (9)

where | · | denotes the absolute value. The larger the ΔENL, the
better the performance of deceptive jamming is modulated.

Image entropy [28], [29] is defined as

H = −
L−1∑
i=0

Pi logPi (10)

where L is the total number of gray levels and Pi is the probabil-
ity of gray level i. Image entropy characterizes the aggregation
of the gray distribution of an image. Richer information included
in an image implies larger entropy. The degradation of deceptive
jamming quality leads to information loss. Deceptive jamming
performance can be evaluated by calculating the difference
between the image entropy values of R and G

ΔH = |HR −HG| . (11)

Theoretically, all of the above indicators can be used to eval-
uate the quality of deceptive jamming. Each of them measures
a different aspect of deceptive jamming, which, however, may
lead to erroneous conclusions. Some of these indicators either
have no boundaries or a very wide range. Therefore, we cannot
judge the performance of deceptive jamming by their absolute
values. Moreover, when using a multifeature weighted fusion
method, the vast difference in the distribution intervals of these
indicators exerts negative effects on the weight distribution,

since the weights tend to be more advantageous for features with
larger values. This will be verified in subsequent experiments.

B. Recessive Indicator Extraction Method Based on CNN

A CNN is a neural network designed to process data with
similar grid structures [35], such as time series or image data.
CNNs use a convolution operation instead of a general matrix
multiplication operation in at least one layer. Unlike fully con-
nected networks, CNNs use weight-sharing to reduce the number
of network parameters and alleviate the problem of overfitting.
AlexNet (2012) was a breakthrough in the effectiveness of
a CNN for complex models [36]. Subsequently, researchers
continued to explore CNNs and proposed more powerful CNN
structural models. Since SAR deceptive jamming images consist
of typical grid data, we can utilize CNNs to extract indicators
for the PEoDJ.

A CNN includes an input layer, convolutional layers, pooling
layers, and a final output layer. The convolutional layer is
the core layer, and is used to extract image features. It has
the characteristics of local perception and parameter sharing.
Each neuron in the current layer extracts the same feature of
all feature maps in the previous layer, so that the features
between different neurons in each layer are independent. The
operations of the convolutional layer include convolution and
activation. In forward propagation, the convolutional kernel
will slide on the width and high dimension of the input data,
calculate the inner product of the entire convolutional kernel,
and the input data at any position, generate a 2-D feature map,
and overlay the activation maps of different filters in the depth
direction to generate the output data. Define the input of the
previous layer as I

(l−1)
i (i = 1, . . . , Nl−1), where Nl−1 is the

number of feature units of the (l − 1) th layer, and the output is
I
(l)
j (j = 1, . . . , Nl), where Nl is the number of feature units of

the lth layer. Convolutional processing can be expressed as

O
(l)
j (x, y) =

Nl−1∑
i=0

F−1∑
u,v=0

k
(l)
ji (u, v) · I(l−1)

i (x− u, y − v) + blj

(12)
where I(l−1)

i (x, y) is the activation value of the ith unit at (x, y)

of the (l − 1)th layer, I(l)j (x, y) is the activation value of the jth

unit at (x, y)of the lth layer, k(l)ji (u, v) is the weight of the ith
unit at the (l − 1)th layer and the jth unit at the lth layer, and
b
(l)
j is the bias of the jth unit at the lth layer. The activation value

of the jth unit in the lth layer can be expressed as

I
(l)
j (x, y) = f

(
O

(l)
j (x, y)

)
(13)

where f(x) is the rectified linear unit (ReLU). The ReLU layer
is used to activate the data after every convolution in order to
increase the nonlinear characteristics of the network and provide
the model with stronger classification expression ability.

When mapped to a higher-dimensional space, the final deci-
sion surface is decomposed into multiple planes. As the neural
network deepens, multiple piecewise planes are required to fit
the final decision surface and achieve nonlinear classification.
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The convolutional kernels and biases are the parameters that
must be trained.

The pooling layer is added after the convolutional layer. Its
function is to reduce the data dimensions and semantically fuse
similar features, such that the model can extract a wider range
of features. The pooling layer can also reduce the amount of
calculation and the number of required parameters, leading to
the characteristic of feature invariance.

In most cases, the maximum and average pooling indepen-
dently operate on each depth slice of input data in the pooling
layer. Such types of pooling can change the spatial size of data. In
this article, we choose maximize pooling with step size 2, which
returns the maximum value in the pooling window. The image
features are extracted after multiple convolution and pooling
operations.

The softmax activation layer is the last layer of the entire
network, whose primary purpose is to complete the classification
task. The output layer of the CNN is a K-dimensional vector
whose elements correspond to the posterior probability pi =
P (y = i|I(L)), i = 1, · · · ,K of each class. I(L) is the input of
the softmax layer, which is obtained by the weighted sum of the
previous fully connected layer. The actions of softmax can be
expressed as

pi =
exp

(
I
(L)
i

)
∑K

j=1 exp
(
I
(L)
j

) (14)

where I
(L)
i is the weighted sum of the ith node of the last fully

connected layer and L is the number of layers.
Given a training set with m samples, which can be expressed

as {(x(i), y(i)), i = 1, · · · ,m}, y(i) is the real label of the target,
and the cross-entropy loss function can be defined as

L (k,b) = − 1

m

m∑
i=1

logP
(
y(i)

∣∣∣x(i);k,b
)

(15)

where k and b are the weight and bias sets, respectively, of all
the layers in the CNN.

By minimizing the cross-entropy loss function, the weight k
will be updated to increase the probability of the correct category,
which is equivalent to maximum likelihood estimation. The goal
of softmax is not to minimize the square of the error, but to
minimize the cross entropy of the known distribution and the
probability distribution of the network estimation in order to
obtain better classification results.

The weight and bias are updated by minimizing the loss
function. Due to the complexity of the global loss function, it is
unrealistic to directly calculate and analyze the global minimum
loss function, although it is feasible in practice to solve for the
partial derivative of the corresponding parameter. Therefore, the
loss function can be minimized by iterative optimization, and the
simplest way to do so is by gradient descent.

In a CNN, the weight parameter update of the loss function
can be realized by back propagation, in which random gradient
descent is used to optimize the network parameters. To update
the network parameters, the residual δli(i = 1, . . . , Nl) of the
intermediate variable must first be calculated, which is realized

by calculating the partial derivative of the corresponding weight
parameters for each cell. For the elements of the output layer,
the residual can be expressed as

δli = −
(
y(i) − pi

)
(16)

where pi is the predicted value of the CNN. The residual of the
front layer can then be calculated according to the residual of
the output layer. If the (l + 1)th layer is the convolutional layer,
the residual of the lth layer can be expressed as

δli (x, y) =
∑
j

F−1∑
u,v=0

k
(l+1)
ji (u, v) · δ(l+1)

j (x+ u, y + v)

(17)
where k

(l+1)
ji is the weight connecting the ith unit at the lth

layer and the jth unit at the (l + 1)th layer, and δ
(l+1)
j is the

residual of the jth unit at the (l + 1)th layer. Although there is no
trainable weight parameter in the pooling layer, the residual must
be transferred back to the low-level network. If the (l + 1)th
layer is the maximum pooling layer, the residual of the lth layer
can be expressed as

δli (x, y) = f ′
(
I
(l)
i (x, y)

)
· ∑
m,n

δ
(l+1)
i (m,n)

·ε (ui,m +ms− x, vi,n + ns− y)
(18)

where f ′(x) is the derivative of the nonlinear excitation function,
which in this article is ReLU.

By calculating the residuals of each layer, the gradients of the
weight and the bias of each layer can be calculated as

∂L

∂k
(l)
ji (u, v)

=
∑
x,y

δ
(l)
j (x, y) · I(l−1)

j (x− u, y − v) (19)

∂L

∂b
(l)
ji

=
∑
x,y

δ
(l)
j (x, y). (20)

Using gradient descent to update the weight and bias of the
network, through forward propagation and back propagation,
the network finally converges, stable network parameters are
obtained, and the SAR recessive features of deceptive jamming
images are extracted.

Fig. 1 shows the CNN structure adopted in this article. It
includes six convolutional layers, three max pooling layers,
two fully connected layers, and one softmax classifier. Smaller
convolution kernels usually have a better feature extraction effect
and higher recognition result [39]. Therefore, we chose a 3× 3
convolutional kernel, which can achieve a good balance between
reducing the number of parameters and effectively extracting
image features. The parameters in the convolutional kernel are
obtained through training, and its learnable parameters through
a supervised learning method with a training set. There are eight
3× 3 convolutional kernels in the first and second convolutional
layers, 16 3× 3 convolutional kernels in the third and fourth
convolutional layers, and 32 3× 3 convolutional kernels in the
fifth and sixth convolutional layers. The stride size and padding
of a convolutional kernel are both 1. With the deepening of
a convolutional layer, the features of the feature map become
increasingly abstract and more difficult to extract. It is generally
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Fig. 1. Applied CNN structure.

necessary to increase the depth of a convolutional kernel to fully
describe the in-depth features with more parameters [40]. After
every two convolutional layers, a max pooling layer with pooling
size 2× 2 and stride size 2 is added. Dropout is added to the
first fully connected layer with probability p = 0.5. After three
sets of convolution and pooling operations, 32 feature maps of
size 28× 28 are obtained. The first fully connected layer has 64
nodes, and the second has five nodes, followed by the softmax
activation function for classification. The input data consists of
a single-channel grayscale image of size 224× 224. The batch
size is 64 and the learning rate is 10−4. During the input of the
recessive part, the mean value of the deceptive jamming image
is subtracted in order to make the overall mean value of the
image zero, which is conducive to CNN training, thus enabling
the network to more easily converge while avoiding gradient
explosion.

C. Dominant and Recessive Feature Joint Weight Construction

To integrate multiple image quality indicators, the traditional
method often applies weighted summation [21]

y =
∑
i

kixi + b (21)

where xi is the ith performance evaluation indicator of the SAR
deceptive jamming image; ki is the corresponding weight; b
is a bias; f(·) is a nonlinear activation function; and y is the
comprehensive result.

Fig. 2. Proposed performance evaluation network of deceptive jamming.

Weighted summation is essentially a linear model that can be
represented by a perceptron [41], [42], which can only solve
the linear separable problem. Due to the complexity of the
performance evaluation of deceptive jamming, the weighted
summation model must be extended to a nonlinear version. Fig. 2
shows the proposed performance evaluation network framework
of deceptive jamming, from which both recessive and dominant
indicators can be obtained. The recessive indicators are extracted
according to the CNN, whose structure is described in the red box
in Fig. 1. The dominant indicators are determined according to
the classical image assessment indicators. To avoid the situation
in which the sensitivity of the weight to the parameter is large,
the dominant feature is linearly normalized to [0, 1]:

xnor =
x− xmin

xmax − xmin
(22)

where xnor is the normalized dominant feature, x is the original
dominant feature, andxmax andxmin are the respective maximal
and minimal values in the original feature set. These dominant
features are combined to form the new feature map.

In Fig. 2, the first fully connected layer has 64 nodes that are
extracted from recessive features and the second has 10 nodes
from dominant features separately. The third fully connected
layer has five nodes, followed by the softmax activation function
for classification. The framework is end-to-end, and the weights
are automatically learned from deceptive jamming samples.
In our experiment, the weights obtained by training are fixed.
Finally, the levels of deceptive jamming are obtained.

III. GENERATION OF DECEPTIVE JAMMING SAMPLES

Deceptive jamming modulation is achieved based on digital
radio frequency memory, which consists of amplitude-, delay-,
and phase-modulation terms [38]. A jamming signal intercepted
by a deceptive jammer is the signal directly transmitted by
SAR, which contains the error of the SAR hardware system and
the motion error information of its platform. Hence, it has the
same time sequence and waveform characteristics as the signal
transmitted by SAR. Because of this, it can produce realistic
false targets.
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Fig. 3. Geometry of deceptive jamming against SAR.

Owing to the limit in reconnaissance accuracy of the jammer,
the geometric parameters used for deceptive jamming modula-
tion have difficulty accurately containing the motion error of the
SAR platform. Thus, the jamming signal may not completely
match the real echo. As a result, the parameter measurement
error in the processing of echo motion compensation is either
inaccurate or has difficulty estimating the real scene. The unified
compensation with the false scene results in defocusing of
the false or real scene, which diminishes the performance of
deceptive jamming. Therefore, deceptive jamming samples with
different levels can be generated by adding different SAR param-
eter measurement errors. We analyzed the influence of parameter
measurement on the performance of deceptive jamming.

A. Analysis of Factors Affecting Performance of
Deceptive Jamming

The imaging geometry of a point target can be characterized
by the ideal stop-and-go model, as shown in Fig. 3. In a Cartesian
coordinate system, the x-axis is the azimuth dimension and is
parallel to the flight direction of the SAR platform. The y-axis is
the range dimension in the oblique plane and is perpendicular to
the x-axis. The origin O is the pointing position of the beam
center at the initial time at the jammer’s location. P (x, y)is
the location of an arbitrary false scatterer and L is a synthetic
aperture length. Ideally, SAR flies along a straight line with
velocity v. Rs is the shortest range between a SAR platform and
a jammer, and is ideally a constant. When affected by external
factors such as clouds and air flow, as well as the navigation
capability of a radar platform, the real SAR trajectory is a curve,
as depicted by the dotted line. Thus, there is some deviation of
Rs in every slow time tm, which is expressed as Rs(tm). The
instantaneous slant range between the SAR and jammer is

RO (tm) =
√

R2
s (tm) + v2 (tm) t2m (23)

where tm is the slow time.
The theoretical instantaneous slant range between the SAR

and a false scatterer P (x, y) is

RP (tm) =

√
(Rs (tm) + y)2 + (x− v (tm) tm)2. (24)

The ideal Doppler frequency rate with scatterer P (x, y) is

γa =
v2 (tm)

2 (Rs (tm) + y)
. (25)

Comparing (23) and (24), the difference of slant range be-
tween real and false scatterers is

ΔRP (tm) = RP (tm)−RO (tm) . (26)

For computational convenience, we approximate the delay
term in (26) as a second-order Taylor series of tm

ΔRP (tm) = y +
x2

2 (Rs (tm) + y)
− xv (tm) tm

(Rs (tm) + y)

+
[v (tm)]2t2m

2

(
1

(Rs (tm) + y)
− 1

Rs (tm)

)

= r0 + r1tm + r2t
2
m (27)

where

r0 = y +
x2

2 (Rs (tm) + y)

r1 = − xv (tm)

(Rs (tm) + y)

r2 =
v2 (tm)

2

(
1

(Rs (tm) + y)
− 1

Rs (tm)

)
(28)

where r0 is a constant term of tm, whose value determines the
position of a false scatterer in range; r1 is a first-order term of tm,
whose value determines the imaging position of a false scatterer
in the azimuth; and r2 is a second-order term of tm, whose value
is related to the Doppler frequency rate.

When SAR platform trajectory deviation occurs, the instanta-
neous slant distanceRs(tm) and velocity v(tm) vary with tm.
Unfortunately, the precise measurement of the SAR motion
parameter is not easy, although a key step in deceptive jamming
is the accurate calculation of the difference of instantaneous slant
rangeΔRP (tm). This will affect the deceptive jamming quality.

1) Influence of Rs(tm) Measurement Error on Deceptive
Jamming: The measurement error of Rs(tm) will affect all
terms in (27). The errors in r0 and r1 caused by the Rs(tm)
measurement error will result in offsets of the false scatterer im-
age in range and azimuth, respectively. The r2 error will lead to
the mismatch of the false scatterer’s signal to the corresponding
match-filter function, causing the deceptive jamming image to be
defocused, thus significantly degrading the deceptive jamming
performance. In summary, the errors in r0 and r1 will cause
the position of the false scatterer imaging to deviate from the
preset coordinates, which will cause the distortion of the false
scene. The deceptive jamming performance, however, will not
change significantly. In contrast, r2 error will cause obvious
false scene defocusing, which will lead to the degradation of
deceptive jamming.

Define the Rs(tm) measurement error as

ΔRs =

∑Na

tm=1 |Rs (tm)−Rs|
NaRs

(29)
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Fig. 4. Variation of Doppler frequency rate error with Rs(tm) measurement
error.

Fig. 5. Comparison of azimuth profiles of deceptive jamming scatterer with
±20% of Rs(tm) measurement error and real scatterer: (a) −20% of Rs(tm)
measurement error; (b) 20% of Rs(tm) measurement error.

where ΔRs ∈ (−1, 1). The corresponding Doppler frequency
rate of a deceptive jamming signal after phase compensation is

γ̂a =
v2 (tm)

2 ((1 + ΔRs) ·Rs (tm) + y)
. (30)

The resulting Doppler frequency rate error is defined as

Dopr =
γ̂a − γa

γa
=

−ΔRs ·Rs (tm)

(1 + ΔRs) ·Rs (tm) + y
. (31)

The variation of γa error caused by the Rs(tm) measure-
ment error is plotted in Fig. 4. In the most extreme case, the
Rs(tm) measurement error increases from −100% to 100%.
Correspondingly, γa error decreases from +∞ to 0, and then
to approximately −50%. The physical meaning of −100% γa
error is that r2 is zero, i.e., no compensation is made for γa
spatial-variability caused by deceptive jamming. The 100% γa
error means that γa spatial-variability is compensated for twice.

There is no such extreme situation in reality. Rs(tm) mea-
surement error is generally hundreds to thousands of meters.
Fig. 5 compares the azimuth profile of deceptive jamming data
with −20% or 20% of Rs(tm) measurement error and the real
echo. The solid line represents the real echo, and the dotted line
represents the false scatterer. Such result indicates that when
the measurement error is −20% of Rs(tm), the performance of
deceptive jamming becomes worse. The result is consistent with
the curve plotted in Fig. 4.

2) Influence of v(tm) Measurement Error on Deceptive Jam-
ming: Inevitable measurement errors in v(tm) similarly occur.
The analysis of v(tm) measurement error is also discussed

Fig. 6. Variation of Doppler frequency rate error with v(tm) measurement
error.

according to its effect on r0, r1, and r2. Based on (27) and (28),
v(tm)measurement error does not affect the position of the false
scatterer in the range. The r1 error caused by v(tm)measurement
error will result in the offset of false scatterer images in the
azimuth, but will not defocus them. v(tm) measurement error
in r2 will lead to γa error. This will result in the false scatterer’s
signal mismatch with the corresponding match-filter function,
causing the deceptive jamming image to be defocused, thereby
degrading the performance of deceptive jamming.

Define v(tm) measurement error as

Δv =

∑Na

tm=1 |v (tm)− v|
Nav

(32)

where Δv ∈ (−1, 1). The corresponding γa of a deceptive jam-
ming signal after phase compensation is

γ̂a =
(1 +Δv) · v2 (tm)

2 (Rs (tm) + y)
. (33)

The resulting γa error is defined as

Dr =
γ̂a − γa

γa
= (Δv)2 + 2Δv. (34)

With the variation of the measurement error of v(tm), γa
error compensated by a deceptive jamming signal is shown in
Fig. 6. When v(tm) measurement error increases from −100%
to 100%, the corresponding γa error varies from −100% to 0%,
and continues to increase. Its physical meaning is the same as
that caused by Rs(tm).

The v(tm)measurement error will not reach±100% in reality.
Therefore, we compare the image of the deceptive jamming
data with −20% or 20% of v(tm) measurement error and the
real echo. The azimuth profile is plotted in Fig. 7. The solid
and dotted lines are the azimuth profiles of the real and false
scatterers, respectively. This indicates that with a −20% v(tm)
measurement error, the performance of deceptive jamming is
better than the case with 20%. Such result is consistent with the
curve plotted in Fig. 6.

B. Construction of Deceptive Jamming Samples Based on
Measurement Error of SAR Motion Parameters

A deceptive jamming signal may be caused by the superpo-
sition of multiple false scatterers. The measurement error of
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Fig. 7. Comparison of azimuth profiles of deceptive jamming scatterer with
±20% of v(tm) measurement error and real scatterer: (a) −20% of v(tm)
measurement error; (b) 20% of v(tm) measurement error.

TABLE I
SAR SYSTEM PARAMETERS

the SAR motion parameter will lead to both position offset and
defocusing of the entire jamming image. This will reduce the 2-D
coherent accumulation gain of the jamming image. Therefore,
the samples required for the deceptive jamming evaluation can
be generated by the inaccurate measurement of the SAR mo-
tion parameters. After adding Rs(tm) and v(tm) measurement
errors, the training and test samples for the PEoDJ are generated.

To visually depict the influence of Rs(tm) and v(tm) mea-
surement errors on the imaging of a false target, experiments
were carried out, as discussed in the following section, with the
parameters listed in Table I. We used the MSTAR open dataset as
the template for deceptive jamming. Random measurement error
with variances 0.5%, 1.5%, 3%, 7%, and 12% were added to
Rs(tm). The deceptive jamming images are presented in Fig. 8.
When the error is small, the image edge defocuses, but not to
an obvious extent. As Rs(tm) measurement error increases, the
image position shifts in both range and azimuth, and the image
quality degrades. More serious image defocusing leads to worse
deceptive jamming quality.

IV. EXPERIMENTAL RESULTS

We evaluated the proposed method based on the data gener-
ated in Section III. The sizes of the training and testing datasets
are listed in Table II. We utilized BMP-2 as the deceptive
jamming template to generate the training and test sets, which
were provided at 17° and 15° depression angles, respectively,
under Rs(tm) measurement error with variances 0.5%, 1.5%,
3%, 7%, and 12%.

The applicable scope and limitations of current SAR decep-
tive jamming evaluation indicators were analyzed on specific
samples. For a single deceptive jamming template, different

Fig. 8. False target imaging results under randomRs(tm)measurement error.
(a) False scene imaging result without measurement error. False scene imaging
result under Rs(tm) measurement error with variance of: (b) 0.5%; (c) 1.5%;
(d) 3%; (e) 7%; (f) 12%.

TABLE II
DESCRIPTION OF TRAINING AND TEST SETS

Rs(tm) measurement errors were added to generate deceptive
jamming images. The corresponding variation of these indica-
tors in Section II-A is plotted in Fig. 9. The horizontal axis
represents the addedRs(tm)measurement error, the vertical axis
represents the corresponding indicators, the points comprise the
simulation result of the image quality indicators corresponding
to the measurement error, and the solid line is the fitting curve
of the data.

From Fig. 9, we see that d and MSE increase with Rs(tm)
measurement error, indicating that the performance of deceptive
jamming images worsens. In addition, c decreases gradually,
which indicates that the statistical correlation of the deceptive
jamming image will decrease gradually due toRs(tm)measure-
ment error. SSIM decreases with increasing measurement error,
which indicates the difference between the deceptive jamming
image and the real one, and reflects the influence of Rs(tm)
measurement error on the performance of deceptive jamming.
ΔENL varies randomly with Rs(tm) measurement error, which
cannot reflect the influence of parameter measurement error
on the performance of deceptive jamming because the influ-
ence of Rs(tm) measurement error on the deceptive jamming
image is mainly reflected in the position offset and defocus
of the scatterer far from the jammer. The image center still
maintains a high focusing energy. Its mean and variance are
greatly affected by random noise, and cannot reflect the variation
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Fig. 9. Variations in dominant indicators of a single deceptive jamming image
with Rs(tm) measurement error: (a) Euclidean distance (d). (b) Mean square
error (MSE). (c) Correlation coefficient (c). (d) Structural similarity (SSIM ).
(e) Differential equivalent number of looks (ΔENL). (f) Difference between
image entropy of Rand G (ΔH).

of Rs(tm) measurement error. ΔH generally increases with
Rs(tm) measurement error, which indicates that the deceptive
jamming image information is lost asRs(tm)measurement error
increases. When Rs(tm) measurement error is large, the image
entropy is affected by random noise, although it still reflects the
influence of deceptive jamming.

According to Fig. 9, ΔENL is not a suitable evaluation
criterion for the deceptive jamming. The trends of the remain-
ing indicators are similar to a logarithmic distribution. As the
measurement error increases, the deceptive jamming image de-
terioration decreases. This is why we apply the nonuniform error
variation interval. The levels of deceptive jamming can be well
discriminated, which is basically consistent with the theoretical
analysis. Therefore, we selectedd, MSE, c, SSIM, andΔH as the
dominant indicators in this article, and used them to evaluate the
performance of deceptive jamming from different perspectives.

For a single sample, the trend of the indicator value is obvious
after adding different Rs(tm) measurement errors. Multiple
deceptive jamming samples, however, belong to one level, whose
range of indicators is relatively large. The distribution of indi-
cators for the five levels of training samples is shown in Fig. 10.

After adding the Rs(tm) measurement error, the indicators
of different levels of deceptive jamming images overlap to

Fig. 10. Distribution of dominant indicators of training set with Rs(tm)
measurement error. (a) Euclidean distance (d). (b) Mean square error (MSE).
(c) Correlation coefficient (c). (d) Structural similarity (SSIM). (e) Difference
between image entropy of Rand G (ΔH).

some extent. Fortunately, there is still a general increasing or
decreasing trend. To divide the range of each image quality
indicator, we plot the histograms of different levels of samples
under different indicators along with their corresponding fitted
probability distributions in Fig. 11.

The performance of deceptive jamming images under differ-
ent Rs(tm) measurement errors obviously differs. Based on the
fitting results of each indicator after repeated experiments, the
error interval of each indicator was divided by the minimum
error rate criterion. The classification boundaries for different
levels of the deceptive jamming images are listed in Table III.

Based on Table III, the performance of 2935 deceptive jam-
ming images in the test set are evaluated, with the confusion
matrix with dominant indicators presented in Table IV, while
each row in Table IV represents a level of deceptive jamming
samples that is evaluated in the test set. Each column represents
the true level of jamming samples. The accuracy is defined as

acc (f ;D) =
1

m

m∑
i=1

I
(
f
(
x(i)

)
= y(i)

)
(35)

where D = {(x(1), y(1)), (x(2), y(2)), · · · , (x(m), y(m))} is the
test set; y(i) is the true label of jamming samplex(i); and I(·) is a
mapping function that equals 1 iff(x(i)) = y(i), and 0 otherwise.
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Fig. 11. Histogram of dominant index of training set with RS(tm) mea-
surement error. (a) Euclidean distance (d). (b) Mean square error (MSE). (c)
Correlation coefficient (c). (d) Structural similarity (SSIM). (e) Difference
between image entropy of R and G (ΔH).

TABLE III
CLASSIFICATION BOUNDARIES OF DIFFERENT PERFORMANCES OF DECEPTIVE

JAMMING IMAGES

The correlation coefficient and structural similarity exhibit good
discrimination to different levels of deceptive jamming images.
The MSE and Euclidean distance display high evaluation preci-
sion when the Rs(tm) measurement error is small, but show a
poor distinction between levels when the
Rs(tm)measurement error is large, because the histogram has

some overlap between levels. In contrast, the evaluation preci-
sion of differential image entropy values varies in the opposite
manner. Table IV indicates that a single image quality indicator is
not enough to characterize the performance of a set of deceptive
images. Fortunately, the accuracy rate of all the indicators is

TABLE IV
CONFUSION MATRIX OF DECEPTIVE JAMMING EVALUATION RESULTS WITH

DOMINANT INDICATORS

TABLE V
CONFUSION MATRIX OF DECEPTIVE JAMMING EVALUATION RESULTS WITH

VOTING WEIGHTS OF DOMINANT INDICATORS

more than 50% at all levels. Therefore, these indicators have
value as performance evaluation features of deceptive jamming.

In Table V, dominant indicators are used as weak classifiers,
and the voting weighted method is employed as the integrated
classifier to recognize the five jamming levels [21]. The test
results reveal that the accuracy of this approach is much worse
than that of the optimal indicator. Also, some rejected samples
must be evaluated.
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TABLE VI
CONFUSION MATRIX OF DECEPTIVE JAMMING EVALUATION RESULTS WITH

MULTILAYER PERCEPTRON WEIGHTS OF DOMINANT INDICATORS

TABLE VII
CONFUSION MATRIX OF DECEPTIVE JAMMING EVALUATION RESULTS

WITH CNN

TABLE VIII
CONFUSION MATRIX OF DECEPTIVE JAMMING EVALUATION RESULTS WITH

THE PROPOSED METHOD

Table VI lists the test results from the use of the neural network
model with a multilayer perceptron to directly determine the
weight. The average accuracy of the image deceptive evaluation
is very low, since these dominant factors cannot fully represent
the features of deceptive images. The net weight is greatly
influenced by certain dominant evaluation factors with poor
performance.

The performance evaluation accuracy using the CNN directly
is only about 85.96%, due to low Rs(tm) measurement error.
As the Rs(tm) measurement error increases, the accuracy ap-
proaches 100%, as shown in Table VII. The features extracted
by CNN have no clear physical meaning, and cannot provide
reliable support for expert judgment in a human–machine in-
terface. Therefore, we apply the indicators extracted by the
CNN as the recessive features. The performance evaluation
accuracy using the proposed method is presented in Table VIII,
which confirms that the proposed approach outperforms other
comparison benchmarks. Its evaluation accuracy is less affected
by the Rs(tm) measurement error.

Fig. 12 illustrated the comparison between the convergence
curves of the CNN and the proposed method. The solid and
dotted lines represent the convergence curves of the training
and testing accuracy, respectively, with the CNN directly. The
dotted and dash-dot lines represent the convergence curves of
the training and testing accuracy, respectively, with the proposed
method. From Fig. 12, it can be seen that the training accuracy
reached a stable value after 150 epochs using the two methods.

Fig. 12. Comparison of convergence of CNN directly and with proposed
method.

The proposed method reached a training accuracy of 97.92% and
a testing accuracy of 95.84%, outperforming using the CNN
directly. This demonstrates the effectiveness of the proposed
method.

V. CONCLUSION

To solve the issues of poor generalization ability and low
adaptive processing efficiency of the PEoDJ methods, this ar-
ticle proposed a performance evaluation method that combines
dominant and recessive features. The proposed method exhibits
high evaluation accuracy and strong generalization ability, and
supports the closed-loop working system of intelligent ECM. We
analyzed the influence of the motion parameter measurement
error of SAR on deceptive jamming images, and generated a
large number of deceptive jamming images at different levels,
which solves the problem of insufficient jamming samples. The
proposed method was then verified on the MSTAR dataset. The
experimental results demonstrated that the proposed method
exhibits higher evaluation accuracy than other methods, which
in turn indicates its effectiveness, robustness, and generalization
performance.
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