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Erosion Quantification in Runoff Agriculture
Plots by Multitemporal High-Resolution UAS
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Abstract—In this work, we apply close-range photogrammetry
with unmanned aircraft systems to quantify erosion with milli-
metric spatial resolution in agricultural plots. We evaluate the
proposed methodology against the traditional runoff method on
active plots. A database of digital elevation models was constructed
with a ground sampling distance of 7 mm/pixel and maximum root-
mean-square total error of 4.8 mm, which allowed the follow-up of
soil erosion dynamics within the runoff plots for a period of three
months. Good agreement of the photogrammetric estimations with
respect to field measurements was observed, whereas it provides a
more detailed spatial information that can be used for precise soil
loss dynamic studies.

Index Terms—DEMs of difference (DoD), digital elevation model
(DEM), photogrammetry, runoff plots, soil erosion, unmanned
aerial systems (UAS).

I. INTRODUCTION

SOIL erosion is one of the main forms of land degradation
and according to recent estimations about 25% of the world-

wide arable land is degraded [1]. Soil erosion is the accelerated
loss of the arable layer due to the transportation of the soil
particles to other sites [2] and it is a product of a combination of
the erosive potential of the rainfall, vegetation cover, topography,
and soil texture; it is highly related to crop productivity, food
security [3], [4], and to the generation of floods in lowlands
[5], [6].

Since soil erosion is highly variable in time and space, its
accurate estimation becomes a challenge [2]. Many methods
have been developed to quantify soil erosion; however, most of
them are conducted at small scale and further extrapolated to a
larger scale. For example, there are volumetric methods (rills,
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gullies), erosion pins, contour geotextiles for sediment reten-
tion, laser scanning, and most commonly, runoff plot methods
[7]–[9]. Overall, these field methods have uncertainties on data
acquisition, might not be sensitive enough to site changes, and
do not represent natural runoff patterns. In addition, logistics
and access to test sites for data collection might be challenging.
Several authors indicate that despite runoff plots are widely used,
they are ineffective and often lead to misleading results [7], [10].
Additionally, they have intrinsic high costs in construction and
operation.

Alternatively, numerical models with different data input
requirements and resolution have been developed for erosion
quantification. The universal soil loss equation (USLE) and its
revised version RUSLE [11] are empirical models developed to
predict mean annual soil-loss by multiplying values of factors
like rainfall-runoff erosivity, soil erodibility, topography, cover-
management, and management-practices. Despite these models
are often simplistic and provide gross erosion rates instead of net
erosion rates [12], they are widely used [13], [14]. Other phys-
ically based mathematical models, which represent better the
erosion processes at different spatial and temporal scales [12],
have been developed, such as those in the Watershed Erosion
Prediction Project (WEPP) [15], [16], the European Soil Erosion
Model [17], the Kinematic Runoff and Erosion Model [18],
the Chemical, Runoff, and Erosion from Agricultural Manage-
ment Systems [19], and the Areal Nonpoint Source Watershed
Environment Response Simulation [20]; their disadvantage is
that they require many high spatial and temporal resolution
input parameters (e.g., hydrological, topographic, vegetation,
and even chemical parameters) at a large scale [12], which turns
very difficult and expensive to measure over long periods of
time, in particular for developing countries.

More recently, photogrammetry techniques have evolved
through the utilization of computer vision methods [21], [22].
Through them, high-resolution 3-D and 2.5-D models can be
created from image bundles with a wide range of image sensors,
from relatively low-cost cameras up to highly specialized multi-
and hyperspectral cameras [23], [24]. The image acquisition pro-
cess assisted with unmanned aircraft systems (UAS) is depicted
in Fig. 1.

Previous work available in the literature reports the utilization
of photogrammetry for soil conservation assessment, especially
when topography makes data acquisition inaccessible [25], [26],
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Fig. 1. Illustration of the process of a UAS photogrammetric survey over runoff
agricultural plots. The plot is representative of this work, where the takeoff/land
point, general flight trajectory, and ground control points are depicted.

or when the analysis on vast extensions is required to understand
surface soil degradation [27], [28]. Photogrammetry has been
applied mostly for soil erosion studies at large scale with resolu-
tions starting from a few cm/pixel [29]–[32]. Some works report
laboratory scale trials with millimetric resolutions [33]–[36],
and a few articles report subcentimetric resolutions for coastal
analysis [37] and geomorphological studies [38].

The main contributions of this work are: 1) the proposal
of a close-range UAS photogrammetric methodology for the
quantification of erosion in agricultural plots with resolutions
below 1 cm/pixel, and 2) its quantitative evaluation against the
traditional runoff method and RUSLE model on active plots. We
demonstrate that UAS photogrammetry is a viable alternative to
the runoff method during early crop cycles, which can provide
more detailed information on soil dynamics. We show how land
surface dynamics can be evaluated from a digital elevation model
(DEM) database over short periods of time, in combination
with the DEMs of difference (DoD) technique, proper filtering
of the models and removal of vegetation coverage through an
automated workflow based on the R programming language.
With this approach, we compute sediment yield or loss over
time, analyze soil dynamics, and compare these estimations with
other field methods or mathematical models.

The rest of the article is organized as follows. In Section II, we
describe the proposed photogrammetric methodology used for
data collection, processing, and quantification of soil erosion.
In Section III, we present a case study in Costa Rica, where the
proposed methodology is applied and evaluated with respect to
field measurements in runoff plots and the RUSLE model, and
in Section IV, the obtained results are analyzed and discussed.
Finally, in Section V, we gather the main conclusions and
perspectives for further work.

II. PROPOSED UAS PHOTOGRAMMETRIC METHODOLOGY

In this section, we propose a close-range UAS photogram-
metry framework to analyze sediment transport and surface

dynamics over agricultural plots treated with different types of
soil tillage, which is later evaluated against a runoff plot method
and a RUSLE model.

The UAS photogrammetry workflow consists of three main
stages: aerial data acquisition, image processing, and postpro-
cessing of photogrammetric products. Each stage is explained
in the next subsections.

A. Aerial Data Acquisition

As depicted in Fig. 1, we performed the georeferenced image
acquisition by setting an autonomous flight plan to cover the area
under study at the lowest safe altitude and considering frontal
and side image overlaps of 80%.

We selected, for this work, a Red/Green/Blue (RGB)
Zenmuse-X5 sensor onboard of a medium-scale multirotor DJI
Matrice 600. The RGB sensor was a CMOS (4/3) with an active
area of size 17.3 × 13.0 mm. The image resolution was set
to 16 megapixels (4608 × 3456 pixels), using a roller shutting
technique for image forming. The optical lens was a DJI MFT
of 15 mm (30 mm equivalent in 35 mm film) with a field of view
of 72° and aperture range from f/1.4 to f/16.

Since we targeted the highest possible resolution, the flight
height was set to 30 m due to the presence of trees and power
lines nearby, which in combination with the camera parameters,
allowed us to compute an estimated ground sampling distance
(GSD) in cm/pixel by the following relation:

GSD =
100 · S · h
fl · Iw (1)

where h represents the flight height in meters, fl is the focal
length of the image sensor in millimeters, Iw corresponds to
the sensor resolution in pixels, and S is the image sensor width
in millimeters. The estimated ground sampling distance was of
7.5 mm/pixel.

To ensure consistency of the photogrammetric surveys over
time, we installed nine ground control points (GCPs) on the
experimental field that were defined and checked several times
along the observation period. The GCPs were visible in the
images through the utilization of acrylic black markers and white
crosses with sizes of about 30 × 30 cm. We also used the GCPs
to estimate spatial errors for every DEM taken over the timeline
of the experiment. Although the utilization of check points is
a good practice and should be used whenever possible [39],
organic farming guidelines in the test site limited the number of
landmarks used due to soil contamination concerns with cement
and other materials required for their installation.

B. Image Processing

Each set of images collected was processed using a digital
photogrammetry workflow based on Structure from Motion
(SfM) and Scale-Invariant Feature Transform algorithms [22],
[40], implemented in the commercial software tool Agisoft
Metashape, version 1.5.5.

We used a limit of 40 000 key points and 4000 tie points for the
alignment and construction of the sparse point cloud, followed
by a noise filtering stage with the gradual selection method [41].
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The Costa Rica’s projection system CRTM05/CR05 [42] was
used for the alignment and organization of the image bundle.
GCPs were inserted as markers and used to provide a precise
geospatial localization to all photogrammetric models.

We used the full resolution image bundle with the multiview
stereo approach provided by Agisoft Metashape to form the
dense point cloud with the highest possible resolution. From
there, we computed the mesh model through a triangulated
irregular network interpolation and the DEM with another inter-
polation method called inverse distance weighting.

The root-mean-square error (RMSE) was computed to evalu-
ate the georeferencing error in the GCPs, as it will be shown in
the next section. The output of this image processing workflow
was the database of DEMs and orthomosaics corresponding to
each observation time.

C. Postprocessing of Information

We exported DEMs and orthomosaics in a raster format to se-
lect the areas of interest within a geographic information system
environment such as QGIS version 3.14.0. The GSD was equal-
ized in all database entries, considering a GSD of 7 mm/pixel in
this work, by resampling the raster models corresponding to the
six observation times using a bilinear interpolation method.

We applied the DoD technique [43], where two DEMs at
different epochs (i.e., observation times) were pixel-wise sub-
tracted to analyze soil dynamics and to quantify soil accumula-
tion or loss. In order to filter noise and outliers in the DoDs, we
used an RMSE propagation method for establishing a Level of
Detection (LoD) that indicates the minimum vertical difference
that can be considered to be beyond the uncertainty range of the
models [43]. The vertical LoD was computed by the root square
addition of the RMSE values associated with the two epochs
used to calculate the DoD, identified with the subindex i and j,
according to

LoDz =

√
(RMSEDEMi

)2 +
(
RMSEDEMj

)2
. (2)

We incorporated two filtering approaches to remove the noise
floor and the vegetation coverage from the calculations. The
first filtering stage suppressed the values below the ±LoD. The
second filtering stage was performed by constructing a binary
mask I(x, y) designed to remove vegetation by defining an upper
and lower difference threshold that cannot be associated with
soil variations, defined by

I(x,y) =

{
1 −Threshold < I(x,y) < +Threshold,

0 Otherwise.
(3)

Through this mask it was possible to reclassify DoD pixels
associated with values of “1” in the mask as soil, and “0” values
as vegetation.

The evaluation of the spatial elevation changes over time
was carried out through the QGIS profile tool. Soil loss was
determined from the filtered DoD, by performing a pixel raster
sum to estimate the total amount of eroded and deposited soil.

Since the process described before is highly repetitive, applied
on all pixels and combination of DEMs in raster format at

Fig. 2. Schematic representation of the proposed R-programming framework
functionalities, inputs, and outputs for automation of the postprocessing of
DEMs for two arbitrary observation epochs i and j.

different epochs, these tasks were automated by scripting with
the R statistical suite v.4.0.2 using R-Studio v.1.3.1.

Fig. 2 depicts the tasks performed by the R-scripts, inputs, and
the generated outputs, which are derived from two raster DEMs
covering the area of interest: DoD computation, LoD estimation
and filtering, threshold filtering to remove vegetation coverage
(and any other element not associated with soil surface), and
net loss computations. This process can be iteratively applied
between arbitrary epochs and allows the automatic computation
and generation of results in a convenient way.

We compared the obtained results from close-range UAS
photogrammetry and the runoff plot method through the RMSE,
percentage bias (PBIAS), and the determination coefficient (R2),
defined as follows:

RMSE =

√∑n
i=1 (Yobserved − Ycalculated)

2

n
, (4)

PBIAS =

(∑n
i=1 (Yobserved − Ycalculated)∑n

i=1 (Ycalculated)

)
· 100, (5)

R2 =
cov2 (Yobserved, Ycalculated)

var (Yobserved) var (Ycalculated)
(6)

where Yobserved represents the amount of collected sediment
in the field and Ycalculated is the calculated sediment from the
photogrammetric analysis, withn as the number of observations.
The smaller the RMSE value the better the model accuracy, and
results with RMSE values below half of the standard deviation of
the collected sediments were considered as an acceptable model
estimation [44]. PBIAS values were used to evaluate the relative
difference between collected and estimated sediments, where a
negative value means an underprediction and a positive value
indicates an overprediction. The correlation coefficient (R) was
used to estimate the trend in the correlation of the collected and
estimated observations [45], [46].
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Fig. 3. Location map of the experimental agriculture plots at INA, La Chin-
chilla, Cartago, Costa Rica. The nine runoff plots, their numbering, and the
GCPs are shown in the map.

III. CASE STUDY

We discuss in this section a case study in Cartago, Costa Rica,
where the UAS photogrammetric methodology was applied. The
aim of this study is to quantitatively compare the effectiveness
of the proposed UAS photogrammetric approach against the
runoff plot method, analyze advantages and disadvantages, and
to correlate the obtained results by each method. The results are
also discussed taking into consideration the estimations obtained
through the RUSLE model.

The study was conducted at the Center of Organic Agriculture,
La Chinchilla, of the Instituto Nacional de Aprendizaje (INA), at
a latitude of 9.883304 and a longitude of –83.893587 (WGS 84
coordinate system), equivalent to 1092840 N and 511670 E in
the local CRTM05 projection system, and an altitude of 1613 m
above the sea level. The climate of this subregion, called West
Central Valley (VC2), belongs to the humid low montane forest
and the average annual temperature varies between 12 and 17 °C;
the average annual precipitation is 2016 mm, which concentrates
during the rainy reason from May to November [47]. Soils
are predominantly Andosol types with clay texture [47]. The
slope was 16%, with a north-west to south-east orientation,
and the vegetation coverage was mainly formed by grass and

TABLE I
CHARACTERISTICS OF EXPERIMENTAL PLOTS

Note : ρd: bulk density, Ib: final infiltration rate.

short-cycle low density crops. We installed nine runoff plots that
were cultivated with black bean seeds, planted in rows parallel
to the slope direction (see Fig. 3).

A. Field Data Collection

Nine runoff plots with an average area of 48 m2 (8 m long
× 6 m wide) were installed in a field used for crop production.
Each runoff plot area was delimited by metallic sheets inserted
into the soil at the top and at the lateral sides. At the bottom, a
geotextile was installed to retain sediments and simultaneously
allowing water to pass through.

A rain gauge with data logger, model TR-525USW with a
maximum resolution of 0.2 mm, was installed on site to register
rainfall intensities every 5 min during the observation period.
Soil sediments deposited at the bottom of each plot, over the
geotextile, were collected in bags, labeled, and transported to
the laboratory for sample processing on a weekly basis. Fresh
sediments, from each runoff plot, were weighed and then oven-
dried at 105 °C for 24 h. The amount of soil loss in each runoff
plot was determined by the oven dry weight.

Additionally, we computed physical soil properties of the area
under study (see Table I). Soil texture was determined with the
hydrometer method, combined with a sieve analysis (0.063–
2 mm) [48] and the classification was based on FAO guidelines
[49]. Undisturbed soil samples were obtained at a depth of 15 cm,
with cylinders of ca. 100 cm3. Bulk density (ρd) was determined
by dividing the oven-dry weight of an undisturbed soil sample
by its volume. Final infiltration rate (Ib) was determined using
a mini disk infiltrometer model S by METER Group.

B. UAS Photogrammetric Approach

The photogrammetric flights were performed, with a period-
icity from one to two weeks, from September 11 to Novem-
ber 6, 2018. Observation intervals were dependent on weather
conditions. The autonomous missions were configured through
the software application DJI GS PRO, with the parameters
mentioned before: front and side overlaps of 80%, flight height
of 30 m, and an estimated GSD of 7.5 mm/pixel. About 90
photos per mission were taken, and the RGB camera sensor was
configured with an ISO value of 100, f-number ranges from 1.7
to 2.5, and shutter speed ranges from 1/3200 to 1/8000 s. The
parameters were fixed for each survey, varying within different
observation times due to light conditions.



6330 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 13, 2020

TABLE II
GCP COORDINATES IN THE CRTM05 PROJECTION SYSTEM

TABLE III
AVERAGE X/Y/Z COORDINATE AND TOTAL RMSE PER EPOCH

Note: ∗Dates correspond to year 2018.

The nine GCPs (illustrated in Fig. 3 and defined in Table II)
were georeferenced with a Leica GS-14 L1/L2 GNSS-RTK
station, using a base landmark point with millimetric resolu-
tion, located 10 km away from the study site at the Instituto
Tecnológico de Costa Rica, Cartago Campus. The hold time
for the base point was about 2 h. Each point was taken in
postprocessing mode with a hold time of 10 min and a minimum
of 12 GPS/GLONASS satellites. Considering that the survey
area is relatively small, this hold time was determined by iterative
trials.

The processing of image bundles per epoch was performed
on a workstation with 2 Xeon multicore processors at 2.5 GHz
with 32 threads, 64 GB of RAM memory and an Nvidia Quadro
GPU with 4 GB of RAM. The gradual selection filtering of
the sparse point cloud in Agisoft Metashape was performed
with the following parameters: reprojection error below 0.12,
reconstruction uncertainty below 15, and projection accuracy
below 2. With this, total RMSE values could be maintained
below 4.8 mm in the georeferencing, as shown in Table III for
the different epochs.

Table IV shows the maximum spatial errors that were reg-
istered for any GCP per epoch, calculated as the difference
between the measured and calculated coordinate values in the
CRTM05 projection system; it can be observed that the maxi-
mum error (8 mm) is in the same order of magnitude with respect
to the GSD.

For the dense point cloud generation, a computing time of
about 20 h per image set was required using full image resolution
(ultrahigh quality and depth filtering setting). Obtained GSD val-
ues were slightly better in all cases with respect to the estimated
value of 7.5 mm (see Table V). As mentioned before, all the

TABLE IV
MAXIMUM GCP SPATIAL ERROR PER EPOCH

Note: ∗Dates correspond to year 2018.
†GCP ID showing the maximum spatial error extracted from projected CRTM05 coordi-
nates.

TABLE V
GSD VALUES IN DIGITAL ELEVATION MODELS

Note: ∗Dates correspond to year 2018.

TABLE VI
ERROR PROPAGATION FROM VERTICAL RMSE VALUES

Note: ∗Last DoD epoch corresponds to the difference of DEMs between the last and first
epoch of the observation period.

obtained DEMs were resampled with the bilinear interpolation
to have a uniform GSD of 7 mm/pixel.

Finally, the DoD technique was applied to the DEM database.
Through the R-programming framework, any possible combina-
tion of observation points can be computed. Table VI shows the
results of the error propagation analysis for a subset of DoDs,
with vertical LoD levels below 1.6 mm.

Since any kind of pesticide was not allowed at the INA La
Chinchilla, undergrowth was manually controlled; nevertheless,
the filtering had to be customized for each observation point due
to variability of the vegetation coverage along the observation
times.

In this article, a subset of results will be discussed, related to
plots 4, 5, and 8. Runoff plot 4 was tilled with chisel plow (P4),
runoff plot 5 with spading machine (P5), and runoff plot 8 with
power harrow (P8).

In Table VII, we show the calculated upper and lower thresh-
old values that define the range interpreted as soil when the DoD
is filtered. Fig. 4 shows an example with two orthomosaic views
of runoff plot 5 at the first and last epochs, the resulting DoD with
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TABLE VII
THRESHOLD VALUES USED TO FILTER VEGETATION COVERAGE

Fig. 4. Example of filtered DoD for runoff plot 5. (a) Orthomosaic views for
the first (September 11) and last (November 6) epochs. (b) DoD with LoD filter
applied. (c) DoD with threshold filter applied. A threshold range from –10.9 to
3 cm was used to obtain the final DoD.

the LoD filter, and the final DoD with the threshold (vegetation)
filter applied.

C. RUSLE Model

The collected sediments and estimations by the photogram-
metric approach were also compared with the soil loss predicted
by the empirical soil erosion model RUSLE [11]. The required
model input parameters to estimate the gross soil erosion for each
epoch are rainfall-runoff erosivity factor, soil erodibility factor,
slope length factor, slope steepness factor, cover-management
factor, and support practice factor.

The rainfall-runoff erosivity (R) was calculated according to
the following equation:

R =

∑n
k=1 (Ec · I30)k

N
(7)

TABLE VIII
SOIL INPUT PARAMETERS OF THE RUSLE MODEL

Note: %fs:fine sand (0.05–0.1 mm), % silt: 0.002–0.05 mm, % sand: 0.1–2 mm.
s:1—very fine granular, 2—fine granular, 3—med or coarse granular, 4—blocky, platy, or
massive.
p: 1-rapid, 2-med to rapid, 3-moderate, 4-slow to med, 5-slow, 6-very slow.

where n is the number of storms in an N week period. The
I30 component is the maximum consecutive 30-min intensity
(mm/h) for a given storm. The storm energy, Ec, component
(MJ/ha) was determined by the following fitting equation:

Ec = [0.29 · (1− 0.72 exp (−0.05 · IN ))] · PN . (8)

where IN (mm/h) and PN (mm) are the intensity and amount
of precipitation for the recorded storm interval, respectively.

The soil erodibility factor (K) was calculated by

K =

2.1 · 10−4 · (12−M0) ·M1.14 + 3.25 · (s−2) + 2.5 · (p−3)

100
.

(9)

Here, M0 corresponds to soil organic matter (in %), M is the
product of the primary particle size fractions: (% of soil size
fractions between 0.002 and 0.1 mm)�(% of silt + % of sand),
s corresponds to the classes for soil structure, and p is the class
corresponding to soil permeability. The factor K was divided by
7.59 to convert it to SI units of ton-ha-h/(ha-MJ-mm).

The slope length factor (L) was determined by

L =
(X)m

22.1
(10)

where X is the horizontal projection of the slope length (in
meters), 22.1 is the RUSLE unit plot length (in meters), and m
is the slope-length exponent related to the ratio of rill erosion to
interrill erosion, represented by the following equation:

m =
senθ

senθ + 0.269(senθ)0.8 + 0.05
(11)

with θ being the slope angle (in degrees).
The slope steepness factor (S) was evaluated by

S = 16.8 senθ − 0.50, for slope ≥ 9%. (12)

Cover-management (C) and support practice (P) factors were
set to 1, since the runoff plots were managed under clean tilled
fallow conditions without the utilization of a specific conserva-
tion practice. The input parameters are gathered in Table VIII.
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Fig. 5. Rainfall events from September to November 2018, registered at the
test site. (a) Hyetogram of the rain intensity in 5 min. (b) Daily cumulative
rainfall during the observation period.

TABLE IX
PRECIPITATION PER MONTH DURING THE OBSERVATION PERIOD

As shown in Fig. 5, important rainfall events occurred mostly
during the period from mid-September to mid-October, with a
maximum 5 min rainfall intensity of 141.60 mm/h in October
13. The highest average daily precipitation was also registered
in October, with a value of 16.57 mm. Table IX summarizes the
rainfall averages, standard deviations, and the maximum 30 min
intensity (I30) registered per month, which will be used in the
next section to correlate the soil loss estimations.

IV. RESULTS AND DISCUSSION

Table X shows the estimated cumulative sediments in the ex-
perimental runoff plots P4, P5, and P8, obtained by close-range
photogrammetric analysis, by manual field collection, and by the
RUSLE model. We observed similar trends and good agreement
regarding cumulative sediments over the observation period,
except for predictions by the RUSLE equation (as it will be
discussed next).

In runoff plot P4, the photogrammetric analysis predicted cu-
mulative changes with respect to previous DoD epochs of 26%,
62%, 34%, and 17%, respectively, compared to 23%, 61%, 39%,
and 16% reported by manual onsite collection; in runoff plot
P5, photogrammetric changes accounted for 186%, 4%, 128%,
and 27%, compared to 195%, 0%, 130%, and 29% reported
on-site; and lastly, in runoff plot P8 the same comparison yielded
cumulative changes of 59%, 25%, 1105%, and 3%, versus 51%,
0%, 1452%, and 3%, respectively.

No changes reported on cumulative sediment in the manual
collection method were due to limitations to gather little amounts
of sediments deposited on the geotextile. In contrast, with close-
range UAS photogrammetry, we were able to detect small land
surface changes in the centimetric range.

The highest amount of sediments was registered, with all
methods, in the time range from October 9 to October 23, as
a result of the high rainfall intensity recorded (see Fig. 5) and
probably due to the high soil moisture content produced from
the consecutive rainfall events observed during this month.

Soil erosion was expected to occur in all runoff plots, since
the type of soil in the test site is highly associated with low
infiltration rates (see Table I) [50], which facilitates surface
runoff and consequently soil erosion.

The RUSLE model estimated, in average, three times more
sediment than the manual field collection. These differences
are part of the intrinsic limitations of the RUSLE model, since
it depends on empirical parameters, only predicts the gross
erosion, and does not account for the deposition that might occur
in the field [12]. Therefore, it tends to overestimate erosion rates,
particularly for small areas and short periods of time. Although
its simplicity makes this model the most common used tool,
it lacks connection to the sediment transport processes. For
example, Wang et al. [51] tested the performance of RUSLE,
in south China, with unsatisfactory results since it was not able
to accurately reproduce the effect of steep slopes and complex
topography. In Brazil, Amorim et al. [52] compared soil loss es-
timations of WEPP, USLE, and RUSLE with respect to field soil
loss measurements and obtained a soil loss estimation accuracy
of 46% with the WEPP model, 42% with RUSLE, and 12% with
USLE. Efthimiou et al. [53] tested the performance of RUSLE
in the Mediterranean, obtaining inconsistency in the annual soil
loss estimations in different catchments due to limitations of the
model representing specific characteristics of the study area.

Soil loss differences observed among the reported plots in
sediment estimations can be attributed to the tillage techniques
used. Runoff plot P5 (spading machine) registered the highest
amount of sediments during this study, followed by P8 (power
harrow).

Normally, subsoil compaction is caused by the tillage system
and the plow pan formed at the plow depth is considered as an
indicator of subsoil compaction [54]. In this case, the plow pan
in P8 (power harrow) was closer to the surface, promoting the
cumulation of excess water at the surface; however, because the
slope was smaller than P4 and P5, soil deposition could have
occurred before reaching the bottom levels of the plot.

Here, the RUSLE model was not able to estimate soil loss
changes due to the different tillage systems (spading machine,
power harrow, or chisel), which are not identified in the support
practice factor (P). The P-factor considers conservation prac-
tices such as contouring, strip cropping, and terracing, but it is
not sensitive to any tillage system. The detailed discussion on
the influence of tillage procedures on erosion will be discussed
in future works.

Since the runoff plot method and photogrammetric ap-
proaches provided similar and more accurate results, further
result comparisons were performed for these methods only.
Table XI shows the overall computed PBIAS, RMSE, and R2

parameters between these two approaches, described in (4)–(6)
for each of the three evaluated plots. The UAS photogram-
metric approach correlates well with soil loss with respect to
field measurements. The PBIAS parameter showed that the
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TABLE X
CUMULATIVE SEDIMENT ESTIMATED AND COLLECTED FROM SEPTEMBER TO NOVEMBER 2018

Note: ∗No field data collection during this week.
∗∗Cumulative rain for the complete observation period.

TABLE XI
STATISTICAL METRICS FOR COMPARISON OF THE PHOTOGRAMMETRIC

APPROACH WITH RESPECT TO THE RUNOFF PLOT METHOD

photogrammetric approach estimated 1.3% and 6.3% more soil
loss in P4 and P5, respectively, and 0.3% less soil loss for P8
with respect to the field sediment collection. The total RMSE
values were relatively small compared to the amount of collected
material and the trends predicted by both methods yield an R2

coefficient approaching to one.
The resolution of 7 mm/pixel and a total georeferencing

RMSE below 4.8 mm, achieved with the UAS photogrammetric
approach, are comparable to other works that report subcen-
timetric resolution, e.g., for coastal management in [37], and
better that most works on erosion assessment that usually reports
resolutions and errors of several centimeters [29].

Note that RMSE values represent average errors and are
determined at the GCP locations; therefore, they provide an
error expectation assuming that the number and position of
GCPs are sufficient and representative of the area under study.
The worst-case absolute error at certain epochs, points, and
directions can be larger than the RMSE and this bound is also
important to assess the accuracy of soil loss estimations; in this
case, as shown in Table IV, the worst-case absolute referencing
error of 8 mm is still in the same order of the pixel size and this
suggests that a good degree of confidence was achieved. To take
advantage of a high spatial resolution, it becomes evident that
an adequate georeferencing strategy that can limit the error to
small values is of utmost importance.

A general advantage of the photogrammetric approach is
indeed the high temporal and spatial resolution that can be
achieved and that allows the exploration of the soil dynamics in
detail. Both resolutions are adjustable according to the require-
ments of the analysis, and multiple observations and quantitative
estimations can be simultaneously performed on several test
sites. In Figs. 6 and 7, we depict examples of some information
that can be extracted from DEM and DoD databases.

Fig. 6. Example of spatial analysis for plot P8. (a) Orthomosaic views for the
first and last epochs. (b) Prefiltered DoD, and (c) terrain profile over a cross
section path on DEMs for all epochs.

Fig. 6 shows the orthomosaic views at two epochs (September
11 and November 6) for plot P8. Vegetation coverage was
low at these two epochs since the plants started decaying in
November due to the attack of the white fly. We presented a
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Fig. 7. Inspection of a rill formation over time from DEM cross sections. The
orthomosaic view shows the detail of the rill during the peak rainfall period
(October 9).

photogrammetric analysis of the biomass related to this study
site in [55].

Additionally, from these orthomosaics, the unfiltered DoD is
displayed. Note that the person on the top side of the initial
orthomosaic in September 11 [not present in the last epoch,
Fig. 6(a)] appears as a negative difference in the DoD of Fig. 6(b).
Soil loss estimations require, as discussed before, filtering of the
DoD to remove vegetation coverage and any other object present
in the orthomosaics.

Vegetation coverage is an important challenge when apply-
ing photogrammetric techniques, and the low-density coverage
typical of early crops is the ideal scenario to evaluate erosion
processes; nevertheless, vegetation needs to be properly filtered
to avoid errors for erosion estimations and in cases with a dense
coverage, the analysis could become unfeasible.

Fig. 6(c) shows the cross-section profile of a path defined
in P8 [see Fig. 6(a)]. A longitudinal polyline was defined as
observation path on DEMs to analyze closely the soil surface
dynamics at the different epochs. Soil surface dynamics is a
function of previous surface conditions, hillslope, and rainfall
intensity. Initially, soil surface was homogenous, and as different
rain events occurred, sediment was transported from upside hill
and deposited downward. Two extreme 5 min rainfall events of
141 and 100 mm/h occurred in two consecutive days (between
October 9 and October 23), increasing soil moisture and sur-
face runoff, which consequently eroded the previous deposited
material at the bottom of the plot. By relating changes over
the polylines to rainfall intensity (corresponding to the end of
each epoch), we can observe that low rainfall intensity produced
surface runoff with low transport capacity.

Fig. 7 depicts a case where the close-range UAS photogram-
metric method enables specific analyses of the soil surface in
a detailed way and with the requirement of just a few input
parameters. In this case (cross section along path A-A’), erosion
and deposition processes are shown during different rain events
and even showing the formation of a rill during the peak rain
period.

V. CONCLUSION AND OUTLOOK

In this work, we analyzed the utilization of close-range pho-
togrammetry for the quantification of soil erosion with respect to

the well-known method of runoff plots and the RUSLE model.
It was demonstrated that the photogrammetric approach can
provide accurate results in the subcentimetric range and a lot
more spatial information to analyze soil dynamics, without the
problems associated with the manual sampling process required
by the traditional runoff method or physical parameters required
by empirical models.

Overall, UAS photogrammetry constitutes a useful approach
to register land surface dynamics, which can provide valuable
information for decision making on soil conservation practices.

The photogrammetric approach can work well with a wide
range of UAS platforms, but it requires modest computational
resources and several hours of processing time; however, this
is compensated by a simpler and less prone-to-error data acqui-
sition phase in comparison to manual quantification methods.
High-precision ground control points were used in this study to
explore the accuracy limits, but other simpler and less expensive
referencing strategies can be used when larger errors can be
tolerated. The definition of the required GSD and maximal
error is an important decision, since it is strictly related to
the effort and cost of the deployment in the photogrammetric
approach.

Future work will address the impact of tillage techniques
on erosion processes and the construction of erosion models
from photogrammetric products, which in combination of the
utilization of other types of sensors might provide a more
robust, precise, and reliable approach in contrast to methods
that strongly rely on soil samples and other input parameters.
For instance, the utilization of multi- or hyperspectral sensors in
combination with artificial intelligence techniques may enable
soil dynamics analyses together with the identification of soil
parameters.
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