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Seismic Signal Classification Using Perceptron With
Different Learning Rules

Kou-Yuan Huang , Senior Member, IEEE, Jiun-Der You, and Fajar Abdurrahman

Abstract—Perceptron is adopted to classify the Ricker wavelets
and to detect the seismic anomaly in a seismogram. Three learning
rules are used in the training of perceptron to solve the decision
boundary. The optimal learning-rate parameter is derived. The
lower and upper bounds of the learning-rate parameter are derived.
It can provide that the learning can converge when the parameter
is within the range. The normalized learning rule is derived also.
Combining learning rules, a fusion learning rule is proposed. In the
experiments, these rules are applied to the detection of a seismic
anomaly in the simulated seismogram and to compare the conver-
gence speed. The fusion learning rule has the fastest convergence
and is applied to the real seismogram. The seismic anomaly can be
detected successfully. It can improve the seismic interpretation.

Index Terms—Learning-rate parameter, learning rule,
perceptron, Ricker wavelet, seismic anomaly, seismogram.

I. INTRODUCTION

PATTERN recognition methods have ever been used to
analyze seismic exploration data, earthquake data, and

geophysical events [1]–[18]. The methods included statistical
methods, syntactic methods, and neural networks. In the 1970s,
two major oil companies were successful in predicting the
occurrence of gas sand zone from offshore seismic reflection
data [19]. The prediction was based on a seismic anomaly in
the high amplitude of reflection that was referred as the bright
spot. There are many hydrocarbon indicators in the seismic data.
The major physical indicators are high amplitude due to high
reflection coefficient and low-frequency content at the reflection
of the top of the gas sand zone. And there is a polarity reversal
in the wavelet for the negative reflection coefficient [19], [20].
Those three attributes are the seismic anomaly.

Most of the learning rules had the weight adjustment in neural
networks, for example, the backpropagation learning rule in a
multilayer perceptron [21], [22] and in convolutional neural
network (CNN) of deep learning [23], [24]. The property of
the learning-rate parameter in the learning rules had no further
analysis.
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Fig. 1. Block diagram of a seismic pattern recognition system using a percep-
tron.

Fig. 2. Perceptron model.

In order to analyze the seismic patterns, a pattern recognition
system using a perceptron is presented in Fig. 1. It is composed
of two major parts: training and recognition. The training part
consists of the selection of training traces, feature generation,
and training by perceptron. The recognition part consists of the
same feature generation and the classification by perceptron.
The features are envelope and instantaneous frequency. Then,
after the classification, the polarity is calculated. The result can
show the detection of the seismic anomaly.

Perceptron is a supervised classification method in pattern
recognition and neural networks [25]–[29]. The model is shown
in Fig. 2. It can classify two classes. Here, the perceptron is
adopted for the detection of a seismic anomaly. The major
properties of the seismic anomaly are high amplitude and low
frequency. Complex signal analysis can be used to extract such
anomaly [10], [12], [30]. The envelope can describe the outer
shape of the signal. The instantaneous frequency can extract the
internal frequency of the signal. They are generated from the
seismic signal as the features and used in classification.

Three learning rules are used in the training of perceptron.
They are the fixed-increment, absolute correction, and fractional
correction learning rules [25], [27]. The learning-rate parameter
of each learning rule is in the analysis. Except these rules, the
optimal learning-rate parameter is derived. The lower bound and
the upper bound of the learning-rate parameters are derived. A
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normalized learning rule is derived also. Combining the learning
rules, a fusion learning rule is proposed here.

In the experiments, these rules are applied to the detection
of a seismic anomaly in the simulated seismogram and the
convergence speeds are compared. Then, the learning rule with
the fastest convergence speed is applied to the detection of a
seismic anomaly in the real seismogram.

Ricker wavelets are usually used in the seismic data analysis
[10], [12], [19], [31]. The major part of the energy of wavelets
in real seismic data is close to the central part of the zero-
phase Ricker wavelet [10], [12]. So, it is used in the simulated
seismogram. Here, a 20-Hz zero-phase Ricker wavelet is used
to simulate the abnormal class. There may be phase changes
in the wavelets in seismic data. But through the envelope and
instantaneous frequency processing, the central part of the zero-
phase Ricker and the front part of the minimum-phase wavelet
can have the same abnormal properties. Considering frequency
attenuation, the 30-Hz and 25-Hz zero-phase Ricker wavelets
are used to simulate the normal class. The 25-Hz zero-phase
Ricker wavelet is at the deeper layer. At first, Ricker wavelets
are classified in a seismic trace. Then, they are classified in the
simulated seismogram.

II. FEATURE GENERATION IN SEISMIC SIGNAL

A. Envelope and Instantaneous Frequency

Envelope and instantaneous frequency are generated from the
original signal through complex signal analysis [10], [12], [30].

The complex signal has a real part that is the original signal
s(t) and an imaginary part ŝ(t) that the signal s(t) passes through
the Hilbert transform. The complex signal is denoted as Ψ(t)

Ψ (t) = s (t) + jŝ (t) .

Envelope and instantaneous frequency are denoted as E(t) and
f(t).

ENV {s (t)} = E (t) = | Ψ(t)| =
√
s2 (t) + ŝ2 (t)

f (t) =
1

2π

dθ (t)

dt
=

1

2π

d

dt
tan−1 ŝ (t)

s (t)

=
1

2π

s (t) dŝ(t)
dt − ŝ (t) ds(t)

dt

s2 (t) + ŝ2 (t)
.

The instantaneous frequency may become large if the de-
nominator is an approach to zero. In order to avoid this case,
a threshold is set to 10-4. If the denominator is less than the
threshold, the instantaneous frequency is set to zero.

B. Polarity

We can sum the amplitudes of the central part of the zero-
phase Ricker wavelet as the polarity. The polarity is related to the
reflection coefficient [12], [19]. If a zero-phase Ricker wavelet
has duration N points with a1, a2, ..., aN, the polarity is calculated
from the central part of the wavelet as follows:

If
i = N∑
i = 1

ai < 0, then the polarity is positive.

If
i = N∑
i = 1

ai > 0, then the polarity is negative.

C. Example of Feature Generation, Labeling,
and Classification

1) Seismic Signal and Feature Generation: A seismic trace
in Fig. 3(a) is from the 36th trace of simulated seismogram in
the experiment later. The sampling rate is 0.004 s. There are 512
points. Ricker wavelets of 20 Hz, 25 Hz, and 30 Hz, and Gaussian
band 10–59.7-Hz random noise are generated. The four pattern
classes are as follows.

Type 1: s(t) = 20-Hz Ricker wavelet + n(t).
Type 2: s(t) = 25-Hz Ricker wavelet + n(t).
Type 3: s(t) = 30-Hz Ricker wavelet + n(t).
Type 4: s(t) = n(t) Gaussian noise.
The first wavelet at 0.3 s and the second wavelet at 0.64 s in

Fig. 3(a) are the 30-Hz zero-phase Ricker wavelets. The third
wavelet at 0.85 s is the 20-Hz zero-phase Ricker wavelet that
has the properties of high amplitude, low-frequency content,
and polarity reversal. Its front part is down due to the negative
reflection coefficient, and the energy is concentrated at the
central part. Then, two 25-Hz zero-phase Ricker wavelets are
at 0.98 and 1.04 s. From the sequence of 30 and 25-Hz wavelets,
the frequency attenuation due to wave propagation in the earth
is considered. The others are Gaussian noise.

Envelope E(t) and instantaneous frequency f(t) are generated
as the two features and shown in Fig. 3(b) and (c). Each time
point, or said each pattern, has two features. E(t) is multiplied by
200 in order to have the same magnitude order as f(t). The scatter
diagram of two features associated with each time point is shown
in Fig. 3(d). The patterns in the feature space are classified into
two classes. One is the 20-Hz Ricker wavelet and the other is
the 30 and 25-Hz Ricker wavelets and noise.

2) Labeling the Seismic Anomaly in Wavelet: The time points
of the seismic trace are labeled as the training patterns of
abnormal and normal classes. Labeling the seismic anomaly
can be done in the feature space and back to the time points
of the original seismic trace interactively until there is a linearly
separable case in the feature space. In the feature space in
Fig. 3(d) and (f), six feature points in the high envelope and low
instantaneous frequency are associated with six time samples of
the seismic trace denoted by dark dots at Fig. 3(e). The associated
six time samples are at the same wavelet and can be labeled as
the abnormal class. Six points in feature space in Fig. 3(f) are
labeled as the abnormal class. The two classes in feature space
are linearly separable.

3) Classification: We use two steps in the classification. The
first step is that we get a linear classifier by perceptron learning
to classify two classes in the feature space. Using the fixed-
increment learning rule with learning-rate parameter α = 0.1,
a linear classifier is plotted in Fig. 3(f). Then, the second step
is the computation of polarity. The final result is the location of
the 20-Hz Ricker wavelet and shown in Fig. 3(g).

III. PERCEPTRON LEARNING RULES

Perceptron can classify two-class patterns in the feature space
for a linearly separable case. In a seismic trace, each time
(each pattern) can have two features: envelope and instantaneous
frequency. The symbols of the input pattern and the weight
vector are given as follows. The pattern xk is expanded to the
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Fig. 3. (a) Simulated seismic trace. (b) Envelope. (c) Instantaneous frequency.
(d) Patterns in feature space. (e) Training data of 20-Hz Ricker wavelet. (f)
Training patterns of anomaly class and decision line. (g) Location of 20-Hz
Ricker wavelet.

Fig. 4. Weight vectors in a weight space.

augmented vector zk

zk =

⎡
⎣x1

x2

1

⎤
⎦ =

⎡
⎣ f (t)
E (t)

1

⎤
⎦ wk =

⎡
⎣w1

w2

w3

⎤
⎦

where k is the index of the pattern and weight vector.
The computation from input to output is

ϕ (s) = ϕ
(
wT

k zk

)
.

The activation function is the hard limiter denoted as ϕ.

ϕ (s) =

⎧⎨
⎩

1,
0,
−1,

if s > 0
if s = 0
if s < 0

.

There are training patterns in classes C1 and C2. C1 has a
desired output +1 and C2 has a desired output -1. We want to
get a linear classifier with a convergence weight vector wc such
thatwc

Tzk > 0 forzk inC1 andwc
Tzk < 0 forzk inC2. Input

each training pattern zk to the perceptron, the weight vector wk

must be adjusted if the real output is not equal to the desired
output. The learning rules are in the following:

if zk in C1 and wT
k zk ≤ 0, then wk+1 = wk + αzk;

if zk in C2 and wT
k zk ≥ 0, then wk+1 = wk − αzk where

wk is the old weight vector and wk+1 is the new weight vector,
and α is a learning-rate parameter and α > 0. For a linearly
separable case, the learning process will be terminated until wk

is no longer adjusted, that is convergence.
The weight vector has its weight space, as shown in Fig. 4. By

the learning rule, wk+1 is more close to the convergence weight
vector wc than wk.

We analyze the conventional learning rules, derive the lower
and upper bounds of learning-rate parameter and propose new
learning rules in the following.

A. Fixed-Increment Learning Rule

In the fixed-increment learning rule, the learning-rate param-
eter is a positive constant.

α = a positive constant.
The convergence speed for a constant-rate perceptron varies

greatly, depending on the choice of the learning-rate parameter.
If it is too small, the convergence speed will be very slow. If it
is too large, the learning can cause an overshooting problem.
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B. Absolute Correction Rule

The absolute correction rule is to select α large enough to
obtain wT

k+1zk > 0 for zk in C1 and wT
k+1zk < 0 for zk in C2

after adjustment of the old weight vector wk.
For zk in C1, the derivation of the learning-rate parameter is

wT
k+1 zk = (wk + αzk)

T zk = wT
k zk + α‖zk‖2 > 0

α >
−wT

k zk

‖zk‖2

where wT
k zk ≤ 0.

For zk in C2, it has a similar derivation.
Because of the value of wT

k zkin C1 and C2, the learning-rate
parameter α becomes

α >

∣∣wT
k zk

∣∣
‖zk‖2 .

α is taken to be the smallest integer greater than |wT
k zk |

‖zk‖2 .

α = smallest integer greater than |wT
k zk |

‖zk‖2 .

C. Fractional Correction Rule

The fractional correction learning rule is the modification of
the absolute correction rule. The learning-rate parameter is

α = β

∣∣wT
k zk

∣∣
‖zk‖2 (β > 1) .

We have a modification on β. The analysis is in the following.
In Fig. 4, wk+1 is more close to wc than wk. After the weight

vector adjustment, ‖wk+1 −wc‖ is smaller than ‖wk −wc‖.

‖wk+1 −wc‖2 − ‖wk −wc‖2 < 0.

For zk in C1, the learning rule is

wk+1 = wk + α zk = wk + β

∣∣wT
k zk

∣∣
‖zk‖2 zk.

Expand ‖wk+1 −wc‖2 − ‖wk −wc‖2 < 0, and substitute

wk+1 = wk + β
|wT

k zk |
‖zk‖2 zk into it, we can get(

β

∣∣wT
k zk

∣∣
‖zk‖2

)(
2wT

k zk − βwT
k zk − 2wc

Tzk

)
< 0

(
wT

k zk (2− β)− 2wc
Tzk

)
< 0.

Becausewk
Tzk < 0 andwc

Tzk > 0, must (2− β) ≥ 0. So,
β ≤ 2. From the previous β > 1, we can get 1 < β ≤ 2.

For zk in C2, it has a similar derivation.
The learning-rate parameter becomes

α = β

∣∣wT
k zk

∣∣
‖zk‖2 (1 < β ≤ 2) .

In [25], the β in fractional correction rule was 0 < β ≤ 2. We
have a modification.

Fig. 5. Function f (α), learning-rate parameter at a minimum of f (α), and the
lower bound and upper bound of the learning-rate parameter.

D. Normalized Learning Rule

We can set that the weight vector becomes normalized at each
training step. ‖wk+1‖2 = ‖wk‖2 = 1.

For zk in C1, wT
k zk ≤ 0

wk+1 = wk + αzk

‖wk+1‖2 = ‖wk + αzk‖2 = ‖wk‖2 + α2‖zk‖2 + 2αwT
k zk

‖wk+1‖2 − ‖wk‖2 = 0 = α2 ‖zk‖2 + 2αwT
k zk

α =
−2wT

k zk

‖zk‖2 .

For zk in C2, it has a similar derivation.
From the derivation in classes 1 and 2, the learning-rate

parameter becomes

α =
2
∣∣wT

k zk

∣∣
‖zk‖2 .

It is corresponding to β = 2 in the fractional correction
learning rule.

E. Optimal Learning-Rate Parameter

We derive the optimal learning-rate parameter. For a linearly
separable case, there exists a convergence weight vectorwc such
that wT

c zk > 0 for all zk in class 1 and wT
c zk < 0 for all zk in

class 2.
For zk in C1, wT

k zk ≤ 0, wk+1 = wk + αzk

‖wk+1 −wc‖2 = ‖wk + αzk −wc‖2 = ‖wk −wc + αzk‖2

‖wk+1 −wc‖2 = ‖wk −wc‖2

+ 2α(wk −wc)
Tzk + α2‖zk‖2.

From Fig. 4

‖wk+1 −wc‖2 − ‖wk −wc‖2 = α2‖zk‖2

+ 2α(wk −wc)
Tzk < 0.

Let f (α) = α2 ‖zk‖2

+ 2α(wk −wc)
Tzk (1)

f (α) is the difference between the squared distance of updated
wk+1 to convergence wc and the squared distance of the current
wk to convergence wc. f(α) is a quadratic function of α and is
shown in Fig. 5. f (α) < 0, i.e., wk+1 is closer to wc than wk. f
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(α) has a minimum value that indicates that wk+1 can reach to
wc fastest. In order to get the minimum of f (α), let f′(α) = 0

f ′ (α) = 2α‖zk‖2 + 2(wk −wc)
T zk = 0

α =
−(wk −wc)

Tzk

‖zk‖2 =
wc

Tzk −wk
Tzk

‖zk‖2 .

For z in C2, it has a similar derivation.
From the derivation in classes 1 and 2

α =

∣∣wT
k zk

∣∣+ ∣∣wc
Tzk

∣∣
‖zk‖2 . (2)

However, this optimal learning-rate parameter is not appli-
cable because the convergence weight vector wc is unknown
before training. But it can be compared with other learning rules.

F. Lower and Upper Bounds of Learning-Rate Parameter

Here, we derive the lower and upper bounds of the learning-
rate parameter. From (1), for zk in C1

f (α) = α2 ‖zk‖2 + 2α(wk −wc)
Tzk.

In Fig. 5, f (α) < 0, the learning-rate parameter α exists
between the left- and right-hand sides of f (α) = 0.

For f (α) = 0

α2‖zk‖2 + 2α(wk −wc)
T zk = 0

α
(
α‖zk‖2 + 2(wk −wc)

Tzk

)
= 0.

α = 0, a lower bound, or α2‖zk‖2 + 2α(wk −wc)
T zk =

0.

α =
−2(wk −wc)

Tzk

‖zk‖2

α = 2
wc

Tzk −wT
k zk

‖zk‖2 .

For zk in C1, wT
k zk ≤ 0 and wc

Tzk > 0.

α = 2
wc

Tzk −wT
k zk

‖zk‖2 = 2

∣∣wc
Tzk

∣∣+ ∣∣wT
k zk

∣∣
‖zk‖2 .

It is an upper bound.
For zk in C2, it has a similar derivation.
From the derivation in classes 1 and 2, the lower bound of the

learning-rate parameter is α = 0. The upper bound is

α = 2

∣∣wc
Tzk

∣∣+ ∣∣wT
k zk

∣∣
‖zk‖2 .

We set α > 0. The range of the learning-rate parameter is

0 < α < 2

∣∣wc
Tzk

∣∣+ ∣∣wT
k zk

∣∣
‖zk‖2 .

For the learning-rate parameter within this range, the learning
can have a convergence.

G. Fusion Learning Rule

We propose a fusion learning rule by combining optimal
learning-rate parameter, the normalized property of wc, and
fractional correction parameter. Although the optimal learning-
rate parameter in (2) is not applicable, we can make a modifica-
tion. In optimal learning-rate parameter

α =

∣∣wT
k zk

∣∣+ ∣∣wc
Tzk

∣∣
‖zk‖2

α =

∣∣wT
k zk

∣∣+ |‖wc‖‖zk‖cos (θc)|
‖zk‖2

where θc is the angle between zk and wc.
Assume wc can be normalized, ‖wc‖ = 1, then

α =

∣∣wk
Tzk

∣∣+ |‖zk‖cos (θc)|
‖zk‖2 .

wc
Tzk > 0 for zk in C1and wc

Tzk < 0 for zk in C2. So,
cos(θc) has the range 0 < cos(θc) ≤ 1 for zk in C1 and −1 ≤
cos(θc) < 0 for zk in C2.

α =

∣∣wT
k zk

∣∣+ |‖zk‖cos (θc)|
‖zk‖2 =

∣∣wT
k zk

∣∣+ ‖zk‖ |cos (θc)|
‖zk‖2 .

We change |cos(θc)| into a constant δ between 0 and 1. Then

α =

∣∣wk
Tzk

∣∣+ δ‖zk‖
‖zk‖2 .

The numerator may be greater than 2|wk
Tzk|. We have α in

the following:

α =

⎧⎨
⎩

|wk
T zk|+δ‖zk‖
‖zk‖2 , if δ‖zk‖2 <

∣∣wT
k zk

∣∣
2|wT

k zk|
‖zk‖2 , otherwise

α =
min

(
δ‖zk‖+

∣∣wk
Tzk

∣∣ , 2 ∣∣wT
k zk

∣∣)
‖zk‖2 , 0 < δ ≤ 1.

The case α =
2|wT

k zk |
‖zk‖2 is corresponding to β = 2 in the

fractional correction learning rule and the normalized learning
rule.

H. Summary of Learning-Rate Parameters

The learning-rate parameters are summarized in Table I. All
learning-rate parameters are in the range of lower and upper
bounds. There is a relation in the following:

0 <

∣∣wT
k zk

∣∣
zk

2
< α ≤

∣∣wc
Tzk

∣∣+ ∣∣wT
k zk

∣∣
zk

2

≤ min
(
δzk +

∣∣wk
Tzk

∣∣ , 2 ∣∣wT
k zk

∣∣)
zk

2
≤ 2

∣∣wT
k zk

∣∣
zk

2

< 2

∣∣wc
Tzk

∣∣+ ∣∣wT
k zk

∣∣
zk

2
.
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TABLE I
SUMMARY OF LEARNING-RATE PARAMETERS

The proposed fusion learning-rate parameter is closer to the
optimal learning-rate parameter than the other learning-rate
parameters.

IV. EXPERIMENTS IN SEISMOGRAMS

A. Experiment in the Simulated Seismogram

A geological model is in Fig. 6(a). It has the gas and oil
sand zones. They are trapped beneath the shale layer, the third
layer. Each layer has the density and p-wave velocity that can
calculate the reflection coefficient. The reflection coefficients
can convolve with the zero-phase Ricker wavelets that generate
the primary reflection synthetic seismogram in Fig. 6(b). It has
64 seismic traces. Each trace has 512 sampling points. The
sampling time is 0.004 s. The reflection at the top of the gas sand
zone is 20-Hz zero-phase Ricker wavelet with high amplitude,
low frequency, and polarity reversal. For each trace, the signal
value is positive at the right-hand side and negative on the
left-hand side. Fig. 6(b) contains four types of data.

Type 1: s(t) = 20-Hz Ricker wavelet + n(t).
Type 2: s(t) = 25-Hz Ricker wavelet + n(t).
Type 3: s(t) = 30-Hz Ricker wavelet + n(t).
Type 4: s(t) = n(t) Gaussian noise with standard deviation

0.05 and bandpass 10–59.7 Hz.
In Fig. 6(b), the 30-Hz Ricker wavelets are at the first and

second layers. Then, there are 20-Hz Ricker wavelets, as the
seismic anomaly between 0.8 and 1.0 s on trace number 20–44
that has the properties of high amplitude, low-frequency content,
and polarity reversal. After that, there are 25-Hz Ricker wavelets.

The selection of training patterns is important in seismic
pattern recognition. It is selected from the training traces. And
the training traces are selected from the seismogram. We have

Fig. 6. (a) Geological model. (b) Simulated seismogram.

two cases to select the training traces. For case 1, training traces
are selected uniformly. There are eight selected training traces
from Fig. 6(a): 4th, 12th, 20th, 28th, 36th, 44th, 52nd, and 60th.
However, there are the mixed wavelets at 20th and 44th traces,
so these two traces are not selected. As a result, there are six
training traces. It is shown in Fig. 7(a). The total time points
are 512×6 = 3072. One time point is one pattern that has two
features: envelope and instantaneous frequency. The feature data
are shown in Fig. 7(b). After the labeling process, 13 patterns
are the class of seismic anomaly and 3059 patterns are the
other class. The labeled feature data and classifier are shown
in Fig. 7(c). The classifier is from the result of the fastest fusion
learning rule with parameter δ = 1.

For case 2, the selection of training traces has more traces
that have 20-Hz Ricker wavelets related to seismic anomaly.
Therefore, 24th, 32nd, and 40th traces are added to the training
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Fig. 7. Training patterns from case 1 of selecting training traces. (a) Training
traces. (b) Feature data. (c) Training patterns and classifier.

traces of case 1. So, there are nine selected training traces and
shown in Fig. 8(a). It has 512 × 9 = 4608 training time points
(patterns). The feature data are shown in Fig. 8(b). After the
labeling process, 30 patterns are the class of seismic anomaly
and 4578 patterns are the other class. The labeled feature data
and classifier are shown in Fig. 8(c). Fig. 8(c) has more training

Fig. 8. Training patterns from case 2 of selecting training traces. (a) Training
traces. (b) Feature data. (c) Training patterns and classifier.

patterns than Fig. 7(c). The regions of the training patterns are
wider. The classifier is from the result of the fastest fusion
learning rule with parameter δ = 1.

Compare with the classifiers in Figs. 7(c) and 8(c), the clas-
sifier in Fig. 8(c) is shifted to the right because there are more
training patterns at the boundary affecting the classifier. More
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TABLE II
PERFORMANCE FOR LEARNING RULES IN THE SIMULATED SEISMOGRAM

training patterns can be more representative and the patterns at
the boundary can affect the classifier. The classifier in Fig. 3(f) is
from one seismic trace. Compare with the classifiers in Figs. 3(f)
and 8(c), the classifier in Fig. 8(c) is obviously shifted to the
right. The selection of training traces has more training patterns
and affects the classifier.

In the learning process, recognition error must be calculated.
Entering all training patterns into perceptron for learning is one
iteration. Then, the recognition error is calculated. It is defined
as the number of the misclassified training patterns k divided by
the total number of training patterns N

Error =
k

N
.

The learning is convergence if the recognition error is 0.
The experiments are in Fig. 8(c) to find the classifiers by

the fixed-increment rule, fractional correction rule, and fusion
learning rule. The error versus iteration is plotted in Fig. 9(a)–(c),
respectively. The learning performances for more experiments
are listed in Table II. In order to do the comparison, the initial
weight vectors are random but same for all experiments. For
small learning-rate parameter, the number of iteration is large.
The convergence speed is low. Then, increasing the learning-rate
parameter, the number of iterations becomes smaller. But for the
large learning-rate parameter, the iteration number is large, even
no convergence, because the classifier will become vibration for
large adjustment of the weight vector.

After the classification of Fig. 8(c) using the fastest fusion
learning rule with δ = 1, the detected portions at time points
are through the calculation of the polarity. Then, the detected
results of a seismic anomaly in the training traces and the whole
seismogram are shown in Fig. 10(a) and (b).

Fig. 9. Error versus iteration of perceptron learning rules. (a) Fixed-increment
rule (α = 0.1). (b) Fractional correction rule (β = 2). (c) Fusion learning
rule (δ = 1).

B. Experiment in the Real Seismogram

We also do the experiment in the real seismic data. The real
seismogram at Mississippi Canyon is shown in Fig. 11. We
follow the same procedures as in the simulated seismogram.
In the selection of training traces, we have two cases. For case
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Fig. 10. (a) Detected seismic anomaly in training traces. (b) Detected seismic
anomaly in the seismogram.

1, we select eight training traces uniformly. They are 4th, 12th,
20th, 28th, 36th, 44th, 52nd, and 60th traces. Then, we remove
the 28th trace to avoid a mixed wavelet. The training traces are
in Fig. 12(a). It has 512×7 = 3584 time points. After the feature
generation, we can plot the feature data in Fig. 12(b). We take the
patterns with high envelope and low instantaneous frequency as
the abnormal class from Fig. 12(b). Then, we map the patterns
to the time points in the original signal interactively. The time
points must be at the same wavelet. Except that the wavelets
must be in a horizon layer in the seismogram. If the pattern
is not on a horizon, it will be deleted. The selected training
patterns are the circle symbols in Fig. 12(c). Through training
pattern selection, there are 21 patterns for abnormal and 3563 for
normal.

For case 2, we add three training traces with a high amplitude.
They are 30th, 32nd, and 34th. Fig. 13(a) shows the training
traces. Fig. 13(b) shows the feature data. Fig. 13(c) shows the
training patterns of two classes. There are 512×10 = 5120 time
points in total. It has 36 points for abnormal and 5084 for normal.

The classifiers on Figs. 12(c) and 13(c) are from the fastest
fusion learning rule with δ = 1. Two classifiers are identical be-
cause the boundary patterns are the same. Learning in Fig. 13(c),

Fig. 11. Real seismogram at Mississippi Canyon.

the error versus iteration is shown in Fig. 14. The learning can
converge in 144 iterations with CPU time 2.98 s.

After the classification of Fig. 13(c) using the fastest fusion
learning rule with δ = 1, the detected portions at time points are
through the calculation of the polarity. Then, the detected results
of a seismic anomaly with black color in the training traces and
the whole seismogram are shown in Fig. 15(a) and (b). The
black and white colors are different in polarity in Fig. 15(b).
The black color is for a seismic anomaly. And the white color is
for a normal class.

C. Discussion of Comparison With Other Methods

Other statistical pattern recognition methods were ever used in
the detection of seismic anomaly [10], [12]. Tree classification
was used in [10]. The first step was using instantaneous fre-
quency, and the second was using an envelope. It was equivalent
to set vertical line classifier and horizontal line classifier in the
feature space. Here, from the distribution of feature data of real
seismic data in Fig. 13(c), the classifier is slant. It is not good to
use the tree classification, i.e., not vertical and horizontal lines. It
will cause an error. The decision-theoretical methods were used
in [12]. They were linear classification, Bayes classification, and
quadratic classification. But there was no real data experiment.
Here, the perceptron method is applied to the real seismic data
at Mississippi Canyon.

Other syntactic pattern recognition methods were ever used
in the detection of seismic anomaly [32], [33]. In [32], it was
a supervised classification to detect bright spots. Two major
steps were used in the processing. The first step extracted the
1-D candidate wavelets of a bright spot. Levenshtein distance
[34] was used to calculate the distance between two strings.
The second step was to test whether or not the candidate bright
spot wavelets represent a continuous reflection layer. In [33],
it was an unsupervised classification to detect a bright spot.
The dendrogram was constructed for hierarchical clustering.
The optimal number of clustering was 6. For both syntactic
methods in [32] and [33], the horizontal layer connection in
the wavelets of the bright spot was not long. That is because
the segment recognition of Freeman chain code is sensitive to
noise. Here, the detected black portions of bright spots in the
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Fig. 12. Training patterns of real seismogram from case 1 of selecting training
traces. (a) Training traces of real seismogram. (b) Feature data. (c) Training
patterns and classifier.

Fig. 13. Training patterns of real seismogram from case 2 of selecting training
traces. (a) Training traces of real seismogram. (b) Feature data. (c) Training
patterns and classifier.
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Fig. 14. Error versus iteration of training process using fusion learning rule
in case 2 of the real seismogram.

Fig. 15. (a) Detected seismic anomaly in training traces. (b) Detected seismic
anomaly in a real seismogram.

Fig. 16. Comparison of classifiers using perceptron and SVM in feature data
of the simulated seismogram.

horizontal direction in Fig. 15(b) are long. The continuity of the
horizon is important in the layer detection. So, the result of the
perceptron classification is better.

For the comparison, we also use a support vector machine
(SVM) [35] to the feature data of the simulated seismogram in
Fig. 8(c). SVM is to find the classifier that the marginal distance
between two-class support vectors is largest. The classifier is
in the middle of the two-class support vectors. The two-class
training patterns {xk}k = 1, 2, ..., N has the desired output dk
= +1 for C1 and dk = -1 for C2. Each xk is expanded to the
high-dimensional feature vector φ(xk).

Using the Lagrange method with Karush–Kuhn–Tucker con-
ditions in the primal problem to minimize the Lagrange function,
we can get the weight vector of the classifier

w =
N∑
i=1

αidiφ (xi)

where multipliers α = {α1, α2, . . . , αN} , and the classifier
is

g (φ (x)) = wT φ (x) =
N∑
i=1

αidiφ
T (xi) φ (x)

=

N∑
i=1

αidiK (x,xi) = 0 (3)

where K is the kernel function

K (x,xi) = φT (x)φ (xi) = φT (xi)φ (x) = K (xi,x) .

The multipliers α ={α1, α2, . . . , αN} can be solved in the
dual problem to maximize the Lagrange function L

L (α) =

N∑
i=1

αi − 1

2

N∑
i = 1

N∑
j = 1

αiαjdidjK (xi,xj) .

The gradient ascent method is used to adjust αk such that the
function L becomes maximum

αk (t+ 1) = αk (t) + Δαk (t) = αk (t) + η
∂L (α)

∂αk (t)

= αk (t) + η

(
1− dk

N∑
i = 1

αidiK (xi,xk)

)
. (4)
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Fig. 17. 1-D CNN model for wavelet classification.

The change of L function, ΔL, due to the change of one αk

can be maximized and get the parameter η

η =
1

K (xk,xk)
. (5)

So, we can use the Kernel–Adatron learning algorithm [36]
to find each αk. It means that we can input each training pattern
xk and by the calculation of (5) and (4) until convergence to get
αk, k = 1, 2, ..., N. Then, the classifier is in (3).

SVM is applied to find the classifier in Fig. 8(c). The used
linear kernel function is

K (xi, x) =
(
1 + xT

i x
)
= φT (xi)φ (x) .

The line classifier using SVM is plotted in Fig. 16. It is
in the middle of the support vectors of two classes. Also, the
line classifier using a perceptron is plotted in Fig. 16. It is
close to the marginal patterns (vectors) of two classes. So, the
SVM has a better classifier than that of the perceptron. But
from the performance in Table II, the SVM takes more number
of iterations and longer CPU time. Because the SVM has N
Lagrange multipliers,αk, k= 1, 2, ..., N, but perceptron has only
one two-feature weight vector and the associated learning-rate
parameter α to be adjusted. So, to find a solution, perceptron is
faster several times than SVM.

We ever used CNN in deep learning to classify Ricker
wavelets in a seismogram [37]. Usually, 2-D CNN was used
to classify 2-D image patterns. The 2-D CNN [38] was reduced
to 1-D CNN that was used to classify the waveforms into Ricker
wavelets with different amplitudes, frequencies, and polarities.
The model is shown in Fig. 17. It has two convolution layers and
one fully connected layer. Each convolution layer includes one
convolution and one subsampling.

It was a supervised classification. The input was a waveform.
It was from seismic data between two zero crossings. There were
three classes at the output of 1-D CNN: 20-Hz Ricker wavelet,
30-Hz Ricker wavelet, and noise. For learning, we must design

all possible waveforms of different amplitudes, frequencies,
and polarities. That was a problem. The design of noise was
a problem too. The weights in the model were trained in the
backward propagation using a gradient descent method. The
computation was complex.

The learning rule at the fully connected layer was

W 3′ (i, j) = W 3 (i, j)− α
∂E

∂W 3 (i, j)

where i = 1, ..., 3, and j = 1, ..., 48, and L was the error function
between the desired outputs and real outputs.

The learning rule at the second convolution layer was

k2
′

p,q (u) = k2p,q (u)− α
∂E

∂k2p,q (u)

where p = 1, ..., 6, and q = 1, ..., 12, and k was the coefficient
in the filter.

The learning rule at the first convolution layer was

k1
′

p (u) = k1p (u)− α
∂E

∂k1p (u)

where p = 1, ..., 6.
The 1-D CNN was applied to the simulated seismogram

for classification of 20 and 30-Hz Ricker wavelets and noise.
The system performance is listed in Table II. Because of more
coefficients to be adjusted, it requires longer CPU time. And for
large learning-rate parameter α, it will be no convergence. The
detected wavelets are not good in continuous horizon testing
due to the noise effect in the waveform. But the results of our
perceptron method are good in continuous horizon testing.

V. CONCLUSION AND DISCUSSION

In a seismogram, there exists a seismic anomaly that has
the properties of high amplitude, low-frequency content, and
polarity reversal in the wavelets. The envelope and instantaneous
frequency can be generated through a complex signal analysis.
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The envelope can describe the outer shape of the signal. And
the instantaneous frequency can extract the internal frequency
of the signal. They are used as features.

The perceptron is adopted to detect the seismic anomaly.
Three conventional learning rules are used in the training of
perceptron. They are the fixed-increment rule, absolute correc-
tion rule, and fractional correction rule. The optimal learning-
rate parameter is derived. The lower and upper bounds of the
learning-rate parameter are derived. It provides that the learn-
ing can converge when the parameter of the learning rule is
within the range. The normalized learning rule is derived also.
Combining learning rules, a fusion learning rule is proposed.
Its learning-rate parameter is closer to the optimal learning-rate
parameter than that of the other rules.

In the experiments, these rules are applied to the detection of
a seismic anomaly in the simulated seismogram and to compare
the convergence speed. The fusion learning rule has the fastest
convergence and is applied to the real seismogram. The seismic
anomaly can be detected successfully. It can improve the seismic
interpretation.

It is a human handling to determine the training patterns
from feature space to signal in time domain back and forth.
Especially, the training patterns of two classes must be linearly
separable. But the distribution of training patterns in the feature
space may not be linearly separable. We may consider nonlinear
classification methods to solve the problem.

The number of training patterns in a seismic abnormal is a
few compared with that in the normal. It becomes an unbalanced
sample problem.

The analysis of the learning-rate parameter may be used in
the backpropagation learning rule of the multilayer perceptron
and of CNN to get the fast convergence.

In seismic exploration, for the amplitude attenuation problem,
the gain control can recover the weak to normal signal in the
seismic data acquisition and data processing. For the frequency
attenuation problem, the low-frequency content of the reflection
wavelets at the top of the gas sand zone is still more significant
than its neighboring layers. The low-frequency content plus
the high amplitude and polarity reversal can have the three
conditions of a seismic anomaly for detection.
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