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Sparse and Low-Rank Representation With Key
Connectivity for Hyperspectral Image Classification

Yun Ding , Yanwen Chong, and Shaoming Pan

Abstract—Combined techniques of sparse representation (SR)
and low-rank representation (LRR) are commonly used for hyper-
spectral image (HSI) classification. Although they have the ability to
capture the interclass representations of data for HSI classification,
they ignore the adaptive key connectivity of the learned intra-
class data representations in particular with the high-dimensional
complex HSI data. It is well-known that the key connectivity of
graph-based algorithms is crucial for subspace learning because
of the guarantees of its good neighbors. For this purpose, a novel
sparse and low-rank representation with key connectivity (SLRC)
method is proposed for HSI classification. To be specific, the adap-
tive probability graph structure is developed to integrate the SR and
LRR regularizations to formulate the SLRC model, which flexibly
perform discriminative latent subspace construction and preserve
the key connectivity of intraclass representations. Then, extensive
experiments are executed based on three popular HSI datasets,
which demonstrates that the SLRC method outperforms the other
popular methods.

Index Terms—Sparse representation (SR), low-rank
representation (LRR), key connectivity, hyperspectral image
(HSI).

I. INTRODUCTION

HYPERSPECTRAL images (HSIs) provide detailed struc-
tural and spectral information because they comprise hun-

dreds of narrow spectral bands [1]–[4], which can effectively
capture the subtle differences between different materials and
facilitate better land-cover classification. The classification of
HSIs, where each pixel is assigned one thematic class in a scene,
has attracted much attention in many studies because it plays a
vital role in various applications [5], [6]. In fact, effective feature
expression is important in land-cover classification since they
greatly affect the analysis of numerous HSI applications. Re-
cently, graph-based learning algorithms have got widespread at-
tention in representation learning because of their interpretabil-
ity and effectiveness in practice [7], [8]. The critical step in
graph-based learning aims at building good graph to denote the
original samples using nodes. The edge weights in graph-based
learning algorithms represent the similarity of each pair of
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samples. In general, the edge weights can be obtained by using
the representation coefficients that reveal the intrinsic properties
in the new feature space. Thus, the most common graph-based
learning algorithms construct the edge weights by using the
representation coefficients of sparse representation (SR)-based
methods and low-rank representation (LRR)-based methods [9],
[10]. In addition, the edge weights of graph-based algorithm
are also constructed by using collaborative representation (CR)
coefficients based on collaborative representation methods in
HSI analysis because it is able to obtain a closed-form solution
via least-squares estimation and provide much lower complexity
than that for SR [11], [12]. For the details of CR-based methods
in HSI analysis, we refer readers to read the related works
in [13] and [14]. Due to that sparse and low-rank properties
have the potential capability to induce the connectivity with
block-diagonal structure within each subspace, and the related
sparse and low-rank based methods are introduced as follows.

SR-based graph methods are traditional graph-based learning
methods. Notably, an SR model of a sample ideally can be
obtained by the combination of a few samples from the same
subspace via the underlying self-expressiveness property [15],
[16]. Due to the powerful SR expression performance of these
methods, they have been applied widely in HSI analysis [17].
Considering neighboring pixels centered at the pixel of interest,
the classical joint sparse representation (JSR) model [18] was
proposed for HSI classification. Furthermore, considering the
SR classifier ignores the Euclidean distance relationship among
samples, the class-dependent sparse representation classifier
(cdSRC) was proposed for HSI classification [19]. Because
l1-based SR may yield unstable representation results, Tang
et al. [20] incorporated manifold learning into SR to exploit
the smoothness across neighboring samples. Moreover, consid-
ering that the limited labeled samples of different classes are
unbalance and the learned representation is hard to reflect the
particular characteristics of each class, the graph based context-
aware elastic net [21] was proposed for HSI classification by
taking full advantages of SR and CR, which promoted local
and global consistency preserving. Recently, the combination
of class probability and sparse representation has displayed
excellent performance in HSI classification, mainly because
class structure information helps the SR model to obtain a highly
effective graphical expression. For example, the probabilis-
tic class structure-regularized sparse representation (PCSSR)
model was proposed for HSI classification [22] by combining the
class probability and the SR model. Next, the spatial and class
structure regularized sparse representation graph was proposed
by Shao et al. [23] for HSI classification. However, the above
SR-based regularization methods are sometimes overly sparse
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such that the key connectivity (few “good” neighbors satisfied
the requirement of connectivity can recover the subspace based
on self-expressiveness property) of graph expression with each
subspace (class) may be disconnected [24]. In fact, the nuclear
norm-based regularizations such as LRR lead to the dense
connectivity in intraclass representations [25]. The classical
LRR-based methods are to seek the lowest rank expression by
pursuing linear combinations between the samples and the given
dictionary [26], [27]. Similarly, the LRR-based algorithms have
been widely applied in the HSI analysis. The self-supervised
LRR method was proposed to avoid the existence of noise
information and the neglect of semantic information around HSI
pixel [26]. Moreover, Wu et al. [28] proposed the kernel low-rank
representation based on local similarity for HSI classification
by taking homogenous region of pixels into consideration. In
addition, considering the limitations of feature representations
in LRR model and semi-supervised classification methods, the
authors proposed the spatial–spectral locality constrained LRR
with semi-supervised hypergraph learning (SSLR-HG) [27]
model for HSI classification, which preserved global and local
data structure simultaneously via nuclear norm regularized LRR
and a spatial–spectral locality constraint. Although the connec-
tivity within the intraclass samples may be guaranteed because of
dense coefficients, the coefficients of the interclass samples are
usually nonzero, whose key connectivity of interclass samples
cannot be forbidden [25].

In fact, the connectivity is not only existing in sparse or
low-rank graph models, but also existing in probabilistic graph
models such as the classical Markov random field [29]. Markov
property is the conditional independence property of the joint
distribution over a set of random variables based on the link of
nodes of undirected graph [30]. It plays an important role in
simplifying both the structure of a model and the computations
in probabilistic mode [30]. Generally, Markov property means
that the current state of a thing relies on the state of local
neighborhoods (local connectivity) that are close to it [31].
However, the connectivity of Markov property cannot discover
the latent connectivity that is not necessarily close to it but belong
to the same subspace.

Hence, a natural idea is to combine the SR and LRR based
regularization to obtain a balanced graph connectivity based on
self-expressiveness property that automatically picks a few other
points that are not necessarily close to it but that belong to the
same subspace to recover the corresponding subspace for HSI
classification. For example, the sparse and low-rank graph-based
discriminant analysis (SLGDA) method was proposed for HSI
classification [32]. Indeed, it is commonly believed that the SR
and LRR techniques can reveal the underlying data structures
of the correlation patterns of different classes and tasks [33].
The combination of SR and LRR (abbreviated as CSRLRR)
techniques ideally yields block-diagonal representations relying
on the well-known self-expression property [34] and is useful
in HSI classification because of the complementary advantages
of both perspectives. However, it is hard to obtain good graph
connectivity by striking a balance between the separation of
interclass representations and the intrinsic connectivity of in-
traclass representations in HSI analysis based on CSRLRR
techniques because of the following two reasons. First, the
obtained sparse representation coefficients are usually able to

recover a subspace representation but the connectivity of sparse
representation may not be satisfied if the dimension of the
subspace is larger than three [24] because the high dimension of
the HSI subspace usually contains hundreds of narrow spectral
bands and the high-dimensional HSI data is hard to satisfy
the requirement of the connectivity via sparse representation.
Second, another reason for this phenomenon is that the CSRLRR
techniques may obtain a tradeoff of graph connectivity with
strictly observing assumption of independent subspaces [35,
Proposition 1], but different subspaces are overlapped with each
other because of the complex multimodalities and nonlinear
characteristics of real HSI dataset [36]. It is hard to obtain an
adaptive good graph connectivity being as few as possible to re-
cover the corresponding subspace based on self-expressiveness
property that automatically picks a few other points that are
not necessarily close to it but that belong to the same subspace
to recover the corresponding subspace, according to the basic
connectivity property. Thus, the self-expressiveness coefficients
of the CSRLRR techniques are hard to obtain key connectivity
of intraclass representations.

Furthermore, there are still some useful explorations in key
connectivity of CSRLRR-based methods. For example, in or-
der to preserve the effective block-diagonal structure via self-
expressiveness, Wang et al. [9] proposed a locality and structure-
regularized LRR (LSLRR) method for HSI classification. In
addition, Ding et al. [37] proposed robust spatial—spectral
block-diagonal structure representation with fuzzy class proba-
bility (SSBDFCP) method for HSI classification. Although they
are exploiting the connectivity of intraclass representations, the
connectivity structure of intraclass representations is manually
fixed by utilizing fixed threshold value, which cannot adap-
tively deal with the complex and changing environment in HSI.
Moreover, the apparent spatial–spectral information is directly
used to measure the connectivity of intraclass representations
of HSI pixels, which fails to excavate valuable information of
underlying subspace. In short, there is no effective way to exploit
the adaptive key connectivity of the intraclass representations in
complex HSI classification.

Fortunately, the valuable information of the underlying sub-
space will be conductive to obtain good graph connectivity [38].
To address the hardness of the key connectivity in HSI analysis
based on the CSRLRR techniques, motivated by [38] and [39],
we propose a novel SLRC model for preserving key connec-
tivity of intraclass representations in HSI classification based
on CSRLRR techniques. Different from the proposed adaptive
models in [39], we utilize the balanced valuable representation
vectors of underlying subspace between SR regularization and
LRR regularization as intrinsic information to seek adaptive
probabilistic connectivity between each pair of samples in the
SLRC model. And, the SLRC model has the potential capability
to capture semantic information related to the separation of the
interclass representations of a given dataset, and learn the key
connectivity of the intraclass data representations based on our
previous SSBDFCP model.

Thus, the main contributions with respect to this article can
be concluded as follows.

1) We proposed the SLRC model for HSI classification.
The intrinsic connectivity information associated with the
adaptive probability graph structure is integrated to SR and
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LRR regularizations to formulate SLRC model, which can
adaptively preserve the key connectivity of intraclass rep-
resentations and adaptively enables discriminative latent
subspace construction for the given data.

2) We proposed the unified framework to adaptively learn the
key connectivity of the intraclass representation based on
representation learning and proved the usefulness of the
SLRC method. Experimental results on three public HSI
datasets illustrate that the SLRC model performs better
against the related classification methods.

The remainder of this article is prepared as follows. Section II
briefly introduces some related works. Then, the proposed SLRC
method is presented in Section III in detail. Section IV provides
relevant solutions with SLRC. Section V reports the extensive
experimental results and analyses. Finally, the conclusions are
drawn in Section VI.

II. RELATED WORK

In Section II, some related works most closest to this article,
including those LSLRR and SSBDFCP as well as SSLR-HG
models, are briefly reviewed. Then, the definition of connectivity
in graph-based algorithms is described. To begin with, some
notations used in this article are given. The bold uppercase
letters, e.g.,X denotes matrices, and the lowercase letters, e.g.,x
denotes columns vectors.xij denotes the ith row and jth column
of matrix X , and i represents the identity matrix. The Frobe-
nius norm of matrix X is defined as ‖X ‖2F= tr(XτX) =
tr(XXτ ), where tr(•) is the trace operator, ‖X‖∗ denotes the
nuclear norm of matrix X , which can be obtained by the sum
of the singular values of matrix X , i.e., ‖X‖∗=

∑
i |σi|, and

‖X‖1 is the l1 norm of matrix X , which can be obtained by
the sum of the absolute value, i.e., ‖X‖1=

∑
ij |xij |. Then, the

related works are introduced as follows.

A. LSLRR

The LSLRR model develops a local structural constraint that
utilizes both the spatial and spectral similarity to enhance the
classification property of the LRR model. Then, the structure-
preserving strategy of the self-expressiveness of HSI pixels is
incorporated to formulate the LSLRR model, which can be
defined as follows:

min
Z,E

‖ Z‖∗ + λ ‖ E‖2,1 + α ‖ M̄ � Z‖1 + β ‖ Z−R ‖2F
s.t. X = XtrZ+E,1Z = 1,Z ≥ 0 (1)

where X = [Xtr,Xtt] ∈ Rd×N consists of training
samples Xtr and test samples Xtt, and M̄ ij =√‖ xi − xj ‖22 +m ‖ li − lj ‖22 is the local structure
constraint combining the spectral and spatial similarity and
L = [li, lj , . . . , lN ] ∈ R2×N denotes the position coordinates
of HSI pixels, Z represents the self-expressive representation
of data, E represents the noise component. ‖ ·‖∗ represents

the nuclear norm of a matrix, ‖ E‖2,1 =
∑N

j=1

√∑d
i=1 (eij)

2

represents the l2,1 norm for characterizing the error term,
and λ, β, α, m are the regularization parameters, 1 is the
corresponding one vector. In addition, R = [R̄, Q̃] represents
the structure-preserving strategy, where R̄ is the class-wise

block diagonal structure of intraclass representations of training
samples, Q̃ij = exp(‖ xi

tr − xj ‖22 +m ‖ litr − lj ‖22/φ) can
be obtained by fixing a threshold value in spatial–spectral
distance matrix M̄ ij . In essential, R is essentially the fixed
connectivity by manually adjusting the corresponding threshold
value.

B. SSBDFCP

Considering that the apparent spectral information to com-
pute the similarity between HSI pixels cannot reveal the inher-
ent characteristics of HSI pixels, the SSBDFCP model makes
full use of fuzzy class probability structure to preserve block-
diagonal structure of intraclass representations. And, the SSBD-
FCP model is written as follows:

min
Z,E,W

‖ Z‖∗ + λ1 ‖ Ã� Z ‖2F +λ2 ‖ Θ� Z‖1

+ λ3 ‖ Z− S ‖2F +λ4 ‖ E‖2,1
s.t. X = XtrZ+E (2)

where Ã represents the class-wise block diagonal structure
of intraclass representations of training samples, ‖ Ã� Z ‖2F
represents the spectral connectivity constraint of intraclass
representations via self-expressiveness, S represents the spa-
tial relationship within the s× s local window, whereSij ={
1
0

ifxi∈Ns(xj)orxj∈Ns(xi)

otherwise.
, and Ns(xi) represents the spatial

neighbors. Specifically, S ∈ {0, 1} is a binary matrix in which
the representation of spatially similar samples within in a spa-
tial window is 1 and the representation of spatially dissimilar
samples is 0. ‖ Z− S ‖2F represents the spatial connectivity of
the neighboring samples, and λ1, λ2, λ3, and λ4 are several
tradeoff parameters. In addition, the fuzzy class probability Θ
is essentially the local constraint by means of inherent class
structure of HSI samples. In fact, the key connectivity of the
intraclass representations is manually fixed by expert knowledge
and is not adaptive to reveal good neighbors in SSBDFCP model
when facing complex HSI.

Besides, some works related to SLRC model such as SSLR-
HG model are briefly introduced as follows. First, considering
the limitations of feature representations in LRR model and
semi-supervised classification methods, the authors proposed
the spatial–spectral locality constrained LRR with SSLR-HG
[27] model for HSI classification, which preserved global and
local data structure simultaneously via nuclear norm regularized
LRR and a spatial–spectral locality constraint. Although SSLR-
HG model tries to utilize the KNN largest absolute values to
preserve the connectivity of SSLR coefficients, simply preserv-
ing larger coefficients of SSLR coefficients does not guarantee
the key connectivity of each subspace [24].

C. Connectivity

An extremely sparse representation results in unsatisfied
connectivity if the non-zero representation coefficients cannot
comprise enough correlations for the connectivity with each sub-
space. And low-rank representation usually generates a block-
diagonal structure with dense connections of interclass samples
[24]. The definition of connectivity is as follows.
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Definition 1. (Connectivity) [24], [40]: The connectivity
property requires that the samples within same subspace form
the corresponding connected components in the affinity graph
G = (W,E). Given K subspaces {Ωi}Ki=1, an ideal G meets
the following three requirements.

1) If two samples xi and xj are connected with weight being
wij �= 0, then we have xi ∈ Ω and xj ∈ Ω.

2) If we have xi ∈ Ω and xj /∈ Ω, then xi and xj are
disconnected.

3) The connections should be as few as possible, and yet
guarantee the connectivity property within each subspace.

As a result, an ideal G has K connected components cor-
responding to K subspaces, which guarantee the subspace-
preserving property of intraclass samples [41].

III. PROPOSED METHOD

In this section, we will describe the SLRC method in detail.
The adaptive probability connectivity graph is integrated to our
previous basic SSBDFCP model to formulate SLRC model for
capturing the key connectivity of the intraclass representations.

A. Learning Based on an Adaptive Probability
Graph Structure

Suppose that an HSI dataset is denoted as
X= [X1, . . . ,XC] ∈ Rd×N , where C denotes the number
of land cover types, d represents the number of bands, andN
represents the number of HSI pixels. Moreover, Xtr ∈ Rd×l
denotes the labeled samples matrix and Xtt ∈ Rd×u denotes
the unlabeled samples matrix, where l denotes the number
of the training samples and u denotes the number of the
testing samples. Both the training and testing samples can be
represented as X= [Xtr,Xtt] ∈ Rd×N , where N = l + u.

The adaptive probability graph structure is introduced to
highlight the key connectivity of the learned intraclass represen-
tations, which is conductive to the classification of land-cover
samples. Based on the problems (1) and (2), the balanced rep-
resentation vectors zi and zj of underlying subspace can be
obtained via SR and LRR regularizations. zi represents the ith
column of Z and also represents the new feature embedding of
xi. Their embeddings in a new feature space should be close to
each other if two samples are close in the sense of the intrinsic
geometry based on graph embedding [42]. Motivated by the
underlying assumption that if the pixels xi and xj are similar,
the representation coefficient vectors zi and zj are similar.
Therefore, the representation vectors are used to construct an
adaptive probabilistic graph to preserve the key connectivity
of the near-optimal neighbor correlation because the projected
representation vectors via the balanced representations between
SR and LRR regularizations are discriminative (i.e., the key
connectivity of intraclass representation and the separation of
interclass representation) to separation of interclass samples.
The adaptive graph learning model is built by assigning optimal
neighbors for HSI samples based on local measurement. It is
assumed that the nearby samples have high probabilities of being
connected in adaptive graph learning, and this relation can be
written as follows:

ψ(z) =
∑
i,j

dist(zi, zj)× aij

s.t. 0 < aij < 1,A1 = 1 (3)

where A1 = 1 represents A× 1 = 1, aij represents the prob-
ability that the ith sample and the jth sample are in the same
class. Note that minimizing this item

∑
i,j dist(zi, zj)× aij has

a potential capability to distinguish the correlation of different
class samples for obtaining an ideal adaptive graph structure
compared with minimizing

∑
i,j dist(xi,xj)× aij because the

new feature vector zi is of overall expression capability that
is robust to noise and can discover the valuable connections
of underlying different subspaces, which will be conductive to
obtain good graph connectivity. Specifically,A reflects the prob-
abilistic connectivity of each pair of samples [43], [44] belong-
ing to the same class, which aims to capture data connectivity.
dist(zi, zj) measures the distance between the vector zi and the
vector zj . The probability matrix A is a transition probability
matrix, and each of its rows is a probability distribution. Notably,
the probability matrix A is a feasible similarity measurement
adaptively determined using a self-tuning technique according to
the common Euclidean distance between each pair of represen-
tation coefficient vectors. In fact, the adaptive probability graph
structure exploits the probabilistic data connectivity to enhance
the subspace-preserving property of the intraclass representa-
tion of HSI samples. Therefore, the adaptive probability graph
structure is integrated to formulate the SLRC method, which
enhances the connectivity of the intraclass representations. Thus,
based on the SSBDFCP model, the SLRC model can be defined
as follows:

min
Z,A,E

‖ Z‖∗ + λ1 ‖ Θ� Z‖1

+ λ2

⎛
⎝‖ Z−A ‖2F +γ

l∑
i=1

N∑
j=1

‖ zi − zj ‖22 aij

⎞
⎠

+ λ3 ‖ Z− S ‖2F +λ4 ‖ E‖2,1
s.t. X = XtrZ+E (4)

where A ∈ Rl×N and γ is the parameter used to balance the
self-expressiveness of spectral information and the probabilistic
connectivity of HSI samples. Notably, the regularization ‖ Z−
A ‖2F naturally has the following three attributes.

1) The regularization ‖ Z−A ‖2F encompasses a shift to-
ward a unified optimization framework by combining the
self-expressiveness and adaptive probabilistic connectiv-
ity of the learned representation of the HSI samples.

2) The representation learned by adaptive probabilistic graph
learning displays connectivity consistent with that of the
corresponding intraclass representation, which can im-
prove the subspace connectivity of intraclass representa-
tion in pursuing sparse and low-rank representations of
HSI samples. Moreover, the regularization ‖ Z−A ‖2F
avoids a trivial solution of A from the optimization per-
spective.

3) Different from [33], the adaptive probability connectivity
graph can be obtained by valuable representation vectors
of underlying subspace via SR and LRR regularizations,
which is discriminative to pursuing the key connectivity
of intraclass to a certain extent.
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Compared with fuzzy class probability of the SSBDFCP
model, the local constraint Θ of the SLRC model is the simple
local similarity measurement by Euclidean distance, that is,
Θij =

√‖ xi − xj ‖22. The constraint of spatial information of
the SLRC model is the same as the SSBDFCP model.

IV. OPTIMIZATION AND ALGORITHM ANALYSIS

In this section, we adopt the alternating direction method of
multipliers (ADMM) [45] to solve the optimization of SLRC
model in (4), which can be briefly introduced as follows.

A. Optimization

First, the two auxiliary variables P and Q are introduced to
separate the problem (4), which can be written as follows:

min
Z,A,E

‖ P‖∗ + λ1 ‖ Θ�Q‖1+λ3

2
‖ Z− S ‖2F +λ4 ‖ E‖2,1

+
λ2

2

⎛
⎝‖ Z−A ‖2F +γ

l∑
i=1

N∑
j=1

‖ zi − zj ‖22 aij

⎞
⎠

s.t. X = XtrZ+E,P = Z,Q = Z. (5)

Then, the following augmented Lagrangian function can be
obtained as follows:

min
Z,A,E,P,Q

‖ P‖∗ + λ1 ‖ Θ�Q‖1

+
λ3

2
‖ Z− S ‖2F +λ4 ‖ E‖2,1

+
λ2

2

⎛
⎝‖ Z−A ‖2F +γ

l∑
i=1

N∑
j=1

‖ zi − zj ‖22 aij

⎞
⎠

+
〈
Ŷ1,X−XtrZ−E

〉
+
〈
Ŷ2,P− Z

〉
+
〈
Ŷ3,Q− Z

〉
+
μ

2
(‖ P− Z ‖2F

+ ‖ Q− Z ‖2F + ‖ X−XtrZ−E ‖2F ) (6)

where 〈Ŷ2,P− Z〉 = tr(Ŷτ
2 (P− Z)). Ŷ1, Ŷ2, and Ŷ3 repre-

sents the Lagrangian multipliers, respectively. Moreover, μ > 0
represents the corresponding penalty parameter. Then, the loss
(6) can be minimized when one variable is changing and the
remaining variables are fixed. And, the details are introduced as
follows.

1) Update A: Consider A as a variable and fix the other
variables

min
A

λ2

2

⎛
⎝‖ Z−A ‖2F +γ

l∑
i=1

N∑
j=1

‖ zi − zj ‖22 aij

⎞
⎠

s.t. A1 = 1, 0 < aij < 1. (7)

From (7), we have

min
A1=1,0<aij<1

λ2

2
‖ Z−A ‖2F +λ5

l∑
i=1

N∑
j=1

‖ zi − zj ‖22 aij

=
λ2

2
‖ Z−A ‖2F +λ5

l∑
i=1

N∑
j=1

hijaij

=
λ2

2
‖ A− (Z− λ5

λ2
H) ‖22 (8)

where each element ofH is calculated byhij =‖ zi − zj ‖22 and
λ5 = λ2×γ

2 . From (8), it is obvious to see that the problem (8) is
equivalent in solving the following problem:

min
ai1=1,ai≥0

λ2

2
‖ ai −

(
zi − λ5

λ2
hi

)
‖22 (9)

where ai, zi, and hi denote the ith rows of A, Z, and H,
respectively. Problem (9) can be quickly solved with the efficient
algorithm presented in [46].

2) Update Z: Consider Z as a variable and fix the other
variables

min
Z

λ2

2
‖ Z−A ‖2F +

λ3

2
‖ Z− S ‖2F

+
〈
Ŷ1,X−XtrZ−E

〉
+
〈
Ŷ2,P− Z

〉
+
〈
Ŷ3,Q− Z

〉
+
μ

2
(‖ P− Z ‖2F

+ ‖ Q− Z ‖2F + ‖ X−XtrZ−E ‖2F ). (10)

From problem (10), this item
l∑

i=1

N∑
j=1

‖ zi − zj ‖22 aij is not

considered into this process of updating Z because the high
computational complexity and the main role to obtain an ideal
A of the item

∑l
i=1

∑N
j=1 ‖ zi − zj ‖22 aij . Thus, the problem

(10) can be equivalent to solve the following problem:

min
Z

λ2

2
‖ Z−A ‖2F +

λ3

2
‖ Z− S ‖2F

+
μ

2

(
‖ X−XtrZ−E+

Ŷ1

μt
‖2F

+ ‖ P− Z+
Ŷ2

μt
‖2F + ‖ Q− Z+

Ŷ3

μt
‖2F
)
. (11)

From (11), we can calculate the derivative of problem (11)
with Z and obtain the corresponding solution:

Z =

[
(2 +

λ2

μ
+

λ3

μ
)i+Xτ

trXtr

]−1
(
Xτ

trR̄1 + R̄2 + R̄3 +
λ2

μ
A+

λ3

μ
S

)
(12)

where R̄1 = X −Et + (Ŷ1/μ), R̄2 = P+ (Ŷ2/μ), and
R̄3 = z+ (Ŷ3/μ).

3) UpdatingP: Fix the other variables and updateP by solving
the following problem:

min
P
‖ P‖∗ +

〈
Ŷ2,P− Z

〉
+
μ

2
‖ P− Z ‖2F

=‖ P‖∗ + μ

2
‖ P− (Z− Ŷ2

μ
) ‖2F . (13)
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Problem (13) can be solved via the singular-value threshold-
ing operator [47], which can be written as follows:

P = S1/μ

(
Z− Ŷ2

/
μ
)
= UŜ1/μ(Σ)Vτ , (14)

where UΣVτ represents the singular-value of decomposi-
tion (SVD) of (Z− Ŷ2/μ) and Ŝ1/μ(Σ)= sgn(Σ)max(|Σ| −
1/μ, 0) is the soft-thresholding operator [25].

4) Updating Q: Consider Q as a variable and fix the other
variables

min
Q

λ1 ‖ Θ�Q‖1 +
〈
Ŷ3,Q− Z

〉
+ μ/2 ‖ Q− Z ‖2F

= λ1 ‖ Θ�Q‖1 + μ/2 ‖ Q− (Z− Ŷ3/μ) ‖2F .
(15)

Problem (15) can be equivalently decomposed into l ×N
subproblems by means of an elementwise strategy [33] and.
Thus, the optimal solution of problem (15) is

qij = Ŝλ2Θij/μ(zij − (Ŷ3)ij/μ). (16)

5) Updating E: Consider E as a variable and fix the other
variables

min
E

λ4 ‖ E‖2,1

+
〈
Ŷ1,X−XtrZ−E

〉
+
μ

2
‖ X−XtrZ−E ‖2F

=
λ4

μ
‖ E‖2,1 + 1

2
‖ E− (X−XtrZ+

Ŷ1

μ
) ‖2F (17)

which can be solved with the method in [48]. Denoting W =

X−XtrZ+ Ŷ1/μ, then the ithe column of the optimal E as
follows:

Ei =

{
‖Wi‖2−λ4/μ
‖Wi‖2 if λ4/μ <‖Wi‖2

0 otherwise
(18)

where Wi represents the ith column. After optimizing the A,
Z, P, Q, E, the Lagrange multipliers Ŷ1, Ŷ2, and Ŷ3 are also
updated as follows:⎧⎨

⎩
Ŷt+1

1 = Ŷt
1 + μt(X−XtrZ

t+1 −Et+1)

Ŷt+1
2 = Ŷt

2 + μt(Pt+1 − Zt+1)

Ŷt+1
3 = Ŷt

3 + μt(Qt+1 − Zt+1)

(19)

where t represents the number of iterations in the SLRC method.
The detailed procedure based on ADMM optimization used to
solve the SLRC model (4) is concluded as Algorithm 1.

B. HSI Classification via Linear Classifier

After the ADMM optimization for the SLRC model (4), the
HSI representation can be obtained as Z = [Ztr,Ztt], where
Ztr ∈ Rl×l and Ztt ∈ Rl×u. Then, Y ∈ Rl×C represents the
labels of the training samples, and the final pixel-based clas-
sification results are obtained by using the linear classifier [49].
The detailed procedure is described as follows.

The linear classifier B can be acquired by utilizing spectral
representationZtr and labelsY ∈ Rl×C of the training samples,
which can be written as follows:

B∗=argmin
B

‖ Y − Zτ
trB ‖2F +η ‖ B ‖2F , (20)

Algorithm 1: Optimize the SLRC by Means of the ADMM.

Input: The HSIs data matrix X = [Xtr,Xtt]; Parameters
λ1, λ2, λ3, λ4; the measurement matrix Θ.

Initialization: A = 0, Z = 0, P = 0, Q = 0, E = 0,
Ŷ1 = 0, Ŷ2 = 0, Ŷ3 = 0, λ1, λ2, λ3, λ4 > 0,
μmax = 1e8, ρ = 1.15, tol = 1e− 4.

While not converged do
1) Update A by optimizing (9);
2) Update Z by optimizing (12);
3) Update P by optimizing (14);
4) Update Q by optimizing (16);
5) Update E by optimizing (18);
6) Update Ŷ1, Ŷ2 and Ŷ3 by optimizing (19);
7) Update μ;
μt+1 = min(μmax, ρμ

t).
9) Examine the convergence conditions

max(
‖ X−XtrZ−E‖∞,
‖ P− Z‖∞, ‖ Q− Z‖∞) ≤ tol.

8) Update t: t← t+ 1.
End
Outputs: A, Z, P, Q, E.

Algorithm 2: SLRC Model for HSIs Classification.

Input: HSI data matrix X = [Xtr,Xtt] with label
indicator matrix Y.
1) Build the SLRC model (4) according to the HSI

spectral information.
2) Solve the SLRC model via Algorithm 1, and obtain

the feature representation Z = [Ztr,Ztt].
3) Construct an optimal linear classifier B∗ by optimize

problem (21).
4) Predict the labels Ytt of testing samples by solving

problem (23).
Output: Classification results Ytt ∈ Ru×C of the test
samples

where η denotes the corresponding regularization parameter.
And, the optimal solution can be acquired as follows:

B∗ = Zτ
trY(Zτ

trZtr + ηI)−1. (21)

Thus, given the spectral representation of the testing samples,
the final recognition is determined by judging

label(Ytt) = argmax(Zτ
ttB

∗) (22)

where Ytt ∈ Ru×C represents the labels of the testing samples.
The complete process of HSI classification for the SLRC model
is concluded as Algorithm 2.

C. Convergence

For the ADMM optimization process of the SLRC model
listed in Algorithm 1, the optimal solution for the A, Z, P, Q,
and E can be solved by optimizing corresponding functions.
First, the closed-form solution of A can be quickly determined
with an efficient algorithm [46] that guarantees convergence.
Moreover, the convergence of Z can be guaranteed by intro-
ducing the corresponding auxiliary variables P and Q, which
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Fig. 1. Convergence curve of SLRC model.

Fig. 2. Indian Pines. (a) False-color image. (b) Ground truth image (adopted
bands in false color are 20, 69, and 178, respectively).

Fig. 3. KSC data. (a) False color image. (b) Ground truth image (adopted
bands in false color are 5, 22, and 55, respectively).

is solved by using classical singular-value thresholding. The
closed-form of the variable E can be solved by [25]. There-
fore, the convergence of the SLRC model can be guaranteed
and the convergence curves of the SLRC model is shown
in Fig. 1.

D. Analysis of Theoretical Convergence

Via our simple analysis in Section IV-C, the convergence
curve of the SLRC model has been described as Fig. 1 with
Indian Pines dataset. Next, the deeply theoretical analysis will
be conducted in terms of convergence of the SLRC model. To
address the main model (4), the ADMM algorithm was applied
to obtain the solution of problem (4).

Motivated by [33], the famous ADMM algorithm is able to
address the following problem:

min
z∈Rl,r∈Rm

f1(z) + f2(r) s.t. Wz+Mr = u (23)

where W ∈ Rp×l, M ∈ Rp×m, u ∈ Rp, and f1, f2 are convex
functions. The corresponding matrix optimization can be written

Fig. 4. PaviaU data. (a) False-color image. (b) Ground truth image (adopted
bands in false-color are 52, 99, and 4, respectively).

as follows:

min
Z∈Rl×N ,R∈Rm×N

f1(Z) + f2(R)s.t.WZ+MR = U (24)

where U ∈ Rp×N . The corresponding augmented Lagrangian
of problem (24) with multiplier can be written as follows:

ϕ(Z,R, Ŷ) = f1(Z) + f2(R)

+
μ

2
‖WZ+MR−U ‖2F +〈Ŷ,WZ+MR−U〉 (25)

where Ŷ ∈ Rp×N represents the corresponding Lagrangian
multiplier and μ represents the penalty parameter. It is worth
noting that the main model (4) can be formulated as a special
case of problem (24). To be specific, the constraints of prob-

lem (4) can be written as WZ+MR = U. Let W =
(−Ip
−Ip
Xtr

)
,

M =
[Ip

Ip
Id

]
, R =

(P
Q
E

)
, U =

(0
0
X

)
, and Ip represents the

p× p identity matrix. It is apparent that the main model (4) can
be reformulated as problem (24). According to the optimization
procedure of the SLRC model, the SLRC model is equivalent
to the two-block ADMM [33], [50] via the analysis of problem
(24). Therefore, the global convergence of the SLRC model is
theoretically guaranteed. For the issue of the two-block ADMM,
there exists a saddle point of ϕ(Z,R, Ŷ), that is, Zt → Z∗,
Rt → R∗, Ŷt → Ŷ∗, where (Z∗,R∗, Ŷ∗) is the saddle point
according to [51, Proposition 1.1.5]. Obviously, the convergence
of the proposed SLRC model can be theoretically guaranteed and
guaranteed with experimental curve in Fig. 1.

E. Complexity Analysis

From Algorithm 1, the computational costs are mainly from
the inverse operation and singular-value thresholding in the
calculation of the Z, P, and Q. The computational complexity
of calculating Z is O(dl2 +Nl2) owing to the calculation of the
inverse matrix. In addition, the complexity with optimizing P is
nearly O(Nl2), (N > l) based on the classical SVD operation.
To be specific, the calculation of the SVD usually takes a lot of
time when the l and N are very large. Next, the complexity of
optimizing Q is approximately O(Nl) owing to the calculation
of the l1 problem. Moreover, the complexity of optimizing E is
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TABLE I
NUMBERS OF TRAINING AND TESTING SAMPLES ON THREE DATASETS

nearly O(dN). In short, the total complexity of optimizing the
SLRC method is nearly O(t(dl2 + 2Nl2 +Nl + dN)) via our
analysis.

V. EXPERIMENTAL RESULT AND ANALYSIS

In Section V, some comprehensive experiments are conducted
to verify the usefulness of our proposed SLRC model in HSI
classification. The experiments of the SLRC model and the
related popular classification methods can be quantitatively and
qualitatively evaluated based on three real HSI datasets.

A. Dataset Description

Some experimental results were obtained based on three
typical HSI datasets including Indian Pines, Kennedy Space
Center (KSC), Pavia University (PaviaU) [52]. This Indian Pines
scene covers an agricultural field and contains 16 classes, which
consists of 145× 145 pixels with 220 spectral bands. The KSC
scene has a spatial size of 512× 614 with 176 spectral bands
and consist 13 land cover types. The PaviaU has a spatial size of
457× 231 with 103 spectral bands and consists of 9 land cover
types. Moreover, the false-color image and the corresponding
ground truth of three datasets are given in Figs. 2–4.

B. Experimental Settings

To verify the superiority of our proposed SLRC model, some
related popular methods, including the SVMCK [53], JSR [18],
cdSRC [19], EPF [54], PCSSR [22], LSLRR [9], SLGDA [32],
KLRRLSCK [28], and SSBDFCP [37] methods, are compared
with the SLRC model for HSI classification. In the experiment,
the maximum noise fraction (MNF) [55] is first applied to reduce
the dimensionality of HSIs for alleviating the computational
burden. For fairness, all the related comparison methods have the
same dimension reduction settings. Then, for the size of training
sets, we randomly picked 10% samples, 5% samples, and 5%
samples in each class as training samples for the Indian Pines,
KSC, and PaviaU datasets, respectively, and the remaining sam-
ples for three datasets were used as the testing set to evaluate the
proposed methods in HSI classification. The detailed numbers
of the training and testing samples used in the experiment are

reported in Table I. All the classification methods were repeated
ten times to circumvent the bias owing to random sampling.
For EPF, the optimal parameter setting was based on that in
[54]. For the other compared methods, all the optimal parameter
settings are reported in Table II. Finally, the overall accuracy
(OA), kappa coefficient (KC), and class accuracy (CA) were
employed to evaluate all approaches in HSI classification.

C. Experimental Results and Analysis

Tables III–V demonstrate the final classification performance
of different models in three datasets and their corresponding
classification maps are given in Figs. 5–7. Among these com-
pared methods of HSI classification, the PCSSR and SLGDA are
the pixelwise classification methods which only utilize the spec-
tral information. The other methods, including SVMCK, JSR,
cdSRC, EPF, LSLRR, KLRRLSCK, SSBDFCP, and SLRC,
combine spectral–spatial information to perform classification.
From Table III, the classification performance of the PCSSR
method is worse than the other methods in terms of the OA
and KC values. This result indicates that spatial contextual
information is good for HSI classification. In terms of OA
and KC, the SLRC method achieves values of 98.86% and
98.70%, respectively, which are higher than those of the other
methods, which verifies the effectiveness of this approach in
HSI classification. From Table IV, only a small number of HSI
pixels are incorrectly classified, and the classification accuracy
of the SLRC method yields the highest in OA and KC values
compared with those of the other methods. Compared with
the SVMCK, PCSSR, EPF, LSLRR, SLGDA, KLRRLSCK,
SSBDFCP methods, the SLRC achieves the best classification
results for most classes, which indicates that it is an effective
and superior approach for HSI classification. From Table V, the
average precision of all land cover types in PaviaU are more
than 95% via the SLRC method. The pixels of most land cover
types can be correctly classified by the SLRC method. Moreover,
the SLRC yields the highest in OA and KC values in pixel
classification, which indicates the effectiveness of the SLRC
method. From Figs. 5–7, the classification map of the SLRC
method is closest to the ground truth data and can be beneficial
for visually distinguishing the different classes. The main reason



DING et al.: SPARSE AND LOW-RANK REPRESENTATION WITH KEY CONNECTIVITY FOR HSI CLASSIFICATION 5617

TABLE II
OPTIMAL PARAMETERS OF DIFFERENT METHODS FOR THREE DATASETS

TABLE III
OVERALL ACCURACY (%) OF DIFFERENT CLASSIFICATION METHODS FOR INDIAN PINES DATASET

TABLE IV
OVERALL ACCURACY (%) OF DIFFERENT CLASSIFICATION METHODS FOR KSC DATASET

Fig. 5. Classification maps of different methods for Indian pines. (a) SVMCK. (b) JSR. (c) cdSRC. (d) PCSSR. (e) EPF. (f) LSLRR. (g) SLGDA. (h) KLRRLSCK.
(i) SSBDFCP. (j) SLRC.
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TABLE V
OVERALL ACCURACY (%) OF DIFFERENT CLASSIFICATION METHODS FOR PAVIAU DATASET

Fig. 6. Classification maps of different methods for KSC. (a) SVMCK. (b) JSR. (c) cdSRC. (d) PCSSR. (e) EPF. (f) LSLRR. (g) SLGDA. (h) KLRRLSCK. (i)
SSBDFCP. (j) SLRC.

Fig. 7. Classification maps of different methods for PaviaU. (a) SVMCK. (b) JSR. (c) cdSRC. (d) PCSSR. (e) EPF. (f) LSLRR. (g) SLGDA. (h) KLRRLSCK.
(i) SSBDFCP. (j) SLRC.

Fig. 8. OAs of the SLRC method with different spatial window sizes on the
three datasets.

for the effectiveness of the SLRC method is that the SLRC in-
corporates the adaptive probability graph structure information
to adaptively capture the probabilistic connectivity of intraclass
representations by using the valuable representations vectors,
which can efficiently preserve latent subspace constructions and
near-optimal block-diagonal representations.

D. Analysis of Spatial Window Size

Although the SLRC model inherits the spatial constraint from
the SSBDFCP model, the spatial contextual information has to
be analyzed in HSI classification. The classification results of
the SLRC method with different spatial window sizes can be
seen in Fig. 8, which is tested based on three datasets. From
Fig. 8, with the increase in the window size, the OAs display

an inclination to ascend and then stabilize near the peak value.
From Fig. 8, the spatial window size corresponding to the best
OA for the KSC data is 25× 25, which is larger than the best
window size for the Indian Pines data of 13× 13.

The main reason for this difference is that the distribution of
different classes in KSC is dispersed, and a larger window can
contain more spatial neighbors from the same class. In terms of
PaviaU data, the best window size for SLRC method is 35× 35
because of the intrinsic mechanism of the spatial neighborhoods
that the distribution of intraclass samples in PaviaU land cover
type is relatively concentrated on homogenous area with large
regions

E. Analysis of Tradeoff Parameters

In the proposed SLRC problem (4), there are four parameters,
namely, λ1, λ2, λ3, and λ4, that must be adjusted to balance
the contribution of each constraint. First, in our experiment,
the SLRC method is not sensitive to noise, and then λ4 can
be empirically large based on the analysis of the SSBDFCP
method. Meanwhile, for clarity, the other three parameters will
be divided into different groups for analysis, then one parameter
will be changed while fixing the others. Finally, the optimal
parameters were obtained with a grid search algorithm. Fig. 9
demonstrates the variations of OA with different tradeoff param-
eters in Indian Pines and KSC datasets. From Fig. 9, specifically,
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Fig. 9. OAs of different tradeoff parameters for Indian Pines are shown in (a)–(c) and the OAs of different tradeoff parameters for KSC are shown in (d)–(f).

Fig. 10. OA variation with the different γ on Indian Pines.

the classification performance of the SLRC method is promising
when λ1 varies near 0.1 for the two datasets. Parameter λ2 can
be varied around 10 for Indian Pines and 1 for KSC because the
self-expressiveness of the data and adaptive probability graph
model are most consistent for intraclass representations for
these values. The main role of the parameter λ3 is to balance
spatial information and spectral information, then it is not overly
large or small. The analysis of the parameter γ in (4) has been
discussed in details as follows. For convenience, the analysis
of the parameter γ can be conducted on a small HSI dataset
such as Indian Pines for optimal parameter. We only finetune
the parameters γ when applying to another dataset, and then
the optimal parameter γ is exploited for classification results.
The analysis of the parameter γ on Indian Pines dataset is
shown Fig. 10, which indicates the OA variation with different
γ. From Fig. 10, we can see that the OA is highest when the
value of the parameter γ is setting to 30. The possible reason
for this phenomenon is that the adaptive key connectivity of
intraclass representation can be more preserved and be beneficial
to achieve the separation of interclass representation.

In addition, the parameters settings on PaviaU dataset for
SLRC method are basically consistent with those on Indian Pines
dataset by comprehensive experiments. Consequently, it is also
proved that the SLRC method is robust to change of datasets.

F. Analysis of Adaptive Probability Graph

The adaptive probability graph structure is crucial for
capturing the key connectivity of the complex HSI. Thus, in
this section, we mainly explore what the role of the adaptive
probability graph structure is to improve the connectivity of
the intraclass representations in the two datasets. First, in the
proposed SLRC problem, we assume that the adaptive prob-
ability graph structure does not exist, that is, λ2 = 0, which
can be denoted as the SLR model. Then, we assume that the
adaptive probability graph structure is transformed into a fixed

Fig. 11. OAs of three classification methods on the two data sets. (a) Indian
Pines. (b) KSC.

probability graph structure for application, which can be denoted
as the SLRCF model. Finally, the classification results of three
methods, the SLRC, SLRCF, and SLR methods, are shown in
Fig. 11. From Fig. 11, the classification results of the SLRC
model is better than those of the SLR and SLRCF models,
which indicate that the adaptive probability connectivity graph
structure in SLRC exploits the key connectivity of intraclass
representations and is more able to deal with the complex HSI.

G. Analysis of the Class-Wise Block-Diagonal Structure

The discriminative capability of SLRC model is analyzed in
detail. Thus, the block-diagonal structure of data representation
via our SLRC model is analyzed as follows. In other words,
the discriminative capability of SLRC can be interpreted as the
block-diagonal structure of feature representation in hyperspec-
tral image classification, which aims at achieving the separation
of interclass representation coefficients and preserving the key
connectivity of intraclass class representation coefficients.

To further analyze the block-diagonal structure of data, the
connectivity of the intraclass representations of the SLRC and
the related SLR methods can be obtained in Fig. 12. They were
tested for six classes including soybean-notill, soybean-mintill,
soybean-clean, wheat, woods, and bulidings-grass-trees-drives,
from the Indian Pines data. From Fig. 12, the representation
coefficients of the intraclass representation of the SLRC method
is superior to the SLR method, mainly because the SLRC method
focuses on capturing the underlying intraclass semantic repre-
sentations by enforcing the constraint of the adaptive probability
graph structure.

H. Analysis of Different Training Samples

In order to demonstrate the efficiency of the SLRC method,
some related methods including the SVMCK, JSR, cdSRC, EPF,
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Fig. 12. Block-diagonal structure of two classification methods in terms of
six land-covers. (a) SLR. (b) SLRC.

Fig. 13. OAs of different methods with different labeled samples for the two
datasets. (a) Indian Pines. (b) KSC.

TABLE VI
COMPUTATIONAL TIMES OF DIFFERENT METHODS FOR THE HSI

DATASETS (SECONDS)

and LSLRR methods are tested on two datasets with different
percentages of training samples. As shown in Fig. 13, the OA
values of the SLRC method are always superior to the other
methods. The main reason for this phenomenon is mainly at-
tributed to that the SLRC method is not only considering the
separability of the interclass representations but also preserving
the key connectivity of the intraclass representations.

I. Run Time Analysis

Table VI displays the running time of different classification
methods based on the three HSI datasets. The experiments were
conducted in MATLAB R2017b on a PC with an Intel Xeon
E3-1240 3.50 GHz CPU and 48 GB RAM. According to the
table, the computational times of EPF and SVMCK are the
lowest and that of the PCSSR is the highest because the class
probability obtained by sparse representations is time consum-
ing in estimating the class distribution of unlabeled samples. The
time consumed by SLRC is greater than that of LSLRR, JSR, and
cdSRC. The main reason for this difference is that the operations
in the SLRC method including those for SVD, matrix inversion,
and the unified framework between self-expressiveness and the
adaptive graph structure, are time consuming. Although the
SLRC model still requires some time to run, the classification
precision is significantly improved compared to that of other

TABLE VII
OVERALL ACCURACY (STD) (%) OF DIFFERENT PREPROCESSING METHODS

methods. Meanwhile, the time problem will no longer be a major
issue owing to the improvements in the computing capacity [22].

J. Analysis of Preprocessing Methods

To alleviate the computational burden of the SLRC model,
the MNF is first applied to reduce the dimensionality of HSI.
Furthermore, for analyzing the influence of different prepro-
cessing methods in SLRC model, the commonly used MNF
and the attractive SuperPCA [56] are applied to HSI reduction
before performing SLRC model. The classification results on
three datasets are shown in Table VII, which indicates the MNF
is more suitable for the SLRC model.

K. Superiority of Adaptive Probability Graph

For demonstrating the advantage of the proposed adaptive
probability graph preserving key connectivity, we provide the
LSLRR model with the adaptive key connectivity and the cor-
responding objective function can be defined as follows:

min
Z,A,E

‖ Z‖∗ + λ ‖ E‖2,1 + α ‖ M̄� Z‖1

+ β

⎛
⎝‖ Z−A ‖2F +γ

l∑
i=1

N∑
j=1

‖ zi − zj ‖22 aij

⎞
⎠

s.t. X = XtrZ+E,1Z = 1,Z ≥ 0 (26)

where the ‖ Z−R ‖2F in the LSLRR model has been replaced
with ‖ Z−A ‖2F +γ

∑l
i=1

∑N
j=1 ‖ zi − zj ‖22 aij adaptively

preserving the key connectivity by using richer information
zi ∈ Z than original feature space due to sparse and low-rank
constraints on representation coefficientsZ. The problem (26) is
defined as the LSLRRA model. The classification performance
of the LSLRR and LSLRRA methods on three datasets is shown
in Table VIII. From Table VIII, the classification results of the
LSLRRA model are better than the LSLRR model because the
LSLRRA model adaptively preserves the key connectivity of
intraclass representation by using richer information.

L. Analysis of Classifier

For evaluating the classification performance of different
classifier, the popular support vector machine (SVM) with ra-
dial basis function and K-Nearest-Neighbor (KNN) classifiers
with five neighbors are compared with linear classifier in HSI
classification. Fig. 14 shows that OAs of different classifiers are
obtained via the proposed SLRC method with increasing labeled
information on Indian Pines dataset. The OAs obtained by linear
classifier is best compared with SVM and KNN classifiers.
Moreover, the performance of linear classifier performs better
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TABLE VIII
OVERALL ACCURACY (OA) AND KAPPA COEFFICIENT (KC) (STD) % ON THREE PUBLIC HSI DATA SET

Fig. 14. OAs of different classifiers with different labeled samples for the
Indian Pines datasets.

especially in the small percentage of labeled samples compared
with SVM and KNN, and linear classifier is more suitable for the
feature obtained by the SLRC method. And with the increasing
of labeled information, the classification performance of three
classifiers has little difference, which attributes to the sufficient
class information.

VI. CONCLUSION

In this article, we proposed the useful SLRC method for HSI
classification. To overcome the drawback, that is, the absence
of adaptive key connectivity of CSRLRR-based methods, the
SLRC method introduces an adaptive probability graph structure
to improve the HSI classification results based on the SSBDFCP
model. The adaptive probability graph structure is incorporated
to flexibly disclose latent subspace constructions and preserve
the probabilistic connectivity of the intraclass representations.
Finally, some related experiments based on three public HSI
datasets are performed to evaluate the SLRC approach, which
demonstrates that the classification performance of the SLRC is
superior to the other popular methods.

However, the SLRC method needs further improvement.
For example, achieving the good postprocessing strategy in
representation coefficients of intraclass and interclass samples
will be good for the subspace-preserving property. In the future,
graph-based convolutional networks [57] with block-diagonal
structure will be explored to analyze the complex nonlinear
structure of HSIs for achieving improved classification.
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