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Multilevel Deep Learning Network for County-Level
Corn Yield Estimation in the U.S. Corn Belt

Jie Sun"”, Zulong Lai, Liping Di

Abstract—Accurate and timely estimation of crop yield at a
small scale is of great significance to food security and harvest
management. Recent studies have proven remote sensing is an
efficient method for yield estimation and machine learning, es-
pecially deep learning, can infer a good prediction by integrat-
ing multisource datasets such as satellite data, climate data, soil
data, and so on. However, there are some bottleneck challenges
to improve accuracy. First, the popular remote sensing data used
for yield prediction fall into two major groups—time-series data
and constant data. Surprisingly little attention has been devoted
to deep learning networks which can integrate the two kinds of
data effectively; second, both temporal and spatial features play
a role in affecting the yields. But most of the existing approaches
employed either convolutional neural network (CNN) or recurrent
neural network (RNN). CNN cannot learn temporal patterns, while
RNN barely can learn spatial characteristics. This work proposed
a novel multilevel deep learning model coupling RNN and CNN to
extract both spatial and temporal features. The inputs include both
time-series remote sensing data, soil property data, and the model
outputs yield. We experimented with the model in U.S. Corn Belt
states, and used it to predict corn yield from 2013 to 2016 at the
county-level. The results approve the effectiveness and advantages
of the proposed approach over the other methods. In the future,
the model will be used on other crops such as soybean and winter
wheat to assist agricultural decision-making.

Index Terms—Convolutional neural network (CNN), county-
level, long short-term memory (LSTM), prediction, yield.

I. INTRODUCTION

HE U.S. is the largest corn producer in the world. Corn
T accounts for more than 95% of total grain production in
the U.S. The production of corn also plays a noteworthy role
in the economy. However, the yield varies every year and is af-
fected by natural disasters and socioeconomic reasons. To secure
our food security, preventive adaptive policies should be made
ahead of time to secure our food security and economy. Making
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preventive policies rely on information and yield prediction is
one of the most important pieces.

Researchers often use either weather/climate data, satellite
remote sensing products, and soil property data or their combina-
tion for crop yield prediction at regional scales. The weather data
and satellite data are time-series data while the soil property data
are commonly considered as constant data that will not change
much in the foreseeable future. Because of its advantages such
as large scale, continuous, multispectral, low cost and long-term
archive, remote sensing has become one of the most important
tools for yield estimation [1]-[3]. Several long-running satellites
have been widely used in the task. For example, the advanced
very high-resolution radiometer (AVHRR) is the primary sen-
sor on board the National Oceanic and Atmospheric Agency
(NOAA) polar-orbiting satellites. AVHRR data have been col-
lected continuously since 1981. Although the NOAA/AVHRR
satellites were initially designed to observe the Earth’s weather
in the form of cloud patterns, further research on the sensors
demonstrated that they could also be used for yield predic-
tion [4], [5]. However, the coarse resolution and inadequate
spectral information of the AVHRR data may cause unsatisfied
precision. The Moderate Resolution Imaging Spectroradiometer
(MODIS) is another long-living Earth observation dataset. The
images are taken starting in 1999 by the NASA satellite Terra,
and another satellite Aqua started to take the images from
2002 simultaneously. The images have 36 spectral bands whose
wavelengths range from 0.4 to 14.4 um and have various spatial
resolutions (2 bands at 250 m, 5 bands at 500 m, and 29 bands at
1 km). The two satellites image the entire Earth every 1 to 2 days.
Because of its better spatial resolution, spectral response, and
temporal resolution, MODIS is more suitable for crop growth
monitoring and has been very popular in the yield prediction
studies [6]-[8]. The Landsat program is the longest-running
enterprise for the acquisition of satellite imagery of Earth. The
Landsat data have improved spatial resolutions ranging from
15 to 60 m. However, its temporal resolution of 16 days may
omit important observations within a typical growing season,
particularly coupled with the effects of clouds [9].

Regardless of the kinds of satellite data being employed,
most of the previous researchers prefer to build the relationship
between some crop-related indexes and crop yield. The most
used indexes extracted from raw satellite data include normal-
ized difference vegetation index, enhanced vegetation index,
green chlorophyll vegetation index, sun-induced chlorophyll
fluorescence, and the fraction of absorbed photosynthetically
active radiation, etc. [10]-[12]. These indexes are essentially
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multispectral reduction products, which can raise the efficiency
but may cause information loss. Besides, weather data (e.g.,
land surface temperature (LST), precipitation, and vapor) and
soil properties (e.g., clay content, organic carbon content, and
PH) have been also included as input for yield prediction [13]. It
appears that comprehensive factors can simulate the real growth
condition of crops more accurately to improve the performance
of yield prediction [14].

Machine learning (ML) have shown superior performance
on various challenging tasks such as image classification, face
recognition, parameter regression, and natural language process-
ing by learning the complex features and correlations from a big
training dataset [15], [16]. Recent studies have explored its use
onyield prediction. Everingham et al. [17] found that the random
forest (RF) model is quite good at predicting sugarcane yields in
the early season. Ruf found that support vector regression can
serve as a better reference model for yield prediction than mul-
tilayer perceptron or regression tree (RT) [18]. With the devel-
opment of artificial intelligence (Al), artificial neural networks
(ANNSs) have been tested on several different crops for yield
prediction [5], [14], [19]-[23], and the results reflect that the ML
methods can outperform the traditional regression methods. Kim
et al. [24] compared several Al models for crop yield modeling,
these models include multivariate adaptive regression splines,
support vector machine, RF, extremely randomized trees, ANN,
and deep neural network (DNN); the results suggested that the
DNN with multiple hidden layers are more powerful to reveal
the fundamental nonlinear relationship between predictors and
yields. Khaki ez al. designed a DNN for maize yield prediction in
the 2018 Syngenta Crop Challenge. The results also confirmed
that the DNN significantly outperformed other popular methods
such as Lasso, shallow neural networks, and RT. Besides, the
result revealed that environmental factors have a greater effect
on the crop yield than genotype [25].

Recently, convolutional neural networks (CNN) and recurrent
neural networks (RNN), two popular types of DNN [26], have
attracted a lot of attention for yield prediction. Jiang et al. first
employed long short-term memory (LSTM) for corn yield pre-
diction. LSTM is a special form of RNN method, it is developed
to seize the vanishing gradient problem encountered in RNN.
The empirical results from county-level data in Iowa show that
LSTM is efficient in time-series prediction with complex inner
relations, which makes it suitable for yield prediction [27].
You et al. [28] employed CNN and LSTM for soybean yield
prediction in the U.S., the results proved that CNN and LSTM
can outperform traditional methods such as ridge regression and
decision tree, furthermore, the performance of CNN is better
than LSTM. Based on the work in [28], Wang et al. [29] showed
promising results in predicting soybean crop yields in Argentina,
they also achieved satisfactory results with a transfer learning ap-
proach to predict Brazil soybean harvests with a smaller amount
of data. Russello proposed anovel 3-D CNN model for crop yield
prediction task that leverages the spatio-temporal features, the
results significantly outperform competitive state-of-the-art ML
methods [30]. Yang et al. proposed a CNN-based model for rice
yield prediction with low-altitude remotely sensed imagery. The
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very high spatial resolution imagery and multispectral datasets
perform much better than the VIs-based regression model for
rice grain yield estimation at the ripening stage [31]. It is well
established that CNN can learn to recognize patterns across
space while RNN is useful for solving temporal data problems.
However, several limitations still exist. First, most of the pre-
vious researches only employed CNN or RNN independently.
Hence, these methods cannot fully take advantage of CNN and
RNN simultaneously. Second, most of these methods preferred
employing averages of each band over a region as the features,
leading to spatial information loss. Yet DL methods can learn
rich features from the natural data instead of given limited
handcrafted features, and then contribute to better results. It
is important to keep the information on natural data as much
as possible. Based on our knowledge, no previous research
integrated time-series data, constant data, and deep learning for
yield prediction yet.

This study used a combination of satellite data, weather data,
and soil property data to predict corn yield in the U.S. Corn Belt
from 2013 to 2016 at the county-level. A new composite DL
model was proposed to take advantage of both CNN and RNN.
The multilevel deep learning network (MLDL-Net) framework
has two modules. The first module has two steps. The first step
is using CNN to extract spatial features from MODIS imagery
data and weather data. The second step is using LSTM to extract
temporal features from time-series data. The second module
is using CNN to extract features from soil property data. To
automatically select effective features rather than hand-picking,
a histogram-based method was involved to transform natural
remote sensing data into fixed-bins histograms and use them to
determine which features will be used as inputs. The output from
the two modules will be put together as inputs into the final yield
prediction step. Validation experiments have been done on the
data of the U.S. Corn Belt. The main aims of the work are: 1)
evaluate the performance of the proposed method for corn yield
prediction in the U.S. Corn Belt; and 2) evaluate the influence
of different data in the prediction task.

II. MATERIALS AND METHODS
A. Study Area

In this study, the counties in the U.S. Corn Belt were selected
as the study area. There are 13 states in the U.S. Corn Belt includ-
ing North Dakota, South Dakota, Nebraska, Kansas, Minnesota,
Towa, Wisconsin, Illinois, Michigan, Indiana, Ohio, Kentucky,
and Missouri, about 1175 counties in total. Fig. 1 shows the
selected counties in the GEE.

B. Data

Considering the related impact factors, i.e., the data avail-
ability and generalizability of models, this study uses MODIS
surface reflectance (SR) data, MODIS LST data, and Daymet
weather data as the time-series data. The openlandmap data
were selected as constant soil property data. These data can
also fall into two categories, the one is phenological information



5050

Go gle Earth Engine Search places and datasets

He¢~vE 5
+ L

Ei
— Seattls

g
Portland
E
IS
Francis Isco
© 2EE
'San Jose AN
)1 Las Vegas
B
Los Angeles I £ &
2% SRR
San Diego Phoenix
®. RRAR
moa OEI Pasa
Tucson L
; 4 axl,
z2zREe
‘San Antonio
% ;
LN '
& W x
i

Fig. 1.

0.00020

0.000151

0.00010

Frequency

0.00005 4

0.00000-

2500 5000 7500 100001250015000
kg/ha

Fig. 2. Distribution of yields from 2007 to 2016.

including MODIS SR data; the other is environmental variables
which consist of weather data, MODIS LST, and soil property.
A long-term observation can promise mass data for DL, all
the data and the corresponding yield data were collected from
2007 to 2016. Moreover, the study time window was set from
April 1st to November 30th according to the Usual Planting
and Harvesting Dates (UPHD) of U.S. corn [32]. All the data
can be freely accessed in the GEE. The details are shown
below.

1) USDA Yield Data: The county-level corn yield data from
2007 to 2016 were collected from the United States Department
of Agriculture (USDA) Quick Stats [33]. The data were based on
two large panel surveys conducted by the National Agricultural
Statistics Service (NASS) and established by the NASS Agricul-
tural Statistics Board. Fig. 2 shows the distribution of the corn
yield at the county-level from 2007 to 2016, 11 339 records in
total. The yield ranges from 1277.77 to 16590.79 kg/ha with a
mean of 10016.63 kg/ha. The yield data were used as label data
in the DL.
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Study area in the GEE editor (red areas show selected counties in the Corn Belt).

2) USDA NASS Cropland Data Layers (CDL): The Cropland
Data Layer, hosted on CropScape, provides an annual raster,
geo-referenced, crop-specific land cover map for the continental
United States at 30 m spatial resolution. With the help of CDL,
we can only focus on the corn data [34].

3) MODIS SR: Instead of directly using the handcraft VI,
MODIS SR product (MODO09A 1) which provides an estimate of
the surface spectral reflectance was selected to reflect the state
of crop growth. The MODO09A1, with bands 1-7, is a 500 m
gridded, an 8-d composite product derived from the MODIS-
Terra top of atmosphere reflectance swaths [35], [36].

4) MODIS LST: The MODIS LST products are composed
of data from the daily 1 km LST product (MODI11A1) stored
on a | km grid as the average values of clear sky LSTs during
8 d. MOD11A2 is comprised of daytime and nighttime LSTs,
quality assurance assessment, observation times, view angles,
bits of clear sky days and nights [37].

5) Weather Data: The Daymet dataset provides gridded es-
timates of daily weather parameters. Seven surface weather
parameters are available at a daily time step, 1 km spatial
resolution, with a North American spatial extent. It is derived
from selected meteorological station data and various supporting
data sources. In the study, two important weather parameters,
precipitation, and vapor pressure were selected as climatic fac-
tors [38].

6) Soil Property Data: The GEE provides global predictions
for standard numeric soil physical and chemical properties at six
standard depths (0, 10, 30, 60, 100, and 200 cm) in GEE. The
predictions were based on ca. 150 000 soil profiles used for
training and a stack of 158 remote sensing-based soil covariates
(primarily derived from MODIS land products, SRTM DEM
derivatives, climatic images, and global landform and lithology
maps) [39]. As shown in Table I, six important properties were
selected as soil property data.
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TABLE I
SOIL PROPERTIES SELECTED IN THE MODEL

Feature Unit
Clay content mass fraction(CLAY) %
Sand content mass fraction(SAND) %
Water content at 33kPa(WATER) %
pH in H20(PH) -
Bulk density(BULK) kg/m?
Carbon content(CARBON) g/kg

C. GEE-Based Tensor Generation

Tensor generation is the key step for DL. Considering the
efficiency of the DL, a dimension reduction was always con-
ducted at first, for instance, most of the previous studies often
use the averages of regions to simplify the raw data. However,
DL prefers to learn the features from the raw data. Given the
assumption that the position information of pixels is unimportant
for yield prediction. Then, there is little loss of information in
transforming the high-dimensional image into a histogram of
pixel count. It is easy to reconstruct the histogram into a tensor
for the DL. The histogram-based transformation can not only
keep features as much as possible from the raw data but also
decrease the dimension sharply. Thanks for the great computing
power of GEE [40], the processing can be performed very
efficiently over the U.S. Corn Belt. The key steps are as follows.

1) Preprocessing: All the data should be collected and cloud
masked in the GEE. As for the time-series data, the daily weather
data should be aligned to the 8§-d MODIS data by the average
values. The time-series data has 30 time steps during the whole
growing season at an 8-d interval. Then, after combining the
boundary data, each county will have a 11 bands image com-
posite M}, for time-series data at the tth (0 < ¢ < 30) time
step and a 36 bands S;4 for constant soil property data in each
year. The ¢d represents the GEOID of a county and the y denotes
a year in the list ranging from the start to the predicted year 3/’
The 11 bands of Mfd’y consists of 7 bands of the MODIS SR, 2
bands of the MODIS LST, and 2 bands of the weather data. The
36 bands of the S,4 include 6 types of properties at 6 depths.
The CDL data was employed to mask all noncorn pixels for all
data.

2) Histogram-Based Tensor Generation: As the inputs of
the DL, tensors always need regular shape. Our tensors come
from the fixed-bins histogram-based transformation performed
on the composites. Each band of composites over a county can
be transformed into a histogram with n bins (the n was set to 32
for regulation in the study). Then, the M i,y ¢an be transformed
into the tensor M/, € R*32x11 " apd the S;q will become
the tensor T'S;q € R1*32x36_ Finally, each county will have
a yield label from USDA statistics, if any. For example, the
tensors T My 15 9916 and T'Sa0115 of Kansas Marion county
(GEOID:20115) in 2016 are visualized in Figs. Al and A2 of
Appendix IV. The x-axis represents the bin number (32) and
the y-axis shows the normalized pixel count. The pixels of each
band were distributed into 32 uniform bins according to the DN
value.
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D. Proposed DL Architecture

Fig. 3 shows the workflow of the prediction. The proposed DL
architecture mainly consists of two modules. The first includes
two levels for spatial and temporal feature extraction from
time-series tensors. The other module is for soil property feature
extraction from constant soil tensors. The output is the predicted
yield. The detailed descriptions of each level are as follows.

1) Level I CNN for Time-Series Data: The time-series data
include crop phenology and climate information. To explore
more spatial features, a CNN method was proposed. As shown in
Fig. 3, at each time step, the TMfdy was fed into the CNNs with

K (k=2) 2-D convolution (Conv2D) layers. The output TM;&IZ
from the K'th convolution layer can be defined in

MEE s WK 4 BF) (1)

TMjh, = f(T

idy —

where * represents the convolutional operation and f() is an acti-
vation function. The 7'M, t, K ! is the output from the (K — 1)th
layer. WX and BX are parameters of the kth convolution layer.

Each convolution layer is followed by a batch normalization
layer, which is used to normalize the input layer by adjusting and
scaling the activations for improving the speed, performance,
and stability of the networks [41]. After the batch normalization
layer, the output is flattened into a long vector, which is sent
into a fully connected (FC) layer. The FC offers learns features
from all the combinations of the features of the previous layer.
Finally, we can obtain a processed feature VM, I

2) Level Il LSTM for Time-Series Data: The relations of
the time-series crop phenologies and climate changes are of
significance for yield estimation. The LSTM, a special RNN
which can solve the vanishing gradient problem, was employed
for time-series feature analysis, as it is capable of learning
long-term dependencies. The employed LSTM consists of the
celle; € R (the memory part of the LSTM unit) which contains
h LSTM unit’s cells at ¢ interval, the input gate i; € R”, the
output gate o, € R”, and the forget gate f; € R”. Intuitively, the
cell can keep track of the dependencies of the input sequence.
The input gate controls the extent of the new inputs, the forget
gate controls the extent to which a value remains in the cell, and
the output gate controls the extent to which the value in the cell
is used to compute the output activation of the LSTM unit. The
time-series output of level 1 is the input of the LSTM, the whole
processing can be defined in

ft = O'(fot + Ufht_l + bf)

it = U(WiIt -+ Uiht,1 + bl)

Oy = O'(Woift + Uoht,1 + bo)

ct = froci1+igoo(Wewy + Uchy 1 + be)

he = ot oo (cy) 2)
where the operator o denotes the Hadamard product, the o
is the activation function, the z; € R? is the input vector to
the LSTM unit, the h; € R" is the hidden state vector, the

W e R4, U € RM" andb € R"are weight matrices and bias
vector parameters that need to be learned during training. The
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superscripts d and h refer to the number of the input features
and the hidden units, respectively.

3) Level III CNN for Soil Properties Data: Compared with
the time-series data, the soil data of each pixel is constant. To
capture the soil property features from the tensor 7°.5;4, a CNN-
based network was designed, which is similar to level 1. The
network consists of P Conv2D layers and each layer is followed
by a batch normalization layer. Therefore, the output of the Pth
can be defined in (3). At last, all the features was flattened and
fed into the FC layer

TS = f(TSEt« WP + BY) (3)

where the 7S, ! is the output from the (P — 1)th layer. W7
and BY are parameters of the Pth convolution layer.

At the end of the workflow in Fig. 3, the output of level 2
and level 3 was concatenated together and fed into a dropout
layer; the dropout layer can help prevent the model from
overfitting [42]. Finally, an FC with only one unit is used
to output the predicted yield yield;q, of the predicted year

/

Y.
4) Model Hyperparameter Tuning: The MLDL-Netincludes

several important hyperparameters, such as the number of
Conv2D layers, the number of units, and the activation function,
etc. For each hyperparameter, the range of possible values was
defined as follows—Iayer_number = [2, 3, 4], unit_number =
[32, 64, 128, 256], filter_number = [8, 16, 32], kernel_size =
[1#2, 1*3], optimizer = [“SGD,” “RMSprop,” “Adam’], acti-
vation = [“ReLU,” “Tanh,” “Sigmoid”] [43]. Then the random
search was performed on the parameter dictionary to find a tuple
of hyperparameters that yields an optimal model that minimizes
a predefined loss function. The mean squared error (MSE) was
used as the loss metric.

Architecture of the MLDL-Net. The inputs are the time-series 7'M z’td, v
the predicted yield yield;q . Level I employs CNN networks for time-series data spatial features exploration at each time step, the CNN network consists of
K Conv2D which followed by batch normalization layers and fully connected layers; Level I uses an LSTM network to explore the time-series features; Level
III also uses CNN networks which can extract spatial features from soil property data. The output of Level II and Level III was flattened and concatenated into a
vector. Finally, the vector was fed into the fully connected layer used for estimation.

€ R1*32x11 tensors and constant T'S;y € R1*32%36 tensors. The output is

E. Model Training and Evaluation

1) Model Training: More training data can provide a more
stable result, to predict the yield;q,, of the target year ¢/, all
the Mfd“y and S;4 was collected as the training data, where y
ranges from 2007 to ¢/, and the time steps ¢ ranges from O to
30. Specifically, when ¢t = 30, the model is identified for an
after-season prediction, otherwise, it is for in-season prediction.
In the study, 14 typical time nodes ranging from May 9th to
November 25th were selected to explore the potential of the
MLDL for in-season and after-season yield prediction. These
time nodes mainly concentrate in June, July, and August, from
which we hope to find out an in-season time node for a com-
parable performance of estimation. To ensure unbiasedness, a
fixed ratio (0.3) of the training data were randomly separated
for validation. During the training, the number of the epochs
was set to 200 with a batch size of 16, however, too many
epochs may lead to overfitting of the training dataset, and
too few may result in an under-fit model. The mean absolute
error was selected for a performance measure to monitor early
stopping, which was employed as it can stop training once
the model performance stops improving after ten consecutive
epochs.

2) Model Evaluation: To evaluate the performance of the
model, the target year y' of yield prediction was set to the
value from 2013 to 2016 for an average evaluation. The number
of training and test data is shown in Table II. Root RMSE
and mean absolute percentage error (MAPE) were selected for
overall evaluation measures, percent error (PE) was used for the
distribution of the error map. Formulas of RMSE, MAPE, and
PE are presented in (4)—(6) where x; is the predicted value, ;
is the observed value, and n is the number of samples. Besides,
the R? was also used to evaluate how well the predicted values
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TABLE II
NUMBER OF THE TRAINING AND TEST DATA (2013-2016)

Year  Training  Test
2013 5863 915
2014 6778 935
2015 7713 875
2016 8588 913

can reconstruct the spatial variations of observed yield.

“

(&)

pr = il

Li

- 100%. (6)

3) Comparison With Baseline: To evaluate the performance
of the proposed method, several state-of-the-art methods were
employed as the baseline for comparison. These methods include
least absolute shrinkage and selection operator (LASSO), ridge
regression [44], RF [45], and a DNN with three hidden layers
of 256 neurons each [46]. For fair comparisons, all methods use
the same input data.

4) Comparison With Variants: All the input employed in the
study can be divided into phenological data and environmental
data, furthermore, the environmental data can fall into time-
series and constant data in terms of the cadences. To analyze
the influence of different input, several variants of the proposed
method were compared as follows.

1) MLDL_SR: This model only uses the level I and II net-
works with MODIS SR data. This model was used to
test the capacity of the phenological information for yield
estimation.

2) MLDL_SR&ENYV: This model uses the level I and II
networks and excludes soil data. The model can show the
influence of the soil data in the estimation.

3) MLDL_ENYV: This model uses the three levels of networks
and excludes MODIS SR data. The model was used to
verify the contribution of the environmental data in the
estimation.

4) MLDL Net: This is our proposed method combining all
the data.

III. RESULTS AND DISCUSSION

1) Optimized Model Hyperparameters: Based on the
MLDL, the hyperparameter optimization was carried out. The
optimal number of Conv2D layers K and P were both set to 2, the
filter number of Conv2D was set to 32, and the kernel size was
set to 1*3. The activation function for all Conv2D was ReLU,
and for LSTM was Tanh. The unit number of LSTM was set to
256. Besides, Adam was the best optimization function.

2) Performance Comparison With Baselines: Fig. 4 shows
the performance of different models measured in RMSE, MAPE,
and R2. All the models have a similar pattern. None of the models
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Fig. 4. Performance comparison with baselines at each selected time step
measured in (a) RMSE, (b) MAPE, and (c) R2.

can obtain a good result on May 9th, which suggests that it is
difficult for yield estimation at the early crop growth stage such
as the seedling stage or earlier. However, the performance of all
models increases rapidly from May 9th to July 28th. The result
indicates that the information on the jointing-booting stage is
important for corn yield estimation. Furthermore, their perfor-
mance improves relatively slowly from July 28th to November
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Fig. 10. Performance comparison with variants at each selected time step
measured in (a) RMSE, (b) MAPE, and (c) R2.

25th, and the best results of the models always occur between
August 21st and September 6th, then the performance goes into a
steady state with small fluctuation. It can be concluded that more
information regarding crop can contribute to better performance,
but the improvement is limited and unstable at the end of the
season, the reason may be caused by different harvesting date in
different states, for example, the information collected in some
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early harvesting states after October cannot represent the crop
growth status precisely.

Meanwhile, the results also show that the DL methods (DNN
and MLDL) can significantly outperform the traditional ML
methods at each time node. Specifically, the DNN method
achieves its best performance on August 21st with RMSE of
1130.44, MAPE of 9.14%, and R? of 0.68; and the MLDL Net
has the best results among all the methods. The best performance
of the MLDL Net always occurs on August 29th with the RMSE
of 1010.61, MAPE of 7.97%, and R? of 0.75 which is about
21% improvement over the traditional baselines. Fig. 5 shows
the scatter plots of MLDL predicted yield versus observed yield
on August 29th from 2013 to 2016. As a comparison, Figs. 6-9
(DNN, RF, LASSO, and RIDGE) show the scatter plots of the
baseline on the same day. The results indicate that DL methods
can learn the relation between the features and the yield much
better. Moreover, with the help of the proposed model, it is
possible to make a satisfying early in-season yield prediction
based on the proposed MLDL Net.

3) Performance Comparison With Variants: Fig. 10 shows
the performance of different variants measured in RMSE,
MAPE, and R?%. The performance of the variants is gradually
improved over time, and most variants can achieve their best
result between August 21st and September 6th, which is consis-
tent with the result of MLDL in the above section. The scatter
plots of the variants on August 29th are shown in Figs. 11-13.
Generally, the proposed MLDL shows the best performance
among the other variants, and the best accuracy of the MLDL
always occurs on August 29th, by contrast, the MLDL_SR can
achieve a comparable result, but 18 days late. Moreover, the
MLDL_ENV model shows relatively poor accuracy compared
with the MLDL_SR model at each time step, indicating that
the phenological factors play more important roles than climate
factors in the estimation. For which, there are several possible
reasons. First, the crop yield is affected by a complex compo-
sition of external factors including but not limited to climate,
irrigation policy, soil property, pests, and diseases. It is difficult
to obtain a satisfying yield estimation result relying only on
partial environmental data selected in the study. Second, in
contrast to external factors, phenological factors can reflect the
crop growth status more directly.

Meanwhile, the MLDL_SR&ENYV model can outperform the
MLDL_SR model before August 21st, but the superiority can
not continue at the end of the season. The result indicates that
the performance of the MLDL_SR model can be improved after
environmental information added at the early-mid growth stage,
but the improvement can not continue at the end of the season, in
other words, the environmental data has relatively low influence
for yield estimation at the end of the season. As the response of
the crop phenological data is always later than the occurrence of
environmental data, for instance, the MLDL_SR&ENYV model
can obtain the performance on July 28th with RMSE of 1148.07,
MAPE of 9.02, and R? of 0.68, by contrast, the MLDL_SR
model can just achieve a comparable result on August 13th,
about 15 days late.

Furthermore, Fig. 14 also shows the proposed MLDL Net can
outperform the MLDL_SR&ENYV model slightly at the most
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time nodes, verifying the effectiveness of the soil property data
for yield estimation.

4) Spatial Distribution of the Estimation Error: The estima-
tion error map can help us figure out the performance of the
model on a small spatial scale, which is useful to the model
improvement in the future. As the MLDL has shown its supe-
riority for in-season yield estimation, the results of the MLDL
on August 29th were analyzed in the section. Fig. 14 shows the
detailed comparison of the yield distribution map between the
USDA yield data and the estimated yield in Corn Belt at the
county-level by MLDL on August 29th. The first row is USDA
corn yield data from 2013 to 2016, and the second row is the
corresponding in-season estimated yield based on the proposed
MLDL model. Besides, based on (6), the third row illustrates the
estimation accuracy of each county measured in PE. The result
shows high consistency between the estimated yield and the
USDA yield, and most of the error can fall into the range from
0%—-10%, these errors always occur in the center of the Corn
Belt. However, there are still relatively large errors that always
happen in a few states, such as North Dakota, South Dakota,

Kansas, Missouri, and Indiana. The comparison shows that the
counties with low estimation accuracy always share abnormal
yield or abrupt yield changes in common. For which, the main
possible reasons are: first, to build a strong estimation network,
the DL method makes high demand on sample quantity and
diversity, but the counties with abnormal yield only account
for a small portion of the total samples, leading to inadequate
learning; second, except for the selected predictors in the study,
the crop yield can be affected by many other factors such as pests,
varieties, extreme weather, and management quality, etc. [13],
[22], [47], which are not considered in the study.

5) Influence of the Bin Numbers: This work transformed
the natural remote sensing data into fixed-bins histograms as
the inputs. To ascertain the influence of the bin numbers on
the overall performance. Based on the MLDL, 16-bins and
64-bins tensor were added for comparison. Fig. A3, Fig. Al,
and Fig. A4 show 16-bins, 32-bins, and 64-bins histogram-based
tensors coming from the same remote sensing data, respectively.
Compared with Fig. A3, Fig. Al and Fig. A4 depict more details
on the histograms but the shape of the distribution are essentially
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TABLE III
MLDL PERFORMANCE COMPARISON WITH DIFFERENT BIN NUMBERS. A. IN SEASON. B. AFTER SEASON

16bins 32bins 64bins
Performance
a b a b a b
R? 0.73 0.75 0.75 0.72 0.75 0.73
RMSE(kg/ha)  1039.87  1008.93  1010.61  1056.51  1014.48  1038.69
MAPE(%) 8.11 7.84 7.97 8.21 7.93 8.22

uniform. By using the same MLDL model, the performance of
these different tensors is shown in Table III. The performance
was measured by R?, RMSE, and MAPE which were all aver-
aged from 2013 to 2016. The in-season results were evaluated on
August 29th. With the increase of the bin number, there are no
obvious improvements in the in-season and after-season results.
A possible explanation is that the similarity between different
fixed-bins histograms lead to similar performance, and the trivial
difference can only play a minimal role in the task.

IV. CONCLUSION

Predicting crop yield is very important in agriculture man-
agement. Recent studies have proven remote sensing is an
efficient method for yield estimation and ML, especially deep
learning, can infer a good prediction by integrating multisource
datasets such as satellite data, climate data, soil data, and so
on. However, there are some bottleneck challenges to improve
accuracy. The current deep learning for yield prediction cannot
input benchmark data that labels the native properties such as
soil properties. Meanwhile, both temporal and spatial features
play a role in affecting the yields. But the existing approaches
employed either CNN or RNN . CNN cannot learn temporal
patterns, while RNN barely can learn spatial characteristics. This

work proposed a novel multilevel deep learning model coupling
RNN and CNN to extract both spatial and temporal features.
The inputs include both time-series remote sensing data and soil
property data and the model outputs yield. We experimented with
the model in U.S. Corn Belt states and used it to predict corn
yield from 2013 to 2016 at the county-level. The results approve
the effectiveness and advantages of the proposed approach over
the other methods.

Furthermore, to evaluate the influence of different data in
the estimation framework, several variants employing different
inputs were designed. The comparison suggests that the pheno-
logical factors play a more important role than the climate factor
because the phenological factor can reflect the crop growth status
more directly, besides, the performance can be improved when
multifactors are integrated, but the improvement is limited.

The proposed model has no location-specific assumptions
and should be able to be reused on other crops in other re-
gions/countries. A few improvements are on our to-do list.
Additional impact factors such as crop varieties, pests, disease,
and extreme weather, etc., should be considered as well. Mean-
while, the architecture of the network should also be updated
to make the method flexible to adapt with different vegeta-
tion index products of various time resolutions from various
satellites.
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