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Data Fusion for Increasing Monitoring Capabilities of
Sentinel Optical Data in Marine Environment

Maria Kremezi

Abstract—Marine monitoring constitutes one of the main the-
matic areas of the Sentinel mission. The Sentinel 3 OLCI (S3) sensor
provides satellite data for services relevant to the ocean and land.
While the spatial resolution of S3 images (300 m) is suitable for most
marine applications, there are some applications such as floating
debris detection, suspended mater estimation, etc., that require
higher resolution. To fulfill this requirement this study applies an
unmixing-based data fusion technique on S3 and BRDF-corrected
Sentinel 2 (S2) images and evaluates the fused data by calculating
the correlation coefficient and the spectral angle distance (SAD)
indexes. Then, it explores the increased monitoring capabilities of
the fused image by applying improved chlorophyll-a (Chl-a) and
total suspended matter (TSM) algorithms, developed for satellite
data. The fused image presents spectral similarity to S3 data and
spatial similarity to S2 image. Consequently, the products provided
by the fused image have much better resolution than those of
S3 image, which enables detailed estimations of Chl-a and TSM
concentrations. However, the dynamic nature of the marine envi-
ronment that results in the formation of time-varying patterns at
sea surface, in relation to the time lag between S2 and S3 image
acquisitions may locally affect the accuracy of the products in the
neighborhood of these patterns. This study exploits the effective
elimination of directional reflectance effects in S2 ocean images,
interprets the fused image and the generated ocean products, and
points out the constraints regarding the synergy of Sentinel optical
data for ocean areas.

Index Terms—Bidirectional reflectance distribution function
(BRDF) correction, chlorophyll-a (Chl-a), data fusion, marine
monitoring, sentinel, spectral unmixing, total suspended matter
(TSM).

1. INTRODUCTION

ENTINEL 3 OLCI products aim at supporting 1) marine
S safety, where the quality of the ocean is observed, 2)
marine resources, where resources in the marine environment
are detected and studied, 3) marine and coastal environment,
where it is observed how these environments are affected by
natural processes or human intervention, and 4) sea ice, where
the behavior of frozen ocean water is examined. The 300 m
spatial resolution matches most of the requirements for the above
applications. However, there are cases, such as floating debris
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detection, coastal suspended mater estimation, small-scale up-
welling etc., where data with higher resolution are required.
Fusion of Sentinel 2 and Sentinel 3 images can address this issue
for coastal ocean areas, and the Mediterranean Sea, for which
data from both missions are available. Two challenges need to
be addressed. The first is the significant bidirectional reflectance
distribution function (BRDF) effects over water bodies depicted
in Sentinel 2 data, whereas the second is related to the dynamic
nature of the marine environment. To face the first, the authors in
previous works applied the kernel-based BRDF model, which
yielded satisfactory results [1], and compared the model with
other state-of-the-art methods proving its superiority [2]. To
face the second, thorough interpretation of the fusion results
is required. The main goal of effective data fusion methods is
to preserve the spatial and spectral information presented in the
high spatial and high spectral resolution images, respectively,
when merging the data. But, unlike landforms and manmade
objects, the spatial characteristics of sea water present serious
variations in time, making the interpretation of the fused image
a hard task, when the two images are acquired at different
time. Previous work regarding fusion of ocean images was
implemented for the panchromatic and multispectral bands of
Landsat 8 imagery focusing on improving the spatial resolu-
tion of total suspended matter (TSM) maps [3]. In this study,
ocean S2 and S3 images were fused and chl-a and TSM maps
were produced. The fused image has been evaluated using
two metrics, and its enhanced marine monitoring capabilities
were explored through the application of improved Chl-a and
TSM algorithms, developed for ocean satellite data. This ar-
ticle, apart from evaluating the synergy of Sentinel 2 and 3
images, raises concerns that aim at increasing our understanding
about the fusion result of ocean images and the derived ocean
products.

II. RELATED WORK

Image fusion techniques emerged from multispectral (MS)
pansharpening techniques, where MS images are fused with
a panchromatic band (PAN) in order to improve their spatial
resolution. A variety of image fusion techniques has been de-
veloped, which can be roughly classified into seven categories:
component substitution (CS), multiresolution analysis (MRA)
[4], hybrid [5], Bayesian [6], unmixing-based [7]-[16], tensor-
based [17], and deep learning methods [18].

The unmixing-based methods rely on the spectral unmixing
theory and exploit all the bands of the common spectral region of
the initial images, which is an advantage when images with many
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bands have to be fused. Although the numerous narrow bands
acquired by a hyperspectral sensor (HS) are the ideal dataset
for applying spectral unmixing models, these models have been
also proved useful tools for decomposing the mixed pixels of
MS datasets. According to unmixing-based fusion methods, the
high spatial resolution image is a spectrally degraded form of the
high spectral resolution image and vice versa, the high spectral
resolution image is a spatially degraded form of the high spatial
resolution image. In [7] and [8], the unmixing process was
implemented sequentially on the HS and MS images resulting
in endmembers extracted from the HS image and abundance
matrices from the MS image by using the spectrally transformed
HS endmembers. The fusion result is the multiplication of the HS
endmembers with the MS abundance matrices. Yokoya et al. [9]
used the spatial spread and spectral response transform matrices
that relate the two datasets and alternately applied the non-
negative matrix factorization method on the two datasets until
convergence. The obtained high spectral resolution endmember
and high spatial resolution abundance matrices were used for the
construction of the fused image. Lanaras et al. [10] suggested
a projected gradient method into the alternate updates of the
endmember and abundances matrices for reaching convergence.
Akhtar et al. [11] using the Bayesian dictionary learning, learned
distributions for the scene spectra and their proportions in the
image. This information has been used to sparse code the high
spatial resolution image. Nezhad et al. [12] formulated the fused
image reconstruction problem as an ill-posed linear inverse
problem, since the number of MS bands is usually lesser than
the number of endmembers. Thus, they included a regularization
term to convert it into a well-posed inverse problem. The regu-
larization term was constructed based on spectral coding (SC).
For SC, a dictionary based on several high spatial resolution
MS or PAN images has been used. Simdes ef al. [13] included
an abundance regularization to achieve spatial smoothness of
the abundances and ensure that the fused image retains both
the spatial and spectral correlation, whereas Luo et al. [14]
proposed the adversarial selection fusion (ASF) method. After
a conventional unmixing-based fusion and a preliminary fused
image reconstruction by the optimized band image dictionary
and reconstruction coefficients, a spectral-spatial quality index
was used for guiding the adversarial selection process. La-
naras et al. [15] used efficient proximal mappings to impose
the constraints, while Wei et al. [16] employed an alternating
optimization of fusion and unmixing with Sylvester equation
solvers.

Most of the aforementioned works use dictionaries and sparse
coding. Unfortunately, the lack of spectral libraries for sea water
sets severe constraints in their use. In this study, a methodology
similar to [7] and [8] has been applied because it is straightfor-
ward, requires short processing time and renders the interpreta-
tion of the fused image easier. The novelty of this article does
not lie on the development of new data fusion algorithms, but
rather 1) on the attempt to use an unmixing-based fusion process
on S2 and S3 images for producing higher resolution ocean map
products (e.g., Chl-a and TSM), and 2) on the investigation of
the suitability of such a technique for dynamically changing
environments (i.e., oceans).
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III. UNMIXING-BASED DATA FUSION METHOD

Given a hyperspectral image H € R**"*? with high spectral
resolution (B number of bands) and low spatial resolution (k X n
number of pixels) and a MS image M € RX*V*? with high spatial
resolution (K x N number of bands, where K x N >> k x n) and
low spectral resolution (b number of bands, where b << B), the
fusion method aims to combine information from both images
to a single image F € RX*N*B with high spectral and spatial
resolution.

According to linear mixing model (LMM), each pixel is a lin-
ear combination of numerous independent signals and spectral
unmixing aims to analyze the composition of these mixed pixels
into their endmembers and their corresponding abundances. In
this case, the spectrum of a mixed pixel (f) is a linear combina-
tion of the endmember spectra weighted by the fractional area
coverage of each endmember in a pixel.

p
fij = Zezaz + U j (1)

z=1

where e, € R? is the spectral signature (reflectance) of the 7 €
{1,...,p} endmember, a, is its corresponding abundance, p is the
number of endmembers (pure pixels) and u; ; is the remaining
error. Two constraints are usually posed on the LMM model:
the nonnegativity (abundance and endmember values must be
positive numbers) and the sum-to-one constraint (the sum of
the abundance values must equal to one). In case that both
constraints are posed, the fully constrainted LMM (FC-LMM)
is applied. In matrix form the fused image can be described as
follows [15]:

F = FEA 2)

where E = [eq, €2, ..., ep] € RB*? is the matrix of all the
endmembers present in the image and A = [ay, as, ..., d(kx N)]
€ RPN g the matrix of abundances of each endmember
for every pixel of the fused image. The abundances can be
estimated by unconstrained, nonnegativity constrained, and fully
constrained least squares unmixing.

Furthermore, the hyperspectral image H with low spatial
resolution can be expressed as a spatially downsampled F

H~FS = FEAS 3)

where S € R KxNx(KxN) jg the downsampling operator in the
spatial dimension and it can be a simple average filter. While the
MS image M can be expressed as a spectrally downsampled F

M~ RF = REA “)

where R € RP*8 is the spectral response function (SRF) of the
MS sensor and it is provided by the sensor manufacturer.

An estimation of A and E can be achieved through opti-
mization techniques that use iterations. Though, based on the
studies in [8] and [19] endmembers can be extracted from the
hyperspectral image and then spectrally downsampled to the
resolution of the MS image. Then, the LMM is applied on M
and matrix A is estimated through least squares.

The rich spectral resolution of HS imagery in contrast to
the lower of MS allows the accurate detection of endmembers.
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Fig. 1. Horizontal profile (line 10 000) from the original S2 and the NBAR

mosaic for band BO5 (704.1 nm). The profile includes the detectors from 3
to 12.

Several endmember extraction approaches require the number of
endmembers to be known a priori. The dimension of the signal
subspace is used to determine the number of the endmembers. In
this study, the outlier detection method (ODM) [20] was utilized
for signal subspace estimation and the N-FINDR method [21]
for extracting the endmembers.

ODM is an automatic nonparametric method for estimating
the number of endmembers, which considers only the existence
of noise and treats signals as outliers of noise [20]. N-FINDR
is based on the assumption that pure pixel endmembers exist in
the image.

IV. IMPLEMENTATION
A. Datasets

The study area is part of the lonian Sea, Southwest of Greece.
The MS dataset consists of eight Sentinel 2 (S2) MSI Level 1C
satellite images (granules) captured on August 27, 2017. The
13 spectral bands have 10, 20, or 60 m spatial resolution and
cover the spectral range 0.4-2.2 um. The images were resampled
at 20 m spatial resolution and merged into a mosaic image.
The resulting image has a spatial size of 15 500 x 15 500 pixels
and 13 bands. Bands 1-5 and 7-9 (0.4-0.9 pym) were used in
the fusion process as for these bands, SRF measurements are
available. The S3 OLCI level 1 dataset consists of one image
captured the same day but less than an hour before S2 data
capture. This becomes clear by comparing the location of the
ships in Fig 1(c) and (d). The OLCI measures reflected solar
radiation in 21 spectral bands in the range 0.4-1.0 ym and the
full spatial resolution is around 300 m resulting in an image with
760 x 1030 pixels. In this study, S3 dataset is considered as the
hyperspectral dataset.

B. Preprocessing

After resampling the S2 dataset, the cloud masking process
was implemented. It is very important because clouds and their
shadows can be confused with sun glint water areas and water,
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respectively. The Fmask (Function of mask) cloud masking
algorithm [22] was applied. The algorithm computes cloud
probabilities by applying thresholds on the optical and the cirrus
band in order to determine if a pixel is water, land, cloud, cloud
shadow or snow. In this study, the cloud probability threshold
was set to 10% and the cloud and cloud shadow dilation was
set to 5 pixels. For the S3 dataset, the cloud masking procedure
was carried out manually with attention to mask out all cloud and
shadow pixels as well as all land by extending the shoreline a bit.
Both datasets were converted to top-of-atmosphere reflectance
and atmospheric corrections were not applied.

C. BRDF Correction

The MSI features two distinct arrays of 12 detectors mounted
on two focal planes. The 12 detectors on each focal plane are
in a staggered configuration with different view azimuth angles
each. The difference in azimuth angles between neighboring
detectors vary from 25° to 100° resulting in significant direc-
tional reflectance effects over non-Lambertian surfaces, which
are described by the BRDF. These effects may be trivial over
land surface but they are very significant over water bodies due to
their optical properties. This dataset needs to be calibrated prior
to the fusion application. For this, calibration the kernel-based
model was exploited as it is used to simulate the BRDF [1]. The
BRDF is expressed as a linear sum of kernels. This model was
developed by Roujean et al. [23]

R (97 197 ¢> )‘) = fiso + fvolKvol + fgengeo (5)

where R is the estimated reflectance in wavelength A, K,
Ky, are the volumetric scattering (Ross—Thick) and geometric
(Li-Sparse) kernels of the model that depend on the viewing
geometry of the sensor and the sun. The kernels are based on the
radiative transfer theory and are expressed as a function of the
solar zenith angle (6), the view zenith angle of the sensor () and
the relative azimuth angle (¢) [23], [24]. The f parameters are
calculated by inverting the BRDF model and through the least
square approach using the S2 data.

The BRDF model is then used to adjust the observed re-
flectance to nadir viewing. The Nadir BRDF adjusted reflectance
(NBAR) is calculated by multiplying the observed reflectance
by the ¢ factor. The ¢ factor is defined by the ratio of reflectance
calculated using the kernel-based BRDF model for a fixed nadir
geometry and the observed geometry.

NBAR (9, Oa )‘7 90) = C (97 197 )"a 99) Robserved (6)

_R(0.0,¢.3)
- R(0,9.9,1)

where R is the reflectance calculated by the BRDF model for
zero view zenith angle of the sensor in the nominator and the
specific angle with which each is pixel is viewed by the sensor
in the dominator. NBAR takes into account the viewing and sun
geometry, so the correction of directional reflectance effects is
carried out for both azimuth and zenith angle differences. In
Fig. 1, a horizontal profile plot from band BO5 (704.1 nm) of the
original S2 mosaic image as well as the NBAR of the same band

c(0,9,x,¢) @)
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Fig. 2. Horizontal profile (line 10 000) of the viewing geometry for the S2
mosaic for band BO5 (704.1 nm). The profile includes the detectors from 3
to 12.

are shown. Moreover, in Fig. 2, the view angles for the same
horizontal profile are presented.

The processing lasts approximately 20 min for each one of
the spectral bands, using a computer with Intel Core 17-8850U
1.80 GHz 1.99 GHz and 16 GB RAM. It is important to point
out the vast size of the dataset. Heuristic tricks (like sampling
one pixel every 20 rows x 20 columns) and parallel processing
could significantly improve the processing time.

D. Data Fusion

The endmember extraction algorithm when applied on the S3
dataset yielded five endmembers, which in turn were spectrally
transformed to fit Sentinel 2 spectra according to the SRF of the
S2 sensor provided by ESA. Then, the FC-LMM was applied on
S2 image to compute the abundance maps. Afterward, the fusion
image was constructed by using the above abundance maps and
S3 spectra. In Fig. 3, the S2 image before and after the BRDF
correction, the S3 image, as well as the fusion result of a part
of the study area is displayed. The unmixing and reconstruction
procedures were implemented in the aforementioned computer
system and totally lasted approximately 30 min. However, par-
allel programming could significantly reduce the computation
time.

V. EVALUATION

From visual interpretation, the significant BRDF effects on
sea water caused by the configuration of S2 detectors can be
observed. The corrected S2 image does not depict observable
reflectance variations, whereas the morphology of sea surface is
kept with the majority of sea surface patterns being observable
[1]. In the lower spatial resolution (300 m) of S3 image, the
sea water appears smoother presenting reduced features on the
sea surface. The fused image presents similar morphology to S2
image (see Fig. 3). It is observed that the fused image keeps the
spatial characteristics of S2 image. This is expected since the
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Fig.3. Partof the study area: (a) Sentinel 2—band 5 (704.1 nm) before BRDF
correction, (b) Sentinel 2—band 5 (704.1 nm) after BRDF correction (¢) Fused
image—band 11 (708.75 nm), and (d) Sentinel 3—band 11 (708.75 nm).

abundance maps used to produce the fused image are estimated
by using the S2 image. Because the spatial characteristics of sea
water are dynamic and change through time, the fused image
seems to be more similar to S2 image, although the used spectra
(endmembers) are those resulting from S3 image.

For the quality assessment of the fused image the correlation
coefficient (CC) and spectral angle distance (SAD) indices [25]
have been used. The CC is a statistical measure of the strength
of the relationship between the relative movements of two vari-
ables. The extreme values of —1 and 1 indicate a perfectly linear
relationship where a change in one variable is accompanied
by a perfectly consistent change in the other. A coefficient of
zero represents nonlinear relationship. As one variable increases,
there is no tendency in the other variable to either increase or
decrease.

In Fig. 4, the values of the CC index between the fused and
S2 image (green line) and the fused and S3 image (red line) are
displayed.

For the comparison between the fused and S2 image, the
CC was calculated between bands with close wavelengths and
20 m spatial resolution. For the comparison between the fused
and S3 image, the CC was calculated between all bands, after
resampling the fused image to 300 m spatial resolution. Values
very close to 1 are observed for the fused and S2 image. This is
not the case for the correlation between the fused and S3 image,
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Fig. 4. CC Index for the fused image and S2 image (green) and for the fused
image and S3 image (red).

TABLE I
SPECTRAL ANGLE DISTANCE

Fused - S3 Fused - S2

SAD value % of the whole image
0 17.36 17.30
0,0.1] 74.81 0.03
(0.1,0.2] 7.47 0.05
(0.2,0.3] 0.06 82.30
(0.3,0.4] 0.04 0.03
(0.4,0.5] 0.04 0.05
(0.5,0.6] 0.06 0.07
(0.6,0.7] 0.06 0.08
(0.7,0.8] 0.05 0.06
(0.8,0.9] 0.04 0.03
0.9,1] 0.00 0.00

as the index is close to 0.95 for the VIS part of spectrum and it
decreases to 0.5 for the NIR part of the spectrum.

The SAD indicates how similar the spectral signatures of
two pixels are. The SAD index is not affected by illumination
conditions. A SAD value of zero represents identical spectral
signatures, while values close to 1.58 rad show very different
(orthogonal) spectral signatures. For the spectral comparison
of the fused image to its constituents, the fused image was 1)
resampled to 300 m pixel resolution in order to calculate SAD
with S3 image, and 2) spectrally transformed by the SRF of the
S2 sensor, in order to calculate SAD with S2 image. The SAD
(see Table I) shows very high spectral similarity between the
fused and Sentinel 3 image with approximately 92% of the pixels
having less than 0.1 distance. Lower percentages can be observed
for the spectral similarity between the fused and Sentinel 2 image
as for around 80% of the pixels, the SAD values range from
0.2 to 0.3 and only for the 17% of the pixels, the value is 0.
This was again expected because the fused image is spectrally
reconstructed with endmembers extracted from the S3 image.

VI. INCREASING MARINE MONITORING CAPABILITIES OF THE
SENTINEL DATA

Retrieval of many ocean products such as Chl-a, TSM, inher-
ent optical properties, CDOM, etc., may be improved by the
enhanced spectral and spatial resolution of the fused image.
In this study, two algorithms, for Chl-a and TSM estimation,
respectively, were applied on the fused image. Both algorithms
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Fig. 5. Chlorophyll-a concentration maps for a representative part of the (a)
fused image, (b) Sentinel 3 image.

utilize bands of the S3 sensor that the S2 sensor is not designed
to include. These bands are proven to deliver more accurate
results for both chl-a [26] and TSM [27], [28] products. The
chlorophyll-a product was estimated using the OC6 algorithm,
which is proven to be more accurate than other similar algorithms
that utilize fewer spectral bands [26]. The OC6 maximum band
ratio (MBR) is a semianalytical algorithm and is developed to
define the chlorophyll-a concentration. It is a polynomial based
on the use of a semianalytical model and analysis of apparent
optical properties (AOP’s) obtained by in-sifu measurements in
various oceanic regions.

3

log (Chl) =) _ (4, (log (R;))”) @®)

=0

where R;- is the ratio of reflectance of band i, among 413, 443,
490, 510 nm, over the mean j of bands at 560 and 665 nm. The
band for the numerator is selected so that the ratio is maximized.

The algorithm was applied on the S3 and fused images. The
resulting chlorophyll-a maps are presented in Fig. 5.

Moreover, the generic multisensor algorithm, transformed to
exploit the capabilities of S3 for TSM retrieval in turbid waters
was applied [29].

TSM = + B, &)

where R, are reflectance values from the 620 nm band, which
according to [26], it was proven to provide the least RMSE. The
coefficients A, B,, and C, have been established using in-situ
measurements [25]. The result of the TSM concentration maps
is presented in Fig. 6.

Due to the spectral similarity between the S3 and fused image,
the products generated by the fused image are expected to be
similar with those of S3 image but with much better resolution.
Indeed, the maps provided by the fused image have better
resolution than those produced by S3 image. This enables de-
tailed estimations of Chl-a and suspended matter concentrations.
However, the patterns on the sea surface that are observed in
S2 image are preserved in these products. For example, in the
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Fig. 6. Total suspended concentration maps for a representative part of the
(a) fused image, (b) Sentinel 3 image.

fused image, we observe tails of ships that are observed on the
S2 but not on the S3 image. Since such patterns, caused by
ships, currents, etc., may locally affect Chl-a concentrations and
TSM, false conclusions in relation to the reference time, for
Chl-a and TSM estimations may be obtained when using the
fused image for the areas that present these patterns. In case
of simultaneous capture of S2 and S3 data, effects of ship tails
will still be apparent on the ocean products, but will reflect the
exact sea state for the data acquisition time. However, further
investigation with in-sifu measurements is needed in order to
draw sounder conclusions and perform quantitative analysis of
the product accuracy.

VII. CONCLUSION

In this study, the synergy of S2 and S3 data for improving
marine monitoring is examined. The driving force of this task
was the rising need of high spectral and spatial resolution
data for marine monitoring in specific cases, such as coastal
suspended mater estimation, small-scale upwelling, floating de-
bris detection, etc. Two challenges have been addressed: the
significant BRDF effects on ocean S2 images, and the effects
of the dynamic nature of marine environment on data fusion
products. The c-factor approach along with the Ross—Li model
that simulates the BRDF satisfactorily eliminated bidirectional
effects. The fused image produced by the unmixing-based data
fusion method is not a spatial enhancement of the S3 image or a
spectral enhancement of the S2 image but it contains information
of both the original images and is similar to them either spatially
or spectrally. The latter in relation to the asynchronous pass of
Sentinel satellites affect estimations of Chl-a, turbidity, and other
ocean parameters. Even the less than an hour time lag between
the pass of S2 and S3 satellites, may cause local inaccuracies
in the products of the fused image in the areas, where there are
edges from ships, currents, etc., in the S2 image. However, the
finer spatial resolution of the fused image and the ability that
it gives us to apply improved algorithms for generating ocean
products establish the fusion of Sentinel optical data a useful
tool for the enhancement of marine research.
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Interesting topics for future research are the application of
other unmixing-based data fusion algorithms and quantitative
evaluation of the ocean products with in-situ data measured
simultaneously to the pass of the two satellites. The last is very
significant for the further analysis of the fused image and the
generated ocean products. Furthermore, special interest should
be given on the use of the fused data for detecting and monitoring
marine pollution.
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