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CDL: A Cloud Detection Algorithm Over Land for
MWHS-2 Based on the Gradient Boosting

Decision Tree
Shuxian Liu , Yan Yin, Zhigang Chu , and Shuai An

Abstract—This article presents a standalone cloud detection
algorithm over the land (CDL) for microwave humidity sounder-2
(MWHS-2), which is characterized by the first operational satel-
lite sensor measuring 118.75 GHz. The CDL is based on the
advanced machine learning algorithm gradient boosting decision
tree, which achieves the state-of-the-art performance on tabu-
lar data with high accuracy, fast training speed, great general-
ization ability, and weight factor ranking of predictors (or fea-
tures). Given that the new-generation weather radar of China
(CINRAD) provides improved cloud information with extensive
temporal-spatial coverage, the observations from CINRAD are
used to train the algorithm in this study. There are four groups
of radiometric information employed to evaluate the CDL: all fre-
quency ranges from MWHS-2 (all-algorithm), the humidity chan-
nels near 183.31 GHz (hum-algorithm), the temperature channels
near 118.75 GHz (tem-algorithm), and the window channels at 89
and 150 GHz (win-algorithm). It is revealed that the tem-algorithm
(around 118.75 GHz) has a superior performance for CDL along
with the optimal values of most evaluation metrics. Although the
all-algorithm uses all available frequencies, it shows inferior ability
for CDL. Followed are the win-algorithm and hum-algorithm, and
the win-algorithm performs better. The analysis also indicates that
the latitude, zenith angle, and the azimuth are the top-ranking
features for all four algorithms. The presented algorithm CDL
can be applied in the quality control processes of assimilating
microwave radiances or in the retrieval of atmospheric and surface
parameters for cloud filtering.

Index Terms—Cloud detection, ground-based radar, machine
learning (ML), microwave humidity sounder-2 (MWHS-2).

I. INTRODUCTION

IN CONTRAST to visible and infrared satellite observations,
which can only sense the radiation from the top of clouds,

microwave (MW) sounders can propagate through most non-
precipitating clouds and have a better ability to sense the cloud
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particles [1], [2]. Moreover, MW temperature sounder (MWTS)
and microwave humidity sounder (MWHS) can acquire multiple
channels (CHs) of brightness temperatures (BTs), providing rich
information for profiling atmospheric temperature and mois-
ture. However, the measured BT is affected by many factors,
including the water vapor, cloud and rain contamination, surface
emissivity, and so on.

Over the ocean, a number of cloud detection methods for
MW observations have been developed. The amount of cloud
liquid water path can be obtained from the two window CHs (at
23.8 and 31.4 GHz) [3], [4]. Two other window CHs of 89 and
150 GHz can be used to retrieve the cloud scattering index [5] and
cloud ice water path [6]. Using the dual oxygen absorption bands
(at 50–60 and 118.75 GHz) in MWTS and MWHS, several pairs
of oxygen CHs can be applied to compute the cloud emission
and scattering index at different height levels [7]. Buehler et al.
[8] developed a cloud filter method based on the BT differences
(BTDs) of CHs around the water vapor line at 183.31 GHz.

Nonetheless, cloud detection over the land (CDL) is still
challenging because the impact of the land surface on the BT is
much larger than that of the clouds and the surface emissivity
changes spatially and temporally with the latitude and seasons.
Despite these difficulties, several approaches from physically
based detection methods to quite a few statistical techniques
aided by various cloud products have been proposed. Actually,
cloud detection is well suited for machine learning (ML) tech-
niques [9]–[13], as it is a type of classification that involves
multivariate analysis and has a complex nonlinear relationship
between the variables.

Therefore, the quantities of ML-based cloud detection meth-
ods have been developed on different ranges of frequencies
available onboard the MW instruments. The temperature CHs
(between 50 and 60 GHz), window CHs (at 23.8, 31.4, 89, and
150 GHz), and humidity CHs (around 183.31 GHz) have already
been employed in the cloud classification model for advanced
microwave sounding units A and advanced microwave sounding
units B, by using a neural network (NN) method trained with
the cloud classification products of Meteosat second-generation
spinning-enhanced visible and infrared imager (SEVIRI) [1].
Furthermore, the window CHs from 19 to 91 GHz have been
proved to perform better than the humidity CHs near 183.31 GHz
over the land in cloud detection [14] based on the Naïve Bayes
classifier for special sensor MW imager/sounder. Favrichon et
al. [15] use the NN model trained on the SEVIRI cloud products,
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and the analysis show that the cloud index confidence increases
with the number of CH frequencies, with the accuracy more than
70% in detecting cloud contamination.

However, it is noted that the CHs near 118.75 GHz have
not yet been evaluated or compared with the humidity and
window CHs in ML-based cloud detection methods. As previous
studies indicate, the BTs at 118.75 GHz show an extremely
strong dependence on cloud particles [16]. Thus, it is imper-
ative to incorporate the radiometric information of 118.75 GHz
into the ML algorithm and assess its performance for cloud
detecting. Gradient boosting decision tree (GBDT) algorithm
achieves state-of-the-art performance on the tabular data (data
size less than 1000, more than 10 000, or even more than
1 million) instead of the image data, and the ensemble properties
of GBDT may avoid the overfitting. Radar measurements are
widely recognized as relatively accurate labels in ML-based
cloud classifier models [17]. Compared with the cloud radar,
ground-based weather radar has a wider temporal and spatial
coverage, thus having obvious superiority in collocating with
polar-orbiting satellite measurements. Here, the observations
from China’s new-generation weather radar (CINRAD) are used
to train the GBDT classifier.

The purpose of this study is to develop a standalone cloud
detection algorithm over the land for MWHS-2 in order to iden-
tify the cloudy scenes prior to assimilating the radiances into the
numerical weather prediction (NWP) models or retrieving the
atmospheric and surface parameters. And the CDL model will
be developed for multiple frequency ranges in order to compare
the results of 118.75 GHz with the humidity and window CHs.

The rest of this article is organized as follows. The satellite and
radar datasets are described in Section II. The cloud detection
algorithm is presented in Section III. In Section IV, the results are
presented focusing on the effects of CDL for MWHS-2. Finally
the conclusion is summarized in Section V.

II. DATA

The MWHS-2 onboard FY-3C is a 15-CH cross-track scan-
ning MW radiometer with 8 CHs in the oxygen absorption
line (118.75 GHz), 5 CHs in the water vapor absorption line
(183.31 GHz), and 2 window CHs at 89 and 150 GHz. The
characteristics of MWHS-2 are illustrated in Table I, containing
the peak weighting functions and the central frequencies for the
15 CHs. As also given in Table I, CHs 2–9 are for temperature
sounding from 20 to 1000 hPa, CHs 11–15 are for humidity
sounding from 450 to 800 hPa, and CHs 1 and 10 are two
window CHs.

In this study, we select eight S-band weather radars located in
east China from the CINRAD S-band A-type with an effective
distance of ∼230 km (see Fig. 1). The quality control of radar
data includes fuzzy logic clutter filter,1 median filter, and reflec-
tivity bias correction [18], [19]. The 2-D composite reflectivity is
generated by using the severe weather automatic nowcast system
[20], which is developed by the China Meteorological Adminis-
tration. Then, the value of composite reflectivity, whose measure
time is closest to the time when MWHS-2 passes East China and

1[Online]. Available: http://www.weather.gov/code88d/

TABLE I
INSTRUMENT CHARACTERISTICS OF MWHS-2

Fig. 1. Spatial distribution of the radar network in East China.

the measurement range is in the area of MWHS-2’s filed-of-view
(FOV), is selected to calculate the average value in each FOV.

Radar reflectivity factor is often used for cloud detection
[21]–[25]. In this study, the scenes are flagged as cloudy when
the radar reflectivity exceeds 5 dBZ. To assess the sensitivity
of each CH to clouds, the probability density function (PDF)
of BTs is examined for clear and cloudy scenes, as shown in
Fig. 2. It seems that the presence of clouds tends to decrease the
observed BTs over the land. The mean value and the standard
deviation in cloudy scenes are greater than that in clear scenes,
especially for the window CHs 1 and 10, temperature-sounding
CHs 7–9, and humidity-sounding CHs 13–15. The rather differ-
ent distributions for these CHs are quite promising for detecting
the cloud contamination.

III. ALGORITHM FOR CDL

A. GBDT Algorithm

The GBDT [26] is an iterative decision tree algorithm and
is also known as multiple additive regression tree. Due to its

http://www.weather.gov/code88d/
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Fig. 2. PDF of BT under clear (black solid line) and cloudy (green solid line)
scenes for 15 CHs of MWHS-2.

strong generalization ability, the GBDT has been widely used
in many ML scenarios, such as click-through rate estimation,
search ranking, and commodity sales forecasting [27]–[30].

The GBDT is based on a boosting strategy, which is a primary
method of ensemble learning [31]. It constructs a set of weak
learners (trees) and accumulates the results of multiple decision
trees as the final predicted output. Specifically, the new decision
tree learns the error residuals of all previous trees in each
iteration, thereby generating a stronger base model. The boosting
tree model can be expressed as an additive model of the decision
tree

fM (x) =
M∑

m=1

T (x,Θm) (1)

where T (x,Θm) is the base decision tree model; x is the feature
vector; Θm is the parameter of a decision tree; and M is the
number of trees. The boosting tree model algorithm proceeds as
follows

Initialize the first base model

f0 (x) = 0. (2)

For m = 1–M, calculate the error residual

rmi = yi − fm−1 (xi) , i = 1, 2, . . . , N (3)

where N is the sample size, and y is the label of x.
Fit the error residual rmi to learn a regression tree and obtain

T (x,Θm). Update

fm (x) = fm−1 (x) + T (x,Θm) . (4)

TABLE II
SUMMARY OF TUNING PARAMETERS AND THEIR DYNAMIC RANGES

In the above algorithm, the most important step is to calculate
the error residual rmi. For various loss functions L, GBDT uses
the idea of steepest descent, that is, it uses the negative gradient
of the loss function to approximate the residuals, thus obtaining
a general framework

−
[
∂L (y, f (xi))

∂f (xi)

]
f (x) = fm−1 (x) , (5)

LightGBM [32] is the most successful and advanced gradient
boosting framework that uses the GBDT-based learning algo-
rithm. It is designed to be distributed and efficient with many
advantages, such as good accuracy, fast training speed, high
efficiency, and low memory usage. In many cases, although the
performance of LightGBM is problem dependent, this algorithm
has been found to be more accurate and faster than the other
GBDT tools, including the Scikit-learn2 and the XGboost [33].
In this article, we use LightGBM to learn the cloud classification
model.

Generally, we should tune the parameters of GBDT because
it has many parameters that may affect the performance of the
model. In this study, eight tuning parameters are used, and their
dynamic ranges are summarized in Table II. The grid search is
used to find the optimal parameter combination, which means
the algorithm needs to be tuned iteratively 29 160 (3 × 3 × 4 ×
3 × 3 × 3 × 6 × 5) times, as indicated in Table II.

B. Training and Testing Datasets for CDL

The training dataset in this study is 53 460 for 61 days
from July to August 2016, and the testing dataset is 6571 for
7 days in September 2016. Particularly, the optimal parameters
are estimated with five-fold cross validation using the original
training data for the robustness. Fig. 3 shows the PDFs for
training (blue solid line) and testing (red solid line) datasets,
respectively. It can be seen that the PDFs of training and testing
datasets are similar with respect to the radar reflectivity (label).

We primarily use four algorithms to train the CDL prediction
model based on different frequency ranges, including the win-
dow CHs (CHs at 89 and 150 GHz) algorithm (win-algorithm),

2[Online]. Available: https://scikitlearn.org/stable/modules/generated/
sklearn.ensemble.GradientBoostingClassifier.html

https://scikitlearn.org/stable/modules/generated/sklearn.ensemble.GradientBoostingClassifier.html
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Fig. 3. PDFs of training (blue solid line) and testing (red solid line) datasets
with respect to the radar reflectivity.

TABLE III
FEATURES FOR THE FOUR ALGORITHMS

Fig. 4. Strategy and flowchart of the CDL algorithm.

humidity CHs (CHs around 183.31 GHz) algorithm (hum-
algorithm), temperature CHs (CHs around 118.75 GHz) algo-
rithm (tem-algorithm), and all frequency ranges (all-algorithm),
as indicated in Table III. Besides the BT and BTD, the lati-
tude, zenith angle, and azimuth are also considered into the

Fig. 5. Confusion matrix and evaluation metrics.

algorithms. Fig. 4 displays the processing flowcharts of CDL
training and prediction.

C. Model Performance Metrics

The algorithms are evaluated quantitatively based on the
accuracy, precision, recall, area under the curve (AUC), and log
loss. The accuracy, precision, and recall metrics are calculated
according to the confusion matrix, as shown in Fig. 5. Further-
more, the F1 score is also calculated in order to find the optimum
balance or harmonic mean between the precision and recall

F1 =
2∗Precision ∗ Recall
Precision + Recall

. (6)

AUC is the area covered by the receiver operating charac-
teristic curve. The meaning of AUC is the probability that the
prediction result of the positive sample is greater than that of
the negative sample. Therefore, AUC represents the capability
of the classifier to sort the samples. The larger the AUC is, the
better the classification effect is.

Log loss is defined based on the probability estimates. And it
is also called the logistic regression loss or cross-entropy loss.
Regarding the binary classification with a probability estimate
p = Pr(y = 1), the log loss per sample is calculated with the
negative log-likelihood of the classifier when the true label y ∈
{0, 1} is given

Llog (y, p) = −logPr (y|p)
= − (ylog (p) + (1− y) log (1− p)) . (7)

The closer the log loss is to 0, the better the model performs.

D. Optimal Prediction Model Parameter Selection

For each algorithm, the GBDT model has been tuned for
29 160 × basing on the eight parameters of num_leaves,
bagging_fraction, learning_rate, n_estimators, max_depth,
max_bin, min_leaf, and feature_fraction (see Table II). And
the optimal model is decided when log loss, which is widely
used as an effective reference, gets the minimum value. Finally,
the selection of optimal parameters for the four algorithms is
indicated in Table IV.



4546 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 13, 2020

TABLE IV
OPTIMAL PREDICTION MODEL PARAMETERS SELECTION FOR THE FOUR ALGORITHMS

Fig. 6. Spatial distributions of (a) radar reflectivity and MWHS-2 BT obser-
vations for (b) CH 1, (c) CH 10, (d)–(f) CHs 13–15, and (g)–(i) CHs 7–9 on July
4, 2016.

IV. RESULTS AND DISCUSSION

A. Observations of the BT and Radar Reflectivity

The spatial distributions of radar reflectivity and BT observa-
tions for CH 1, CHs 7–10, and CHs 13–15 have been displayed
in Fig. 6. It can be seen that the spatial distribution of BT
corresponds well with the radar reflectivity. In clear scenes (0–5
dBZ), the BTs are∼285 K for CHs 1, 9, and 10,∼275 K for CHs
7 and 8, and between 255 and 265 K for CHs 13–15. Generally,
BT in the south region is ∼5 K larger than that in the north
region, which can be explained by the effect of latitude, and
the fact that the temperature is higher in the region closer to the
equator in summer. In cloudy regions (>5 dBZ), the depressions
of BTs increase significantly with the radar reflectivity due to
the scattering effect by the cloud hydrometeors. And the BTs
are almost as low as ∼230 K when the radar reflectivity is above
25 dBZ.

B. Evaluation of the CDL Results for MWHS-2

The confusion matrices (see Fig. 7) present the results of
CDL, demonstrating for each true class (y-axis) versus the
predicted class (x-axis), where 0 denotes the clear scene and

Fig. 7. Confusion matrix of the four algorithms for the testing dataset. 0
denotes the clear scene and 1 denotes the cloudy scene. Green boxes represent
the number of pixels that are correctly classified for each of the classes and light
orange boxes represent the false classifications.

TABLE V
EVALUATION METRICS OF FOUR ALGORITHMS FOR THE TESTING DATASET

1 denotes the cloudy scene. In the figure, each 2 × 2 matrix
shows the overall class statistics. The diagonal of the confusion
matrix exhibits the correctly classified numbers for clear (true
positive, TP) and cloudy (true negative, TN) scenes. It shows
that the tem-algorithm outperforms the other algorithms with the
relatively high TP value of 4580 and the TN value of 1303. The
hum-algorithm performs worst and has the wrongly classified
numbers of clear scenes (false negative, FN) value as high as
1072, which is about twice that of the other algorithms. This
may be attributed to the fact that 183.31 GHz CHs are responsive
to both water vapor and cloud hydrometeors [8], [35]. So, it
is difficult for hum-algorithm to explicitly distinguish the high
humidity in clear scenes or the cloud hydrometeors in cloudy
scenes. A more detailed evaluation of the four algorithms is
described as follows.

Table V summarizes the evaluation metrics for the CDL
prediction model, divided on the basis of the win-algorithm,
hum-algorithm, tem-algorithm, and all-algorithm. Obviously,
the tem-algorithm model shows superiority over the other three
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TABLE VI
SPLIT NUMBERS OF FEATURES IN FOUR ALGORITHMS OF THE OPTIMAL CDL MODEL AND THEIR CORRESPONDING RANKING

Fig. 8. Comparison between the observed BTs (O) (x-label) and simulated BTs
(B) (y-label) (a) before and (b) after the cloud filtering by the CDL. Additionally,
B is calculated using the CRTM in clear sky scenarios.

models with the maximum values of F1 (0.93), accuracy (0.895),
and AUC (0.883). It should be noted that the performance of the
all-algorithm is suboptimal to the tem-algorithm regarding the
evaluation metrics of F1, accuracy, and AUC, even though the
all-algorithm has the maximum features. This might stem from
the fact that the temperature-sounding CHs around 118.75 GHz
are most sensitive to cloud properties and outperform the other
CHs, whereas the log loss of all-algorithm has a minimum value
of 0.28. In addition, the hum-algorithm shows inferior prediction
capability when compared with the win-algorithm.

Fig. 8 displays the comparison between the observed BTs
(O) and simulated BTs (B), which are calculated by the com-
munity radiative transfer model (CRTM) in clear sky scenarios
for MWHS-2. Before cloud filtering, there are many outliers
existing between O and B, as indicated in Fig. 8(a). However, the
number of outliers has been significantly reduced after removing
the cloudy radiances identified by the CDL. Furthermore, the
linear correlation coefficient between O and B increases from
0.86 to 0.92, and the maximum of Z-score, which is calculated
with the biweight mean and standard deviation [35], [36], is
reduced from 6.98 to 3.01 after the cloud filtering.

Table VI lists the split number of the features for the win-
algorithm, hum-algorithm, tem-algorithm, and all-algorithm,
respectively. The split number can be calculated after the GBDT
model fits as a weight factor of every feature. It is apparent
that the latitude ranks the first for the win-algorithm and all-
algorithm, and the zenith angle ranks the first for the hum-
algorithm and tem-algorithm. The strong latitude dependence
may be attributed to the effect of surface emissivity and season,
which can be evidenced from Fig. 6. The significant dependence
of CDL on the zenith angle can be explained by the fact that the
length of the optical path for a cross-track scanning radiometer
varies with the zenith angle, which is also called the limb effect.
Besides, the ranking of azimuth is also very high, showing a
significant connection to CDL.

Apart from the latitude, zenith angle, and azimuth, the BT and
BTD are also important features for CDL. For the all-algorithm,
the ranking of the split number for BTD is higher than that for
BT in general. Specifically, the BTD (183.31 ± 3 − 183.31
± 1 GHz), BTD (150.0 − 89.0 GHz), and BTD (118.75 ±
3.0 − 118.75 ± 2.5 GHz) rank 4, 5, and 6, respectively. For
the hum-algorithm, BTD (183.31 ± 3 − 183.31 ± 1 GHz)
and BT at 183.31 ± 7 GHz are relatively top factors, and the
BTs are of minor importance in comparison with the BTDs,
with the average rankings for the BTDs and BTs of 5 and 7,
respectively. Regarding the tem-algorithm, the weighting factor
for BT (118.75 ± 5.0 GHz) and BTD (118.75 ± 5.0 − 118.75 ±
3.0 GHz) ranks 4 and 5, respectively. For the win-algorithm, the
BT at 89 GHz contributes more than BTD (150.0 − 89.0 GHz)
and BT at 150 GHz.

V. SUMMARY

The less sensitivity to clouds for MW radiation when com-
pared with the visible-infrared radiation, and the complex
and variable surface emissivity make the CDL much more
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challenging than that over the ocean. Since the assimilation
of MW measurements in the operational NWP model is in-
dependent of the other instrument measurements, a standalone
algorithm CDL for MWHS-2 is proposed in this study. It is based
on the GBDT algorithm and is trained on the CINRAD observa-
tions. The CDL has been investigated by employing the win-
algorithm, hum-algorithm, tem-algorithm, and all-algorithm.
The model has been tuned iteratively 29 160 times for each
algorithm to find the optimal prediction model parameters.

The CDL estimates are reasonably comparable with the cloud
mask from CINRAD measurements. It is recommended that the
new temperature-sounding CHs around 118.75 GHz are very
important for fitting a prediction model for CDL, as significant
improvements have been found for tem-algorithm over the land.
Specifically, the evaluation metrics for the tem-algorithm are
optimal among the four algorithms, including the F1 score
(0.93), accuracy (0.895), and AUC (0.883). It is noticeable
that the tem-algorithm even outperforms the all-algorithm that
has the maximum number of features, and this is contradictory
to the study by Chai et al. [12]. Compared with the algorithm
for window CHs, the algorithm for CHs around 183.31 GHz
shows inferior cloud property prediction capability over the land,
which is consistent with the results from Chen et al. [11]. For
all four algorithms, the latitude, zenith angle, and azimuth are
the top-ranking features and have relatively high split numbers.
Additionally, after removing the cloudy radiances identified by
the CDL, the linear correlation coefficient between O and B can
reach 0.96 and the maximum of Z-score is reduced to 3.01, which
is promising for satellite data assimilation in the forthcoming
work.

Although the ML-based CDL algorithm is able to detect
cloud contamination with high accuracy, the disadvantages of
the CDL algorithm are still evident. To some extent, the spatial
and temporal distribution of the sample in this study is limited.
What is more, the weather radar measurements that are used
as the label in this algorithm are unable to detect the thin
clouds under nonprecipitating conditions accurately. However,
the important point is that the MW radiation can penetrate most
nonprecipitating clouds and shows extremely weak sensitivity to
thin clouds [37]. Thus, it is not worth taking them into account
in cloud detection because this cloud information has a little
impact on the MW measurements [11]. Future work will focus
on multiclass and multilayered cloud classification. Overall, the
ML-based cloud detection method presented in this study can
be used in the quality control processes of assimilating the MW
radiances in the NWP center and be applied for performing MW
retrievals of atmospheric and surface parameters over the clouds.
The CDL algorithm is also suitable for other MW sounders, such
as FY-3D.
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