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Unsupervised Feature Learning to Improve
Transferability of Landslide Susceptibility
Representations

Qing Zhu"?, Li Chen"”, Han Hu

Abstract—A landslide susceptibility map (LSM) is of vital im-
portance for risk recognition and prevention. In the last decade,
statistical methods have gradually exerted their impact on map-
ping the landslide susceptibility to locate the high-risk places of
landslide. However, due to the complexity of getting full access
to the thematic information in large scenarios, most of these
statistical methods generally suffer from overfitting, inadequate
representative power, and the inability to transfer the learned
representation to other places. To solve these challenges, this study
designed an unsupervised representation learning module, which
features independence, compactness, robustness, and transferabil-
ity. Specifically, we first stack restricted Boltzmann machines and
denoising autoencoder to unsupervised discover the underlying
representations embedded in the thematic maps. Then, we applied
the transferring strategy in an adversarial manner to generalize the
learned representations to the sample-scarce area. Experimental
results and analyses using data in different regions have revealed
that the proposed method can be generalized well between different
LSM scenarios. In terms of precision, it outperforms other methods
by a large margin, e.g., by around 7% compared to multilayer
perceptrons with the same configuration, and by 3%-4% to the
state of art algorithm random forest. Besides, compared to other
methods, the landslide susceptibility map that is predicted by the
proposed method featuring smoothness and stableness seems more
reliable, and is more according to some prior knowledge that, for
example, distance to the drainage, slope, and stratum, should exert
dominant effects on the occurrence of a landslide.

Index Terms—Denoised autoencoder (DAE), landslide
susceptibility, restricted Boltzmann machines (RBMs),
transferring learning, unsupervised representation learning.
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1. INTRODUCTION

HE Economic and Social Council (ECOSOC) of the

United Nations adopted a resolution on July 2, 2018, and
emphasized the quality of geospatial information and disaster
risk reduction and management [1]. The landslide susceptibility
map (LSM), which compromises the likelihood of occurrence of
landslides for each location, is useful for comprehensive disaster
prevention and mitigation [2]—[3]. It satisfies the natural hazards
issue of the sustainable development goals (SDGs), which are
conceived for a wide range of issues in local, national, regional,
and global contexts. For the mapping of landslide susceptibility,
related thematic maps and landslide inventory data are collected
to produce trainable samples [4], [5]. With these samples, the
purpose is to reliably predict the probability of other locations
that are not sampled or even unseen. This study attempted the
unsupervised representation learning (feature learning) [6] to
improve the transferability of landslide susceptibility represen-
tations.

A. Objectives

In recent years, data-driven approaches [7]-[10] have arisen
great interests with the development of remote sensing tech-
niques that facilitates more thematic information. Despite the
growing amount of works on the LSM, most of these methods
have neglected the importance of utilizing the learned repre-
sentation from a well-trained model, which causes them fail to
transfer the learned knowledge to other datasets. Learning good
representation from the input data is a core problem for unsuper-
vised learning [11]. Although some recent studies [12] and [13]
have shown good performance on extracting representation with
impressive properties, there still exist some key problems needed
to be fulfilled.

1) Small Labeled Samples: Although remote sensing data
have become widely available and can be used for SDGs,
the construction of landslide inventory generally needs expert
knowledge or even on-site investigation [14]. Therefore, it can
only be established in a certain region and the amount of samples
in the landslide inventory is generally quite small. For supervised
methods [15], [16], using small labeled samples will inevitably
lead to the problem of overfitting. It may even lead to wrong
models when the landslide inventory or the thematic maps con-
tain noises. On the contrary, the remote sensing data or derived
thematic maps are quite abundant. Thus, the intuitive idea is that
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we can first learn useful intermediate representations from the
thematic maps and apply such representation for the mapping
of landslide susceptibility.

2) Limited Generalization Ability of Learned Model: Due to
the difficulties during the investigation of landslide susceptibility
inventories, it is generally only conducted in certain regions [17].
However, we can probably apply the LSM in other regions. The
existing supervised approaches have rarely considered the issue
of generalization [18], i.e., learning a general model from one
dataset that is suitably transferred to other (unseen) datasets.
Especially when facing limited samples, the learned models
from the existing models can only be used inductively. There-
fore, a related issue is that, from a well-trained model using
relatively large samples, can we transfer the learned knowledge
to a specific region with small samples and improve the fitness of
the model to that region [6]? This problem is not also discussed
thoroughly in previous works.

B. Related Works

In this section, we first review current frequently used land-
slide susceptibility mapping methods, and then, introduce some
new emerging unsupervised technologies that are beneficial to
transferable representation learning.

1) Traditional Machine Learning: Physically-based feature
engineering is too labor intensive to extract and organize dis-
criminative information from the data [6]. At the same time,
traditional machine learning methods show the preponderance
for automatically finding the predominant factors and fitting the
target classification function [19]. Those methods are explored
and applied widely in landslide susceptibility mappings such as
logistic regression [20], fuzzy logic [21], decision trees [22],
support vector machine (SVM) [15], evidential belief function
(EBF) [23], and weight of evidence [24]. Despite their good
performance on the small scenario task, catching exact un-
derlying discriminative factors is vulnerable to their defective
representative ability to learn appropriate representations to
fit the intractable objective, when facing problem with com-
plex scenarios. The occurrence of a landslide is involved with
many intertwined causative factors, thus requires a represen-
tative model to describe the correlation of these factors. To
enhance such representative ability, Pham ez al. [25] applied
ensemble techniques that combine multiple base classifiers,
which include Adaboost [16], bagging [26], dagging [27], and
multiboost [28]. Nevertheless, in practice, the hyperparameters
of these methods are generally elaborately determined according
to empirical expertise, which could also be a labor-intensive
process.

2) Supervised Learning: Aiming to alleviate the elaborative
design of a discriminative representation, supervised learning
LSM models are normally designed as an end-to-end nonlin-
ear mapping from input to predictive susceptibility. The most
common methods used in an LSM are decision-tree-related
algorithms, such as the best-first decision tree [29], naive Bayes
tree [30], and random subspace [31]. Apart from these proba-
bilistic graphical models, Wyner et al. [16] used a multilayer
perceptron (MLP) and ensemble techniques. Besides, creative
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methods applying a convolutional neural network (CNN) begin
to develop in recent years, e.g., [32] and [33]. The representative
power of a supervised learning method is proportional to the
capacity of the model, with a fixed training manner [34]. When
facing a classification task with a complex scenario, we may
increase layer width and model depth to enhance the ability
to map more complex nonlinearity to produce an end-to-end
output. Correspondingly, more labeled data are required to fit
the larger capacity model. Most supervised learning models
are regarded as black box models for the illegibility of their
internal learning manner, which leads to the biggest drawback
of these models of their incapability of generalizing their learned
representation to other dataset.

3) Unsupervised Transferable Representation Learning:
Existing methods adapt in small scenarios well but neglect the
designing of special features that could be transferred in different
tasks. To achieve this goal, the unsupervised manner trains
the model with unlabeled data to take a good insight into the
data structure and learn a representation that disentangles more
independent concepts to be encoded efficiently in a relatively
low-dimensional space [35]. For example, Xu et al. [13] used
the sparse autoencoder to reduce redundancy and correlation in
the conditioning factors and applies regularized greedy forests
(RGF) [12] to generate an LSM with sparse representation. Other
works like PCA [36], isomap [37], and one-shot learning [38]
skills are also used in landslide susceptibility mapping tasks.
Recently, DeepMind have proposed a representation learning
method that can learn representations from the various field
using the same training mechanism—contrastive predictive cod-
ing [39] while guaranteeing the training efficiency, model ro-
bustness, and generalization ability. In many cases, test areas
could suffer from the lack of valid labeled samples, but rare
studies focus on transferring statistical strength and learning
representations sharing the commonalities between a different
dataset.

C. Contributions

In order to solve the aforementioned issues, the proposed
method learns general and transferable representations in an
unsupervised manner, to facilitate the learned model transferring
from the sample-sufficient region to the sample-scarce region.
Specifically, we first train stacked unsupervised learning mod-
ules [restricted Boltzmann machines (RBMs) and denoised au-
toencoder (DAE)] to learn such representations in the pretraining
stage, and then, predict the LSM with a regressor using labeled
data in the supervised training stage. Besides, to improve the
transferability of learned representations, we apply an adversar-
ial training method for extracting commonalities between differ-
ent scenarios. For regions with no additional data, the learned
model generalizes well. For the sample-scarce area, we could
additionally transfer the knowledge from the well-trained model
and adequate data of another region for better performances. We
produced the sample set through GIS analysis on Arcmap and
build the model in Python (version 3.5.6) under the Tensorflow
framework.
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Fig. 1.  Study area. (a) Geographic location of Chongqing. (b) Administrative
map of Chongqing. (c) Fuling district. (d) Fengjie County.

In summary, the main contributions of the proposed method
are as follow:

1) learning good representation with compactness, indepen-

dence, robustness, and transferability;

2) using transferring approaches to apply well-learned

knowledge between different areas.

The rest of this article is organized as follows. In Section II,
we introduce the study area and dataset. Section III explains the
proposed method. Experimental evaluations and discussions are
presented in Section I'V. Finally, Section V concludes this article.

II. STUDY AREA AND DATASET

We collected data from the two study area, Fengjie County
(denoted as FJ) and Fuling District (denoted as FL), where
recorded landslide examples in FJ are much more than that
in FL. They are selected to evaluate the proposed method by
transferring underlying knowledge from FJ to FL. Both of them
are located in Chongqing, which is the largest city in China.
Chongqing is featuring a mountainous area with severe topo-
graphic relief in southwest China, where frequent geological
disasters cause a great loss of life and property. Among these
occurred disasters, landslide account for a large proportion,
e.g., the landslides in Three Gorges region, China [40], [41],
and some typical landslide cases in FJ and FL, e.g. OuTang
landslide, XinPu landslide, and TongMashu landslide. Fig. 1
gives an overview of the two study areas and the distributions
of the landslide locations.

In this study, we collected the landslide inventory from
Chongging Geomatics and Remote Sensing Center. The inven-
tory contains about 1000 locations of occurred and supposed
to occur landslide locations in FJ and about 400 locations in
FL. The potential susceptible landslide locations are determined
from both the expert knowledge and on-site investigation. Be-
sides, they are also considered as positive samples in this study.
For each hazardous position, 17 factors are considered that might
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contribute to the occurrence of a landslide. The impacts of these
factors on occurrence of a landslide are represented by the the-
matic information. They are consisting of rank of susceptibility,
land use, stratum, digital elevation model (DEM), aspect, slope,
curvature, normalized difference vegetation index (NDVI), sand
distribution, clay distribution, silt distribution, vegetation, soil
erosion, topographic wetness index (TWI), stream power index
(SPD), distance to drainage, and distance to road. The thematic
maps of FJ and FL are shown in Figs. 2 and 3, respectively.

III. METHODS
A. Overview

The adopted architecture contains the generative part and
the discriminative part, as is shown in Fig. 4. The former
learns an intermediate representation [6] from the input features,
which is more suitable for the regression tasks; for example, the
learned representation is suitable for few-shot learning [42] and
knowledge transferring [43]. The latter predicts the landslide
susceptibility from the learned representation using the labeled
samples.

1) Generative Part of the Architecture: The generative part
contains a series of sequentially stacked unsupervised learning
modules, which consists of two RBMs layer and a DAE layer.
And the discriminative part is a full connection (FC) layer for
predicting the probability. It should be noted that the genera-
tive part is pretrained unsupervisedly from only the unlabeled
samples, by the strategy of greedy layerwise pretraining [19].
Specifically, RBMs are first trained with unlabeled data similar
to deepBM [44] to disentangle the intertwined input features
obtained from different thematic maps; the transformed outcome
(upmost representation of the RBMs) is then used as the input to
DAE, which aims to make the model noise-proof and decreases
the model capacity by dimension reduction. Details of RBM and
DAE are illustrated in Sections III-B and III-C, respectively.

2) Discriminative Part of the Architecture: For the
discriminative part, the learned representation is further
injected to the regressor, which outputs the probability of
the occurrence of the landslide. We defines cross entropy
as the objective function of the discriminative model, which
measures the proximity between the training labels and model
distribution, and predict the likelihood of a landslide case with
softmax output. This part is learned by labeled samples after
pretraining using the generative part.

3) Representation Transferring: Another essential property
of the learned representation from the generative part is that it
allows transferring learning. Because the learned representations
decouple the correlation between different input factors, they
make the model more suitable for transferring learned knowl-
edge between different tasks. When applying the learned model
from a large dataset to another region, they could effectively be
fine-tuned and adapted to the unseen data, rather than training
from scratch using only sparse samples. In addition, we also
introduce a novel adversarial-based method to further increase
the generalization ability of the model, during the fine tuning. It
is specified in Section III-D.
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Fig. 2. Thematic maps in FJ used for extracting corresponding causative factors. (a) Landslide frequency. (b) Stratum. (c) Drainage. (d) Vegetation. (¢) DEM.
(f) Aspect. (g) Slope. (h) Curvature. (i) NDVL. (j) Clay. (k) Sand. (1) Silt. (m) Erosion. (n) TWL (o) SPIL.

B. Restricted Boltzmann Machine (RBM)

A restricted Boltzmann machine (RBM) is a stochastic neu-
ral network composed of two layers, which projects the input
features into latent space. As shown in Fig. 5, m and n are
the number of units in visible and hidden layers, respectively;
v represents the state vector of input units, and h represents
the state vector of inferred hidden units; a and b denotes the
bias of visible units and hidden units, respectively, and W

denotes the weight matrix. It is a generative model that can map
the original input to an equivalent good representations, with
designed superior properties.

During training, the updating rule of the parameters of RBM
is demonstrated as follows:

AWi; = AWy + [P (h; = 1[p )|
— P(h; = 1juWo{V)]
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Thematic maps in FL used for extracting corresponding causative factors. (a) Landslide frequency. (b) Stratum. (c) Drainage. (d) Vegetation. (e¢) DEM.
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Aa; = Aaj + n[v(-o)
Ab; = Ab; + [P (h; = 1|v?) — P(h; = 1joM)]

where 7 denotes the learning rate, v(?) is the initial sample taken
from the training set, 1) is the inferred hidden state from v(%),
v denotes the reconstruction from A(?), and v(k)vj represents
kth Gibbs sampling state of the jth visible unit of the RBM.

1
J —vj(- )]

Generally, the causative factors relating to thematic maps are
correlated to describe a landslide. In the metric space, where we
regard each factor as an independent dimension, the intertwined
factors in the high dimension space could make it difficult for
robustly fitting intricate objective. To disentangle such relation-
ship, we utilize innate premise of the RBM that the hidden units
are mutually conditionally independent basing on the mean field
theory [45]. It transforms the input into hidden space, where each

(D
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that contain two layers of RBMs with structure of 17 x 32 x 32, and a DAE with structure of 32 x 16. While the regressor is in nature a fully connected (FC)

layer with structure of 16 x 2.
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Fig. 5. Construction of the RBM. It introduces an energy-based pattern that

describes the joint probability distribution of state v, h. The objective is to
maximize the maximum likelihood of the given state. The derivatives of the
training objective produces two intractable expectations, which can be inferred
by the CD-k algorithm [19].

dimension is more likely to be orthogonal with other dimensions.
Notice that we rise the dimension from 17 to 34 in hidden space
for the purpose to amplify more independent and descriptive
factors that share part of thoughtin 1 x 1 convolution of network
in network [46].

C. Denoising Autoencoder (DE)

An autoencoder (AE) [47] network is a typical unsupervised
learning module consisting of two parts, i.e., encoder and de-
coder. The encoding process transfers the input feature to a hid-
den space, and the decoding process learns new representations
that reconstruct the input data.

In this study, we use DAE [48], which is a variant of the
AE layer. The training procedure of a DAE is shown in Fig. 6.
The DAE is used to prevent noise perturbation of the data, by
randomly setting 10% of units of the input features to 0, and
then, minimizing the reconstructed loss. This is similar to the
dropout mechanism [49] in deep learning. It also reconstructs
the origin input space to a more compressed one.

For RBMs, the width of the output layer is not strictly deter-
mined. We used less but complete underlying factors to make

Hidden layer y

-
-

O -0=00-0 05 -0

Corrupted Input x’

Input x Reconstructed Output z

Fig. 6. Training process of a DAE. The input data x is first partially destroyed
as x’, which is then mapped to a hidden representation y. Finally, it reconstructs
the input as z and trains the model with reconstruction error as the objective.
Ly (z,2) denotes the reconstruction loss between input : and reconstructed
output z.

up the new representation, by learning the reconstruction cost.
In this study, we set the number of hidden units of DAE as 16.

D. Knowledge Transferring With Adversarial Training

The proposed transfer learning method exploits common-
alities among various regions and transfers knowledge across
different tasks [50]. During the transferring, the source model
that is well trained is first directly copied to the well-trained
target model. And then, we apply an adversarial-based method
to urge target model to learn a representation that shares as
many underlying factors as possible between source and target
scenarios. It uses an MLP as the discriminator to judge whether
the generative representation of a sample is from source or target
distribution. The intuitive idea is that once the discriminator
fails to correctly predict which domain (source and target) a
sample comes from, the generated representation is thought to
have caught enough commonalities between source and target
data.

As shown in Fig. 7, adversarial training fine-tunes the ini-
tialized model in an adversarial manner. It forces a generator
to produce representations that may confuse the discriminator,
and in turn trains the discriminator to improve its identification
ability of assigning correct domain label. The objective function
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Fig. 7.

Proposed adversarial training. For mixed sample set, we train a generator (generative part of proposed structure) to produce underlying factors that could

confuse a discriminator, and in turn, we train the discriminator to predict the correct domain label.

F is given as (2):

mGin max F(D,G) =Eg4,.p, (x)[logD(z1)]

+E$21Pt($)[10gD(G(z2))]v (2)

where D and G represent the discriminator and generator; p ()
and p;(x) denote distribution of source data (FJ in this study)
and target data (FL in this study); D(x1) is the probability of x;
from the source sample rather than the target; G(x2) generates a
representation from x5 and D(G(x2)) denotes the probability of
the generative representation from the source samples. Training
of D is to maximize the probability of assigning the correct
domain label to input samples, while training of G is to maximize
the probability of a transferred representation from x5 being a
source sample. It is equivalent to make both D and G use cross
entropy of the predicted value and the label as their objective
function. We alternately execute these two training process
a few epochs until the generative model converges, i.e., the
generative model does not worsen the prediction performance
of the discriminative model.

After learning the representation sharing commonalities be-
tween source and target data, we selects part of source samples
to supplement the insufficient target samples. The current target
model is then fine-tuned with the datasets augmented with
generative samples drawn from the adversarial mechanism.

E. Implementation Details

The proposed method was implemented in Python (version
3.5.6) under the Tensorflow framework (tensorflow-gpu 1.5.0).
The unsupervised modules and the regressor are all trained by
Adam optimizer with one GTX1070 (memory 8 GB) that sets
the batch size as 32 for each iteration. The learning rate of RBMs
and DAE are, respectively, set to 1e-3 and Se-5 and decreases
by a factor of 0.02 each epoch. The appropriate training epochs
of RBMI1, RBM2, and DAE are, respectively, set as 30, 10,
and 20, with the experimental verification of the reconstruction
accuracy. For the FJ training set, the supervised training epoch
of the whole model is set as 3000. For the FL training set, if not
applied the transferring learning, the supervised training epoch
is set as 1000, and 200 if applied for comparison. As for the
adversarial training, the initial epochs of GG and D are set as 500
and 200, and decreased by half each turn training (2). And we
only use 30% FJ samples for data supplementation in the case
that the FL. model depends on FJ data a lot.

IV. EXPERIMENTS AND RESULTS

A. Preprocessing

1) Valuation: For each landslide point, most of the 17 at-
tribute values can be directly extracted from thematic maps
through spatial analysis in GIS solutions, i.e., Arcmap and
QGIS [51], [52]. Specifically, the routine spatial join is used
to connect different maps for landslide frequency, land use, and
stratum; the routine extraction values of points is used for DEM,
aspect, slope, curvature, NDVI, sand distribution, clay distribu-
tion, silt distribution, vegetation, soil erosion, TWI, and SPI;
and the routine proximity near is used for distance to drainage
and distance to the road. For different land use and stratum
categories, we assigned 1-3 to represent their contribution to
the occurrence of a landslide, according to [53], as is shown in
Table L.

2) Validation Datasets: Anunlabeled sample vector is made
of the aforementioned acquired attribute values of a landslide
point. Landslide samples are labeled as 1, while nonlandslide
samples are labeled as 0. To avoid numerical problem, we
normalized all dimension to [0,1] by

x;orm = xz/xll‘nax (3)
where x%  denotes the normalized value of the ith dimension,
x® denotes the value of the ith dimension in a sample vector, and
x! .. denotes the maximum of ith dimension.

There are about 1000 potential landslide samples in FJ and
only less than 400 potential landslide samples in FL. Except for
these positive samples, we randomly collected the same quantity
of negative (nonlandslide) samples with preference based on
some fundamental priors, e.g., low slope, near the drainage, and
low landslide frequency. For both areas, we divide the sample
vectors into training set (60%) and validation set (40%).

B. Evaluation and Comparison of LSM Models

To predict the landslide susceptibility map, we rasterized the
FJ and FL area with a resolution of 120 x 120 m. For each
raster cell, we produce the sample vector by means introduced
in Section IV-A, and then, predict the likelihood by simply
transposing the input vector to the softmax output.

1) LSM Prediction: Figs. 8 and 9 depict the LSM of FJ and
FL with different approaches. There are five levels of LSM,
including very low susceptibility with predicted value (0-0.3),
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TABLE I
CONTRIBUTION OF LAND USE AND STRATUM

Land use
Code 0100 0200 0300 0400 0500 0600 0700 0800 0900 1000
Contribution 2 2 2 2 1 3 2 3 3 3
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Code J1-2z  Jlzh J2s J2x J3p J3s Pl P2 TId TIj T2b T3xj
contribution 2 3 3 2 1 3 1 1 1 1 3 2
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Fig. 8.

low susceptibility with predicted value (0.3-0.6), moderate sus-
ceptibility with predicted value (0.6-0.8), high susceptibility
with predicted value (0.8-0.9), and very high susceptibility
with predicted value (0.9-1.0). We find that the SVM-based
and MLP-based method tend to give discontinuous patches,
and fail to well simulate the distribution of landslide and non-
landslide points in some large local area. That is very likely
to be a sign that the model is trapped in local minimum and
suffers from overfitting. The random forest (RF)-based method
gives a relatively better fitting for the distribution of these
points, but also seems to be vulnerable to overfitting with a
great fluctuant predictive value. In comparison with previous
approaches, the proposed model gives the best fitting of landslide
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Landslide susceptibility mapping of Fengjie County by (a) SVM, (b) MLP, (c) RF, and (d) proposed methods, respectively.

and nonlandslide distribution, with consecutive and stable LSM
result.

We find the phenomena that could demonstrate our previous
conclusion that, different from causative factors in original
space, unsupervised modules learn a new representation where
explanatory factors tend to change independently of each other
while disentangling the factors of variation. We can easily find
the distance to the drainage exerting a great influence on the
prediction of the likelihood of a landslide, which illustrates the
preferred landslide location of the landslide inventory. Likely,
combined with Figs. 8 and 9 and Figs. 2 and 3, rank of suscep-
tibility, stratum, slope, and NDVI can all be found having that
correlation.
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Fig. 9. Landslide susceptibility mapping of Fuling District by (a) SVM, (b) MLP, (c) RF, and (d) proposed methods, respectively.
2) Performance Evaluation: To evaluate the validity of the A TP + TN
. .. . . ccuracy =
proposed method, we introduce statistical measures including y TP + FP + TN + FN
area under the receiver operating characteristic curve (AUROC), TP
sensitivity, specificity, accuracy, precision, recall, and F1-score, Precison = —————
. . . . . TP + FP
as is shown in (4), where P is the number of landslide points, N
is the number of nonlandslide points, and TP, FN, and FP denote Recall = T—P
true positive, false negative, and false positive, respectively. TP +FN
Specifically, TP means the number of landslide points correctly 1 2 x TP @)
-score =

classified as landslide by the model; TN means the number
of nonlandslide points correctly classified as nonlandslide; FP
means the number of nonlandslide points wrongly classified as
landslide; and FN means the number of landslide points wrongly
classified as nonlandslide.

S>TP+> TN
AUROC = &/———~
P+ N
Sensitivity = TP
YT TP FFN
TN
Specificity = —————
pecificity TN £ P

2x TP +FP 4+ FN’

In this study, we compared the predictive performance of the
proposed method with SVM-, MLP-, and (RF-based approaches
mainly in the following three aspects—transferability, stability,
and efficiency. We use sklearn lib to draw the ROC curves
of these models on the FJ and FL validation set, as is shown
in Fig. 10. For each method, we shuffle the input data to get
multiple (10) ROC curves and output the mean. The areas under
the mean ROC curves (AUROC) are given in the lower right
of the figure. In FJ with plentiful samples, the proposed method
performs as good as RF, and slight advantages compared to SVM
and MLP. The fact is that once given the adequate data quantity
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TABLE II
LSM MODELS PERFORMANCE COMPARISON

Study areas ~ Models AUROC  Accuracy(%) Precision(%) Recall(%) Fl-score(%)
SVM 0.815 73.7 72.7 70.3 71.3
FI MLP 0.810 73.5 72.3 69.9 70.9
RF 0.816 73.8 74.7 65.3 69.4
Proposed 0.820 74.9 70.2 71.5 74.3
SVM 0.869 75.0 79.1 71.2 74.1
FL MLP 0.855 76.7 77.1 76.6 76.6
RF 0.862 77.8 80.1 733 76.3
Proposed 0.891 81.6 78.7 85.6 82.0
TABLE III
TRANSFERRING ABILITY COMPARISON OF DIFFERENT LSM MODELS
Training set  Test set Experiment design SVM(%) MLP(%) RF(%) Proposed(%)
FJ FJ A 73.7 73.5 73.8 74.9
FL FL B 75.0 76.7 77.8 78.6
FJ FL C 64.5 66.1 65.8 75.2
FL FJ D 59.2 60.4 61.1 65.8
FJ FL E N/A 74.3 N/A 80.5
FJ & FL FL F 73.9 75.7 76.4 77.8
FJ & FL FL G N/A N/A N/A 81.6

and quality, and most machine learning approaches could give
a fairly well-fitting performance. But in FL with scarce sam-
ples, the proposed method shows its superiority by transferring
unsupervised learned representations and sharing data strength.
Despite that the discrepancies exist in each running of the ROC
curves, the proposed method represents its preponderance and
always get the best AUROC. In practice, we would frequently
meet the circumstance where adequate data quantity and good
data quality cannot be guaranteed. That is the core problem that
can be largely solved by the proposed method.

The mean values of remainder evaluation statistics are also
given in Table II. The bold entity means it performs the top
score under a certain measure. These models have a floating
performance due to the random initialization of the weight
parameters and variational input data patches of each epoch.
The proposed method tends to give the statistical measures with
smaller “Stds” comparing to other methods, which demonstrates
the proposed method a robust and a noise-proof algorithm.

C. Evaluation and Comparison of Transferring LSM Models

We transfer knowledge of the FJ to learn the FL model
in a manner described in Section III-D. Within learned

representation and supplemented dataset, the proposed method
realizes substantial improvement in predictive performance, as
is shown in Table II, while only trains current model with less
than 200 epoch.

1) Evaluating Transferring Ability: To evaluate the superi-
orities of applied transferring skills, we implement some ex-
periments as are shown in Table III, the left part explains the
training and validation dataset, the right part represents the mean
validation accuracies of referred approaches. Only experiments
A and B do not apply the transferring skills; C denotes directly
initializing the FL. model with a well-trained FJ model, while D
indicates the opposite. In E, the FL model is initialized with a
well-trained FJ model and fine-tunes with FL labeled samples
in few epochs at around 100, the training set of F'is mixed with
partial (30%) FJ and FL samples set. And in G, the adversarial
mechanism is additionally applied to train the model with the
mixed training dataset.

In the A and B experiments, the proposed method shows a
slight surpassing performance. When transferring the weight
value of FJ/FL to FL/FJ in C/D, we find the proposed method
shows much better performance compared to other approaches.
Except for the powerful generalization ability of the proposed
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Fig. 11.

method, in E, it is found that the fine-tuning process is much
more efficient and also can get stable test accuracy. Most im-
portantly, to share data strength between FJ and FL, when
applying the adversarial representation learning technique, we
find a substantial improvement in validation performance. By
judging the difference between train accuracy and test accuracy,
we can determine whether a trainable model is suffered from
overfitting. The SVM, MLP, and RF all suffer from overfitting
with a difference value around 20%. Although RF is still yet the
most popular algorithm for its top performance on predicting an
LSM, its inability to transfer learned knowledge makes it limited
to large scenario tasks. The proposed method also continuously
gives a stable test accuracy within a small “Std” in all mentioned
experiments.

2) Comparison to an MLP With Unified Configuration: To
more fully evaluate the superiority of learned representations,
we compare the proposed method with an MLP due to their
structural similarity, and the prediction results are shown in
Fig. 11. The hyperparameters of the two models are uniformed,
e.g., layer width, depth, learning rate, optimizer, and batch size.
The two models are initialized by training the FI&FL set, and
then, are finely tuned by FL labeled samples. The MLP roughly
fits the training samples but fails to predict the susceptibilities in
other regions where there are no samples. On the contrary, the
proposed method not only better fits the training samples, but
also it gives a better generalization performance, e.g., locating
in a valley, close to the drainage, with a large slope, and in an
affected stratum are predicted with relative high susceptibility.
That demonstrates the successful transferring of the learned
knowledge. The proposed model also shows a superior training
efficiency in the FL task by a hybrid transferring skill, as is
shown in Fig. 12. Whereas, transferring the MLP representation
to a new scenario fails to facilitate the training efficiency and
raise the prediction accuracy.

The FL model determines the likelihood of the occurrence
of a landslide with underlying factors related to some dominant

(b)

Transferring performance comparison of the MLP and the proposed method in FL.
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Fig. 12.  Training efficiency comparison. Both the proposed model and the
MLP are initialized by training FJ set with uniformed hyperparameters.

causative input similar to that of FJ, such as distance to the
drainage, susceptibility, stratum, and slope. This illustrates the
reason why the convergence to the optimum solution could be
so fast—the FJ model has learned a representation within which
many factors can be shared with the FL task. The advantage
brought by applying this transferring technology is obvious.
Within the representations learned from the source area, shared
factors can be obtained and the target model parameters are
initialized more close to the optimum, which facilitates the
efficient and reliable prediction in the sample-scarce area.

D. Discussion and Limitation

This study utilized observed thematic information to produce
LSM, which can support SDGs. Based on the aforementioned
evaluation and analysis, we demonstrate the preponderance of
the proposed method lies in good representation learning and
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common knowledge transferring between multitasks. As is in-
troduced in Section III, the RBMs is used to disentangle the
intricate relationship of input causative factors and enhance the
representation power of the model. While the DAE was used to
make up a compressed and noise-proof representation by using
less but complete underlying factors. The independence, com-
pactness, and robustness of the learned representation prompt it
more transferable from one dataset to the other. With the learned
representation, we innovatively applied an adversarial training
skill to urge the target area to share as much as commonalities
with the source area, thus realizing data sharing and knowledge
transferring. As compared to SVM, MLP, and RF, we exper-
imentally evaluated the merits of the proposed method. It is
mainly in the transferability of unsupervised learned features,
the stability of statistical measure, and efficiency to train the
model and predict the susceptibility. The proposed model also
realize the highest generalized accuracy and AUROC in FJ with
0.749 and 0.820, and FL with 0.816 and 0.891.

We also summarized the current limitations of our proposed

methods and gave the promising future work.

1) Lack of utilizing image data: Optical information is the
primary data source of many LSM tasks, especially in
CNN-based methods. The prospective research may focus
on how to apply the deep level information of a CNN
to constrain contributions of interferential nonlandslide
factors.

2) Nonautomatic selection of thematic information: The
principle to select thematic information in this study is
to collect as much as the available information possibly
contributes to a landslide. Although in upmost repre-
sentation, the influence disentangled nonlandslide factors
could be eliminated or weaken, which enlarges the model
capacity and raises the training cost. Thus, it is helpful
to automatically choose exact landslide causative factors
before we consider a deep learning model.

V. CONCLUSION

The proposed LSM method applies remote sensing datasets
for disaster risk reduction and response, which satisfies the natu-
ral hazards issue of the SDGs. In many scenarios, predicting the
LSM by statistical methods normally suffers from insufficient
labeled data. In the presented study, we stack unsupervised mod-
ules and train them to generate favorable representations that
can facilitate and expedite the fitting of the intricate objective. A
transferring method with adversarial training is then applied to
transfer the common knowledge between different tasks. Based
on the learned representations, the mentioned difficulties in Sec-
tion I-A can be solved to a certain extent. In a large sample area,
the proposed method tends to predict LSM featuring smoothness
and stableness, meanwhile, according to prior knowledge of
the occurrence of a landslide, which facilitates decision makers
to make the right decision. While in a small sample area, the
presented study provides developers or engineers with the idea to
transfer learned underlying representations from a well-trained
model. Thus, we can obtain a more reliable LSM predicting
model.
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