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Abstract—To avoid using a large 4D-Hough counting space
(HCS) and complex invariant features of generalized Hough trans-
form (GHT) or its extensions when detecting objects in remote sens-
ing image (RSI), a tensored GHT (TGHT) is proposed to extract
object contour by simple gradient angle feature in a 2D-HCS using
a single training sample. Considering that tensor can record the
structure relationship of object contour, tensor representation R-
table is constructed to record the contour information of template.
For slice centered at each position of RSI, the tensor-space-based
voting mechanism is presented to use the tensor that records the
contour information of slice to gather votes at the same entry of
2D-HCS. Furthermore, a multiorder binary-tree-based searching
method is presented to accelerate voting by searching the index
numbers of elements in tensors. In addition, by solving the tensor-
space-based optimization problem that is used to determine the
candidates objects, the cause of false alarms (FAs) caused by in-
terferences with complex contour and FAs caused by interferences
that are partial-similar to objects is revealed, and the matching
rate and matching sparsity-based strategies are then proposed to
remove these FAs. Using public RSI datasets with different scenes,
experimental results demonstrate that TGHT reduces nearly 99%
storage requirement compared with GHT for RSI with size exceed-
ing 1000 × 1000 under small time consumption, and outperforms
the well-known contour extraction methods and state-of-the-art
deep-learning-based methods in terms of precision and recall.

Index Terms—Multiorder binary-tree-based searching method,
object detection, tensor-space-based contour extraction, tensor-
space-based false alarms (FAs) removal, tensored generalized
Hough transform (TGHT).

I. INTRODUCTION

W ITH the development of imaging sensor technology,
there is a growing interest in various applications for

remote sensing information processes, such as object detec-
tion [1]–[3], unmixing [4], and hyperspectral image classifica-
tion [5]. Of these, object detection is considered a fundamental
application and challenge task for remote sensing image (RSI)
analysis and processing. Recently, owing to the advantage of
powerful feature representation, various deep-learning-based
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methods have been developed for different object detection
tasks. In [6], the weakly supervised learning method [7] and
high-level feature learning technology were combined to con-
struct an object detection framework for RSIs. In [8], by utilizing
the two-stream pyramid module and an encode–decode module,
the LV-Net was built to achieve salient object detection [9]
in RSIs. Although these deep-learning-based methods can be
used to detect different types of objects, they rely heavily on
many training samples. In comparison, contour extraction based
methods are similarly effective for object detection, but use much
fewer training samples [10]–[12]. Contour extraction methods
can be categorized into two groups: analytical shape-oriented
methods and nonanalytical shape-oriented methods. Represen-
tative analytical shape-oriented contour extraction methods,
such as line segments extraction, circle extraction, and rectangle
extraction, can be used to detect objects with a corresponding
analytical shape. Since airport runways can be described as par-
allel line segments with a certain length, the geometrical features
of line segments are constructed as a saliency map to detect the
airport [13]. By applying the circular Hough transform, the con-
tours of above-ground circular storage structures are extracted
in RSIs for complex industrial environments [14]. In [15], a rect-
angle extraction method was used to detect building rooftops.

As more objects (e.g., airplanes and ships) in RSIs have
complex shapes (i.e., nonanalytical shapes), it is difficult to
detect these objects using analytical shape-oriented methods.
Therefore, contour extraction methods for nonanalytical shapes
have wider application potential. As a typical representative,
the generalized Hough transform (GHT) [16] adopts a reference
table (i.e., R-table) to record edge information of a template
image by defining a mapping from the orientation of contour
points (CPs; calculated by gradient angle feature) to a reference
point (RP) in arbitrary shapes. It then detects a specific shape in
the test image according to the constructed R-table. Considering
typical objects (e.g., airplanes and ships) present with unknown
orientations and sizes in RSIs, the existing contour extraction
methods consume a large parameter space or use complex in-
variant features to cover all potential objects.

In the GHT, the positions of votes are calculated under all
possible rotation angles and scales when the objects to be de-
tected present different orientations and sizes. Votes are gathered
in a large parameter space [i.e., 4D- Hough counting space
(4D-HCS)], where the value of each cell in 4D-HCS indicates the
number of votes for the object with the corresponding horizontal
position, vertical position, rotation angle, and scale. To reduce
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the large storage requirement caused by 4D-HCS, some GHT
extensions replace 4D-HCS with 2D-HCS (i.e., eliminate two
degrees of freedom in the parameter space) at the expense
of using complex rotation-scale invariant features. In invariant
GHT (IGHT), features based on pairs of CPs are constructed to
extract object shapes in 2D-HCS. One weakness of IGHT is that
the pair-CPs-based feature is susceptible to occlusion and inter-
ference compared to the gradient angle feature [17]. Lin et al.
[18] proposed a rotation-invariant feature called radial-gradient
angle (RGA) to search for potential objects in 2D-HCS. The
RGA of the same CP was calculated multiple times during the
process of object detection. More complex invariant features
(e.g., Fourier-based descriptors and the local triangle feature)
were adopted in local-IGHT [19] and polygon-IGHT [20] to
detect objects with different orientations and sizes in 2D-HCS,
but using these features had a higher computational load than
using the gradient angle feature. In [21], by integrating different
channel features, feature learning technology, and an ensemble
classifier, an optical remote sensing imagery detector was estab-
lished to locate objects with different orientations and sizes in
RSIs. In [22], a detection framework was constructed by using a
rotation-invariant Fourier representation for a histogram of gra-
dient orientation (HoG) feature to detect objects with unknown
orientations and sizes. Although Fourier representation for an
HoG feature is invariant to object rotation, it requires multiple
calculations for Fourier transform and convolution operations.

In practice, since object detection in RSIs is susceptible
to interference from other objects with similar characteristics,
false alarms (FAs) often occur for RSIs containing complex
backgrounds. Researchers have developed different strategies
to reduce FAs for contour extraction methods. For example,
weighted voting and outline continuity factor-based strategies
were designed to reduce FAs caused by shape-similar distractors
in RSIs [23]. An iterative training-based IGHT was proposed to
reduce FAs by gradually increasing the number of votes for ob-
jects and decreasing the number of votes for interferences [24].
To improve the contour extraction results of a ship head, contour
refinement strategies and a Gini coefficient-based criterion were
presented to remove nonship-head contours with large curvature
or large Gini coefficients [25]. However, few strategies that are
used to reduce FAs for contour extraction based object detection
in RSIs explore the causes of FAs in detail.

The limitations of existing methods motivate us to consider
two interesting problems.

1) Design a contour extraction method that can extract po-
tential objects with unknown orientations and sizes using
a simple gradient angle feature in 2D-HCS.

2) Analyze the cause of FAs for contour extraction and
construct effective strategies to remove these FAs.

To address these problems, we replace the GHT voting mech-
anism that traverses CPs to accumulate votes in a large 4D-HCS
with the novel approach of using the contour information of
slices centered at arbitrary positions in the RSI to calculate the
number of votes at the corresponding position. Based on this idea
and considering that a tensor can record the structure relationship
of an object contour, it makes sense to exploit the tensor to de-
scribe the contour information of a slice to thus develop a contour

extraction method and analyze the cause of FAs. Therefore, we
propose the tensored GHT (TGHT) to extract object contours
with a single sample in 2D-HCS by using a simple gradient
angle feature. TGHT is a unified tensor-space-based contour
extraction scheme, including three parts, i.e., tensor-space-based
contour representation, a tensor-space-based voting mechanism,
and tensor-space-based FA removal. Specifically, for a template
image containing a certain object, the contour information is
described as a tensor representation R-table (TR-R-table). To
detect potential objects in an RSI, combined with a constructed
TR-R-table, we establish a tensor space-based voting mecha-
nism that traverses positions of the RSI instead of the GHT
voting mechanism that traverses CPs in RSI. In addition, to
reduce storage requirements and time consumption for ten-
sor operations in TGHT, we propose a multiorder binary tree
(BT)-based searching method to accelerate voting by efficiently
calculating the inner product between tensors. Furthermore, to
reduce FAs caused by various interferences in RSIs, the process
of object detection is converted to a tensor-space-based maxi-
mization of the inner product to reveal the cause of two types of
FAs, and two strategies [i.e., matching rate (MR) and matching
sparsity (MS)] are then presented to remove these FAs, respec-
tively. The experiments are conducted on RSIs with different
scenes collected from the publicly available NWPU-VHR-10
[1] dataset to examine the effect of TGHT in terms of storage
requirement, time consumption, and detection results compared
to well-known contour extraction methods.

The contributions of this article are summarized as follows.
1) Compared to GHT and existing GHT extensions utilizing

a 4D-HCS or complex invariant features to detect objects
with unknown orientations and sizes in RSI, TGHT ex-
ploits a novel tensor space voting mechanism to detect
objects with unknown orientations and sizes by avoiding
using either a large Hough counting space (4D-HCS) or
complex invariant features of other GHT extensions.

2) TGHT provides an analytic expression to calculate the
number of votes at each entry of 2D-HCS, which can
be utilized to reveal the cause of FAs. Reducing FAs
significantly improves object detection results. Although
existing contour extraction methods [13]–[25] have some
specific strategies to reduce FAs, they do not explore
the cause of FAs in detail. In comparison, by virtue of
the analytic expression for TGHT, the process of object
detection is converted to the process of solving the tensor-
space-based optimization problem, whose solution can be
utilized to analyze the cause of FAs. This allows us to
construct two strategies to remove these FAs.

3) TGHT can obtain accuracy votes for potential objects,
which ensures the effectiveness of the detection results.
A conventional GHT and its extensions utilize the tabular
function to accumulate votes, whereas the quantization
coordinates and fuzzy voting strategy cause a single CP
vote for the same position multiple times. This indicates
that the number of votes for GHT and existing GHT
extensions are not accurate. By contrast, by using the
tensor-space-based voting strategy for TGHT, the same
CP will vote for the same position no more than once.
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Thus, TGHT can obtain more accurate votes and better
detection results.

The remainder of our article is organized as follows. Sec-
tion II presents a brief review of the conventional GHT and
then presents TGHT in detail. Section III proposes a multiorder
BT-based searching method to reduce the storage requirements
and time consumption of TGHT. By virtue of the analytic
expression for TGHT, Section IV reveals the cause of two types
of FAs and proposes two respective strategies to remove these
FAs. Section V provides the experimental results. Section V-A
discusses the impact of parameter setting of TGHT on detection
results, Section V-B verifies the generality of two types of
interferences, Section V-C compares the storage requirements
and time consumption of TGHT and GHT, and Section V-D
compares the performance of TGHT with well-known contour
extraction methods and state-of-the-art deep learning methods
using publicly available datasets. Section VI concludes this
article.

II. TENSORED GHT

A brief introduction to the notation used in this article and the
conventional GHT is given in the following sections.

A. Notations and Operations

According to the conventional notations in [26], the lowercase
letter (e.g., s), the lowercase boldface letter (e.g., v), the upper-
case boldface letter (e.g.,M ), and the Euler script letter (e.g.,X )
denote scalar, vector, matrices, and tensors, respectively. For the
n-order tensor X ∈ Rd1×d2×,...,×dn , its (i1, i2, . . . , in) th entry
is denoted X (i1, i2, . . . , in), where di denotes the dimension
of the ith mode for the tensor. The definitions of basic tensor
operations used in this article are summarized as follows.

Definition 1 (Mode-k product): Let X ∈ Rd1×d2×,...,×dn be
an n-order tensor and M ∈ Rdk×d′

k be a matrix. The mode-
k product of X with M is denoted as X×dM , whose re-
sult is an n-order tensor of dimension d1×, . . . ,×dk−1 × d′k ×
dk+1×, . . . ,×dn with its (i1, . . . , ik−1, i

′
k, ik+1, . . . , in) entry

given by

(X×dM)(i1,...,ik−1,i′k,ik+1,,...,in)

=
∑

i

X (i1, . . . , ik−1, i, ik+1, , . . . , in)×M (i, i′k). (1)

Definition 2 (Inner product of tensors): Let X1 ∈
Rd1×d2×,...,×dnand X2 ∈ Rd1×d2×,...,×dn be n-order tensors.
The inner product of X1 and X2 is given by

〈X1,X2〉 =
∑

i1,i2,...,in

X1 (i1, i2, . . . , in)×X2 (i1, i2, . . . , in).

(2)
The operation of extracting the subtensor from the given

tensor is applied frequently in this article. For convenience,
the MATLAB notation is introduced to denote the subtensor
of a given tensor. For example, the notation X (:, :, :, i4, i5)
denotes the three-order subtensor of X ∈ Rd1×d2×,...,×d5 and

is calculated by

X (:, :, :, i4, i5) = X×4v1×5v2v1 ∈ Rd4v2 ∈ Rd5

v1 (i) =

{
1, if i = i4
0, otherwise

v2 (j) =

{
1, if j = i5
0, otherwise.

(3)

B. Brief Introduction to the GHT

GHT was introduced by Ballard [16] and is generalized from
the Hough transform to address contour extraction for nonan-
alytic shapes. As illustrated in Fig. 1, the RP (see the notion
(xr, yr) in Fig. 1) is selected in the template image, and the
gradient angles θ are calculated quantized to iθ for all the CPs.
Then, the R-table extracted from the template is constructed
to describe the mapping from CPs to RP by recording all the
reference vectors R(θ) (i.e., the displacement from CP to RP)
and the corresponding index numbers of gradient angles (i.e., iθ)
as entries in the offline phase. In the online phase, considering
that there are objects with different orientations and sizes in
RSIs, 4D-HCS is set up over the domain of the parameters,
where each finite cell of the HCS corresponds to a certain range
of positions, orientations, and scales of the object in the RSI.
To extract the potential objects in the RSI, the gradient angle
θ for each CP in the RSI is extracted and quantized to iθ,
and the position of vote [xr, yr] is calculated according to the
reference vectors R(θ) recorded in entry iθ of the R-table under
all potential rotation angles and scales. The generated votes are
gathered at the corresponding entry [xr, yr, α, s] of 4D-HCS, as
shown in

[xr, yr]
T = [x (θ) , y (θ)]T + s · β(α) ·R(θ) + [τ, τ ]T (τ ≤ δ)

(4)
where [xr, yr], θ, α, s, [x(θ), y(θ)], β(α), R(θ) and δ, respec-
tively, denote the position of the vote in the RSI, the gradient
angle, the rotation angle (i.e., the difference between the orienta-
tion of the object in the template image and that in the RSI), the
scale (i.e., the ratio between the size of the object in the template
image and that in the RSI), the position of CPs, the rotation
matrix, the reference vector, and the length of step for the fuzzy
voting strategy. For convenience, α and s hereinafter represent
the rotation angle and scale, respectively. After traversing all
the CPs in the RSI, the accuracy position, orientation, and size
of the potential objects are determined by the index number of
maxima in 4D-HCS.

The procedure for implementation of GHT is concluded as
follows.

1) For a given RSI, extract the contour image by using an
edge detection operator.

2) Traverse CPs in the RSI and calculate the index number
of the gradient angle for the corresponding CP.

3) Look up the reference vectors in the entry of the R-table
and increment the corresponding entries of 4D-HCS.

4) Select entries with values exceeding the threshold in 4D-
HCS as the RPs of candidate objects.
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Fig. 1. Illustration of object detection in RSIs using GHT and TGHT.

C. Extend GHT to TGHT

As discussed, 4D-HCS as used in GHT has a large storage
requirement. To reduce the dimensionality of 4D-HCS to 2D
and avoid using the complex invariant feature of other GHT
extensions, we propose the TGHT, as illustrated in Fig. 1. In the
offline phase, by utilizing the tensor-space-based contour repre-
sentation, the object contour in the template image is described
and recorded as a TR-R-table. In the online phase, to extract
potential objects in RSIs, we apply the tensor-space-based voting
mechanism instead of the GHT voting mechanism to gather
votes in 2D-HCS with the constructed TR-R-table.

1) Offline Phase of TGHT: In the offline phase of TGHT,
the contour information of the template image is described
and recorded as a TR-R-table for detecting objects with spe-
cific shapes in the RSI (denoted as IRSI ∈ RM ′×N ′

). Before
constructing the TR-R-table, the edge image Dtem ∈ RM×N is
extracted by an edge detection operator [27] from the given tem-
plate image (denoted Item ∈ RM×N ), where Dtem(i, j) = 1
denotes that the CP exists in position (i, j) of the template image.
According to the process of R-table construction for GHT, the
R-table describes the object shape by recording reference vectors
and corresponding gradient angles as entries. In other words,
the CPs for GHT have three attributes (i.e., horizontal position,
vertical position, and gradient angle). Since the potential objects
in the RSI may present different poses (i.e., different orientations
and sizes) relative to that in the template image, the same CP
in objects with different poses will have different positions and
gradient angles. An example of object rotation and scaling is
shown in Fig. 2. It is observed in Fig. 2 that after undergoing
rotation and scaling, the position of the CP changes from (i, j)
to (i′, j ′), and the gradient angle of the CP changes from θ to
θ′. This indicates that the attributes of CPs for an object with a
single orientation and size cannot be utilized directly to extract
an object contour with an unknown orientation and size in an
RSI. Therefore, it is necessary to calculate the attributes of CPs
in Item under different rotation angles and scales to cover all
potential objects in RSIs.

Proper steps Δα and Δs are used to traverse possible ranges
of rotation angle α and scale s, respectively, i.e., α ∈ [0, 2π]
and s ∈ [smin, smax], where smin and smax denote the possible
minimum and maximum scale, respectively. For current α =
(iα − 1)×Δα and s = (is − 1)×Δs+ smin, where iα and

Fig. 2. Illustration of the changes of attributes for object rotating and scaling.

is denote the index number of the rotation angle and the index
number of the scale, respectively, the new position of the CP
after rotation and scaling can be calculated by (5). Since the
gradient angle changes in the same ratio as the rotation of the
object [17], the new gradient angle of the CP can be calculated
by (6) as follows:

[i′, j ′]
T
= s · β (α) [i− xr, j − yr]

T + [xr, yr]
T (5)

θ′ = mod (θ + α, 2π) (6)

where [i′, j ′], [i, j], [xr, yr], θ′, θ, and mod(·), respectively,
denote the position of the CP after rotation and scaling, the
position of the CP, the position of the RP in Item, the gradient
angle of the CP after rotation and scaling, the gradient angle
of the CP, and the remainder operator. To reduce the slight
difference in the gradient angle for the same CP caused by
different imaging conditions, the gradient angle is separated into
iθ levels with the interval of Δθ, i.e., iθ = �θ/Δθ�, where ��
denotes the ceiling operator. Thus, the CP in the template image
has five attributes: horizontal position, vertical position, gradient
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Algorithm 1: Process of TR-R-Table Construction.

Input: template image Item ∈ RM×N

Initialization: set proper values to
Δα,Δs,Δθ, smin, smax, and construct a zero tensor
R ∈ RM×N×d3×d4×d5

Step1: Extract CPs in Item and calculate the
corresponding gradient angle using edge detection
operator.

for iα = [1 : d4]
{for is = [1 : d5]
{for each CP in Item
{Step2: Calculate the position (i, j) and the index
number of gradient angle θ for CP under rotation angle
α = (iα − 1)×Δα and scale
s = (is − 1)×Δs+ smin by using (5) and (6),
respectively.

Step3: Recording the CP indexed by attributes
(i, j, iθ, iα, is) to TR-R-table, i.e., R(i, j, iθ, iα, is)=
1.}}}

Output: R

angle, rotation angle, and scale. Considering that a tensor can
record the structure relationship of multiattribute data, it is
suitable to describe the object shape by recording the CPs with
different indices of attributes. Therefore, the R-table in GHT is
extended to the TR-R-table by constructing a five-order tensor
(i.e., R ∈ RM×N×d3×d4×d5 ) to record the contour information
of the object, where the first, second, third, fourth, and fifth
orders, respectively, represent the horizontal spatial domain, the
vertical spatial domain, the gradient angle domain, the rotation
angle domain, and the scale domain. According to the obtained
(i′, j ′, iθ) under indices iα and is, if the CP indexed by different
attributes (i, j, iθ, iα, is) exists, the corresponding element in
the TR-R-table is set to 1, i.e., R(i, j, iθ, iα, is)= 1; otherwise,
it is set to 0. After the attributes of each CP for all possible
α and s are calculated and recorded in R, the construction of
the TR-R-table is complete. The detailed process of TR-R-table
construction is concluded as shown in Algorithm 1.

Analogous to the fuzzy voting strategy in GHT, to prevent
the slight deformation of an object impacting contour extraction
caused by occlusion and imaging condition in RSIs, we adopt
the fuzzy strategy to tolerate the slight deformation of the object
contour, i.e., the position of CPs in the template image are
allowed to vary within a small neighborhood. To record the
fuzzy positions of CPs in the TR-R-table, we use two band
matrices, F 1 ∈ RM×M and F 2 ∈ RN×N , to generate the fuzzy
TR-R-table, as per

RF = binary

(
R

2∏

k=1

×kFk

)

Fk (i, j) =

{
1, if |i− j| ≤ δ
0, otherwise

(7)

where ×k, binary(·), and RF , respectively, denote the mode-k
product, the binarization operator that converts the input tensor

to a binary tensor, and the fuzzy TR-R-table. The detailed
operation of binary(·) is given in

binary (RF ) (i, j, iθ, iα, is)

=

{
1 if RF (i, j, iθ, iα, is) ≥ 1
0 otherwise.

(8)

For convenience, the fuzzy TR-R-table is hereinafter denoted
as TR-R-table (i.e., R).

2) Online Phase of TGHT: In the online phase, the potential
objects are detected for a given RSI (denoted as IRSI ∈ RM ′×N ′

)
by using the constructed TR-R-table in the offline phase. First,
the CPs in IRSI are extracted by an edge detection operator,
and the attributes of CPs are calculated, including the positions
and gradient angles. Subsequently, it is essential to construct
an effective voting mechanism to locate potential objects. Since
the position, rotation angle, and scale for potential objects are
unknown, the GHT voting mechanism requires the construction
of a 4D-HCS to store generated votes to locate potential objects.
To reduce the dimensionality of HCS from 4-D to 2-D, the slice
centered at each position in the RSI is operated to calculate the
number of votes at the corresponding position and store these
results in the same entry of 2D-HCS.

In detail, a window with the same size as the template image is
adopted to scan each position (xr, yr) in the RSI to obtain a series
of slices. For each slice (denoted Is), the gradient angle of the
CPs is separated into iθ levels with the interval ofΔθ just as in the
process of the offline phase. To describe these CPs with different
attributes (i.e., the position and gradient angle) in the slice, the
attributes of CPs in the slice are recorded into the tensor as part of
the TR-R-table construction. Note that the orientation and size of
the object in the template image are known, whereas those of the
potential object in the slice are unknown. Therefore, by reducing
the rotation angle domain and scale domain of the TR-R-table,
only a three-order tensor, denoted X (xr,yr)

s ∈ RM×N×d3 , is
required to describe the contour information of the slice. Here,
the first, second, and third orders represent the horizontal spatial
domain, vertical spatial domain, and gradient angle domain,
respectively. Similar to the TR-R-table construction, if the CP
indexed by attributes (i.e., the position (i, j) and iθ) exists in
the slice, the corresponding element of X (xr,yr)

s is set to 1, i.e.,
X (xr,yr)

s (i, j, iθ) = 1; otherwise, it is set to 0.
Next, the number of votes at the candidate RP (xr, yr)

of the RSI is calculated according to the constructed TR-
R-table and X (xr,yr)

s . Note that if both R(i, j, iθ, iα, is) and
X (xr,yr)

s (i, j, iθ) are equal to 1, i.e., there is a CP with the same
attributes (i, j, iθ) in both the template image and the slice, the
CP in the slice will vote for the candidate RP (xr, yr) under the
specific index number iα of rotation angle and index number is
of scale. Therefore, 〈X (xr,yr)

s ,R(:, :, :, iα, is)〉 can be used to
calculate the number of votes at a candidate RP (xr, yr) under a
corresponding index number of rotation angle (i.e., iα) and index
number of scale (i.e., is), where 〈〉 denotes the inner product op-
eration. For specific iα and is, larger 〈X (xr,yr)

s ,R(:, :, :, iα, is)〉
means more votes are gathered at the candidate RP under iα and
is. Thus, the accurate rotation angle and scale of the potential
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object are determined by the maximum votes index number
iα and is for 〈X (xr,yr)

s ,R(:, :, :, iα, is)〉∀iα, is. Additionally,
since there is an approximately linear relationship between the
number of CPs and the scale of the object, to prevent the scale
from impacting the number of votes, the scale (smin + is ×Δs)
corresponding to is for the potential object is used to normalize
the number of votes. The final number of votes for a candidate RP
(xr, yr) is calculated by (9) and recorded in the corresponding
entry of 2D-HCS

HCS (xr, yr) = max
iα,is

〈
X (xr,yr)

s ,R (:, :, :, iα, is)
〉

(smin + is ×Δs)
. (9)

After calculating the number of votes at each position of
the RSI, the positions of candidate objects can be extracted
by searching the maxima in entries of 2D-HCS. Note that the
elements in X (xr,yr)

s and R(:, :, :, iα, is) are binary, so a single
CP in the RSI generates no more than one vote at the specific
position of the RSI for TGHT. By contrast, in the GHT voting
mechanism, which incorporates a fuzzy voting strategy and
coordinate quantification, by using different reference vectors
R(θ) recorded in the R-table, a single CP [x(θ), y(θ)] may
increment the same entry of 4D-HCS multiple times [see (4)],
i.e., a single CP in the RSI may generate more than one vote at
the specific position of the RSI for GHT. Thus, TGHT appears
to output more accurate votes than GHT.

III. EFFECTIVE IMPLEMENTATION OF TGHT

To reduce the time consumption and storage requirement for
tensor operations in TGHT, we propose an effective implemen-
tation of TGHT based on an index number searching strategy.

TGHT utilizes the inner product of two tensors (i.e.,
R,X (xr,yr)

s ) to calculate the number of votes at position
(xr, yr) of the RSI [see (9)], and store them into the corre-
sponding entry (xr, yr) of 2D-HCS. In this way, it will con-
sume the store space of the entire tensor R ∈ RM×N×d3×d4×d5

and X (xr,yr)
x ∈ RM×N×d3 , and some dynamically allocated

storage space caused by accumulating votes. Therefore,
the spatial complexity of using tensor operations directly
isO(M ×N × d3 × d4 × d5). Note that the number of multi-
plications for calculating the number of votes at entry (xr, yr)
in (9) is equal to M ×N × d3 × d4 × d5 + d4 × d5. There-
fore, the time complexity of using tensor operations directly
isO(M ×N × d3 × d4 × d5). According to the construction
process of X (xr,yr)

s and R, if CPs with specific attributes exist
in the template image or slice of the RSI, the elements in the
corresponding entries ofX (xr,yr)

s orR are equal to 1; otherwise,
they are equal to 0. This means that X (xr,yr)

s and R are binary.
Moreover, since the number of CPs in the template image or
slice of the RSI is much smaller than the number of elements in
X (xr,yr)

s or R, X (xr,yr)
s and R are sparse (i.e., only a small

number of elements are 1). From the definition of the inner
product between tensors, the result of the inner product is not
related to the 0 elements. Therefore, it only needs to store the

p×M ×N × d3 × d4 × d5 index numbers of elements corre-
sponding to a 1 value inR instead of storing entire tensor, where
p denotes the proportion of the elements corresponding to a 1
value in all the elements for R. Thus, the storage load caused by
X (xr,yr)

s and R is significantly reduced. Based on these index
numbers, an index number searching method is constructed to
calculate the number of votes at the entry of 2D-HCS, according
to the following steps.

For each index number that corresponds to an element with
a 1 value in X (xr,yr)

s , search the same index number among
all the index numbers that correspond to elements with a 1
value in R(:, :, :, iα, is). If the same index number exists, the
number of votes under iα and is will be accumulated by 1. The
final number of votes at each entry of 2D-HCS is determined
by the maxima of the number of votes under different iα and
is.

Note that the time consumption of the index number searching
method is related to the searching strategy. As an example, for
exhaustive searching (i.e., compare the index number (i, j, iθ)
of elements equal to 1 in X (xr,yr)

s with the index number of all
elements equal to 1 in R until the same index number is found),
the largest number of comparison operations for searching the
index number (i, j, iθ) is equal to p×M ×N × d3 × d4 × d5.
To reduce the time consumption of voting for TGHT, an efficient
searching strategy is required.

Inspired by the search tree [31] method that is widely used
in data searching, we propose a multiorder BT-based searching
method to accelerate obtaining the number of votes at each entry
of 2D-HCS by reducing comparison operations for index num-
ber searching. Compared with the typical search tree methods,
including the binary search tree, 2-3-4 tree, and k-d tree, the
multiorder BT is constructed for specific applications (e.g., to
accelerate voting) and is more suitable for matching indices of
multiorder tensor data. Fig. 3 illustrates the procedure of the
multiorder BT-based searching method.

As can be seen in Fig. 3, the multiorder BT-based searching
method traverses each index number (i, j, iθ) that corresponds
to an element with a 1 value in X (xr,yr)

s and accumulates the
generated votes under different iα and is in accumulator P,
where the resulting P (iα, is) denotes the number of votes under
rotation angle iα and scale is. The final number of votes in
HCS(xr, yr) is determined by the maxima in P. From Fig. 3,
the multiorder BT-based searching method consists of the four
stages detailed ahead.

To conveniently describe the detailed process for the
multiorder BT-based searching method, we define the sets
S
(xr,yr)
X = {(i, j, iθ)|X (xr,yr)

s (i, j, iθ) = 1, ∀i, j, iθ} and SR =
{(i′, j ′, i′θ, i′α, i′s)|R(i′, j ′, i′θ, i

′
α, i

′
s) = 1, ∀i′, j ′, i′θ, i′α, i′s},

where (i, j, iθ) ∈ S
(xr,yr)
X and (i′, j ′, i′θ, i

′
α, i

′
s) ∈ SR,

respectively, denote the index numbers that correspond to
elements with a 1 value in X (xr,yr)

s and the index numbers that
correspond to elements with a 1 value in R.

In the first stage of the searching method, the index num-
ber (i, j, iθ) ∈ S

(xr,yr)
X along the first order (e.g., i) is searched

among all the index numbers (i′, j ′, i′θ, i
′
α, i

′
s) ∈ SR along the
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Fig. 3. Procedure of using multiorder BT-based searching method to calculate
the number of votes in 2D-HCS.

first order (i.e., horizontal spatial domain). To build the first-
order BT, all the index numbers (i′, j ′, i′θ, i

′
α, i

′
s) ∈ SR along

the first order are extracted using

v1 = R
5∏

k=2

×k1dk

S1 = {s|v (s) > 0, 1 ≤ s ≤ M} (10)

where 1dk
=

T

[1, . . . , 1]︸ ︷︷ ︸
dk

, and S1 denotes a set containing the

index numbers of elements equal to 1 in R along the first order.
Subsequently, the first-order BT is constructed according to the
following steps to record these index numbers in set S1. For the
index numbers of elements equal to 1 in R along the first order
recorded in set S1, choose the median index number of all the
index numbers as the key of the root node, and partition the other
index numbers into two approximately equal-sized sets, where
the first set contains all the index numbers whose values are
less than this median, and the second set contains the remaining
index numbers. The medians of the first subpartition set and
the second subpartition set are regarded as the keys of the root
node for the left and right subtrees, respectively. The tree is
built recursively until all the index numbers recorded in S1 are
assigned to the keys of nodes. Fig. 4 presents an example of
constructing a first-order BT.

Note that all the first-order index numbers for elements equal
to 1 in R, i.e., {i′|(i′, j ′, i′θ, i′α, i′s) ∈ SR, ∀i′, j ′, i′θ, i′α, i′s}, are
recorded into corresponding nodes of the first-order BT. For the
first index number i to be searched, the first-order BT can be
used to search the same index number from the keys of nodes

Fig. 4. Constructing first-order BT.

using the following steps. Compare i with the key of the root
node for the first-order BT. If i is smaller, the left subtree is
searched. If i is larger, the right subtree is searched. If i is equal
to the key of root node, the search is successful. The process
is repeated until i is found or the remaining subtree is null. If
the search is successful, i.e., there is a same first-order index
number i among all {i′|(i′, j ′, i′θ, i′α, i′s) ∈ SR, ∀i′, j ′, i′θ, i′α, i′s},
the second index number (e.g., j) is searched later. If there is
no node with a key with i, the search is stopped because the
corresponding elements in X (xr,yr)

s will not generate votes.
Similar to the first stage, the second-order index number

j is searched among all the{(i′, j ′, i′θ, i′α, i′s)|(i′, j ′, i′θ, i′α, i′s) ∈
SR, i

′ = i, ∀j ′, i′θ, i′α, i′s} along the second order (i.e., ver-
tical spatial domain). To build the second-order BT,
the index numbers{(i′, j ′, i′θ, i′α, i′s)|(i′, j ′, i′θ, i′α, i′s) ∈ SR, i

′

= i, ∀j′, i′θ, i′α, i′s} along the second order (i.e., vertical spatial
domain) are extracted using

M2 = R
5∏

k=3

×k1dk

S
(i)
2 = {s|M2 (i, s) > 0, 1 ≤ s ≤ N} (11)

where S
(i)
2 denotes a set containing the index numbers {(i′,

j′, i′θ, i
′
α, i

′
s)|(i′, j ′, i′θ, i′α, i′s) ∈ SR, i

′ = i, ∀j′, i′θ, i′α, i′s} along
the second order. By using the extracted index number recorded
in S

(i)
2 , the corresponding second-order BT is built in the same

way as the first-order BT.
The constructed second-order BT is searched with the same

approach as the first-order BT, but for j. If the search is success-
ful, the third-order index number iθ is searched later. If there
is no node containing a key with j in the second-order BT, the
search is stopped.

Similar to the first and second stages, the third-order
index number iθ is searched among all the index numbers
{(i′, j ′, i′θ, i′α, i′s)|(i′, j ′, i′θ, i′α, i′s)∈SR, i

′= i, j′=j,∀j ′, i′θ, i′α,
i′s} along the third order (i.e., gradient angle domain). To build
the third-order BT, the index numbers {(i′, j ′, i′θ, i′α, i′s)|
(i′, j ′, i′θ, i

′
α, i

′
s) ∈ SR, i

′ = i, j ′ = j,∀i′θ, i′α, i′s} along the third
order are extracted using

T3 = R
5∏

k=4

×k1dk

S
(i,j)
3 = {s|T3 (i, j, s) > 0, 1 ≤ s ≤ d3} (12)
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where S
(i,j)
3 denotes a set containing the index numbers

{(i′, j ′, i′θ, i′α, i′s)|(i′, j ′, i′θ, i′α, i′s) ∈ SR, i
′ = i, j′ = j,∀i′θ, i′α,

i′s} along the third order. Similar to the first and second-order
BTs, the third-order BT is built to record the index numbers
{(i′, j ′, i′θ, i′α, i′s)|(i′, j ′, i′θ, i′α, i′s) ∈ SR, i

′ = i, j′ = j,∀i′θ, i′α,
i′s} along the third order.

By using the constructed third-order BT, the third-order index
number iθ is searched in the same way again. If the search is
successful, the votes are generated and accumulated in the fourth
stage. If there is no node containing a key with iθ in the third-
order BT, the search is stopped.

In the fourth stage, the index numbers {(i′, j ′, i′θ, i′α, i′s)|
(i′, j ′, i′θ, i

′
α, i

′
s) ∈ SR, i

′ = i, j′ = j, i′θ = iθ, ∀i′α, i′s} along the

fourth and fifth orders are extracted and recoded into set S(i,j,iθ)
4

to generate votes under different rotation angles and scales by
using

S
(i,j,iθ)
4 = {(i′α, i′s) |R (i, j, iθ, i

′
α, i

′
s)

= 1, 1 ≤ i′α ≤ d4, 1 ≤ i′s ≤ d5} (13)

where S
(i,j,iθ)
4 denotes a set containing the index numbers of

rotation angles and of scales for votes. If the search is successful
for the first three stages, the votes under different rotation angles
and scales are generated according to the (i′α, i

′
s) recorded in

S
(i,j,iθ)
4 , and the corresponding entries (i′α, i

′
s) of P ∈ Rd4×d5

are accumulated. After all the index numbers (i, j, iθ) ∈ S
(xr,yr)
X

are processed using the multiorder BT-based searching method,
the number of votes at HCS(xr, yr) is determined by the
maxima of P entries. The multiorder BT is thus complete.

Since the largest number of comparison operations between
the index number i and the keys in the BT is equal to the height
of the corresponding BT, the largest number of comparison
operations for searching the index number (i, j, iθ) ∈ S

(xr,yr)
X

is approximately log(M ×N × d3). Compared with the largest
number of comparison operations (i.e., p×M ×N × d3 ×
d4 × d5) for exhaustive searching, the multiorder BT-based
searching method significantly reduces the comparison oper-
ations to accelerate voting. Therefore, the time complexity of
using multiorder BT is O(Ncp × log(M ×N × d3)), where
Ncp denotes the number of CPs in slice centered at (xr, yr). By
comparing the time complexity between using tensor operations
directly (i.e.,O(M ×N × d3 × d4 × d5)) and using multiorder
BT (i.e., O(Ncp × log(M ×N × d3))), it can be found that the
multiorder BT will obtain smaller time complexity when the
slice contains few CPs or the R presents a large size.

The process for calculating the number of votes by using the
multiorder BT-based searching method is concluded as shown
in Algorithm 2.

By using the proposed multiorder BT-based searching
method, the procedure to implement TGHT is briefly described
as follows.

1) For a given RSI, extract the contour image using an edge
detection operator.

2) Traverse positions (xr, yr) in the RSI, and extract the slice
centered at the corresponding position.

Algorithm 2: Process of Calculating the Number of Votes
by Using Multiorder BT-Based Searching Method.

Input: RSI IRSI ∈ RM ′×N ′
, multiorder BT

for: xr = 1: M’
for: yr = 1: N’
Initialization: accumulator P ∈ Rd4×d5

Step 1: Construct X (xr,yr)
s according to the slice centered

at (xr, yr) in RSI
Step 2: for: each (i, j, iθ) ∈ S

(xr,yr)
X .

Step 3: Search first-order index number i using first-order
BT. If the search is successful, perform step.4,
otherwise, perform step.2

Step 4: Search second-order index number j using
second-order BT. If the search is successful, perform
step.5, otherwise, perform step.2

Step 5: Search third-order index number iθ using
third-order BT. If the search is successful, perform
step.6, otherwise, perform step.2

Step 6: according to all the index numbers of rotation
angle and scale recorded in S

(i,j,iθ)
4 , accumulate votes

to P
end
Step 7: Let HCS(xr, yr) = max

iα,is
P (iα, is)

end
end
Output: 2D-HCS

3) For CPs with attributes in the slice, apply the multiorder
BT-based searching method to obtain the number of votes
at entry (xr, yr) of 2D-HCS.

4) Select entries with values exceeding the threshold in 2D-
HCS as the RPs of candidate objects.

IV. FURTHER IMPROVEMENT TO TGHT FOR FA REMOVAL

Since the contour extraction results are susceptible to other
objects with similar characteristics, FAs occur frequently in RSI
object detection. Before constructing an effective strategy to re-
duce FAs, the cause of FAs for contour extraction must be under-
stood. Unlike other contour extraction methods that utilize the
discrete tabular function to gather votes, TGHT provides an an-
alytic expression [see (9)] to calculate the number of votes at an

arbitrary entry of 2D-HCS, i.e., it utilizes 〈X (xr,yr)
s ,R(:,:,:,i∗α,i∗s)〉

(smin+is×Δs)
to calculate the number of votes at a specific entry of 2D-HCS,
where i∗α and i∗s, respectively, denote the optimal index number
of the rotation angle and the scale for the potential object. Note
that the contour extraction method searches the entries with
maximum votes in HCS as the RPs of candidate objects. That is,
searching the maxima in entries of 2D-HCS as RPs of candidate
objects can be converted to a tensor-space-based optimization
problem, as shown in

arg max
(xr,yr)

〈
X (xr,yr)

s ,R (:, :, :, i∗α, i
∗
s)
〉
/ (smin + i∗s ×Δs)

s.t. X (xr,yr)
s (i, j, k) ∈ {0, 1} ∀i, j, k. (14)
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For a specific RSI, the optimal (x∗
r, y

∗
r) denotes the position

of candidate objects. To obtain X (x∗
r,y

∗
r)

s of candidate objects
to analyze FA causes, the optimal X (x∗

r,y
∗
r)

s that can maximize
(14) must be solved. Although typical optimization algorithms
(e.g., the simplex algorithm [28]) can be used to solve (14), it
is complex and difficult to obtain all the solutions when the
solutions are not unique. To solve the optimization problem
effectively, we observe from (14) that the objective function
belongs to the simple inner product operation, and the feasible
region of each element in X (xr,yr)

s is {0, 1}. Therefore, the
optimal solution of X (xr,yr)

s can be conveniently formulated
using the following logical analysis.

According to (14), since (smin + i∗s ×Δs) > 0
and Rare binary, the value for each element of
R(:, :, :, i∗α, i

∗
s)/(smin + i∗s ×Δs) is nonnegative. If the

elements in R(:, :, :, i∗α, i
∗
s)/(smin + i∗s ×Δs) are positive,

the corresponding elements in optimal X (xr,yr)
s are set to 1

to maximize the objective function [i.e., (14)]. If the elements
in R(:, :, :, i∗α, i

∗
s)/(smin + i∗s ×Δs) are equal to 0, the value

of the objective function is not affected by the value of the
corresponding elements in optimal X (x∗

r,y
∗
r)

s . Therefore, the
optimal X (xr,yr)

s can be written as

X (x∗
r,y

∗
r)

s (i, j, iθ) =

{
1, ifR (i, j, iθ, i

∗
α, i

∗
s) = 1

t ∀t ∈ {0, 1} , otherwise
(15)

where X (x∗
r,y

∗
r)

s is the optimal X (xr,yr)
s . According to (15),

X (x∗
r,y

∗
r)

s only depends on the value of elements in entry
{(i, j, iθ)|R(i, j, iθ, i

∗
α, i

∗
s) = 1∀(i, j, iθ)}. This indicates that

the decision criterion that searches the entries with maximum
votes as positions of candidate objects only needs to focus on
CPs in the slice with attributes (i, j, iθ), where the template
image containing CPs with the same attributes (i, j, iθ) (i.e.,
R(i, j, iθ, i

∗
α, i

∗
s) = 1), and it can ignore CPs in slice with at-

tributes (i, j, iθ) such that R(i, j, iθ, i
∗
α, i

∗
s) = 0. In other words,

the decision criterion focuses solely on the number of CPs in the
slice that match the template image, and it ignores the CPs in
the slice that do not match the template image and the structure
relationship of matched CPs. In the following, according to the
weakness of the decision criterion, two FA removal strategies
are proposed to reduce FAs caused by two representative types
of interference respectively.

A. Removal of FAs Caused by Interference With
Complex Contour

For a noninteresting object with a large number of CPs, there
are more elements equal to 1 in the corresponding X (xr,yr)

s .
Thus, more elements are coincidentally matched by the ele-
ments equal to 1 in R(:, :, :, i∗α, i

∗
s) to generate enough votes

to be mistaken as objects using the contour extraction method,
causing FAs. In our article, this type of interference is defined as
noninteresting objects with more CPs than objects to be detected
and is called interference with complex contour (ICC). To further
illustrate this concept, some representative examples obtained
using the template image of an airplane [see Fig. 6(a)] and the
RSI collected from the NWPU-VHR 10 dataset are displayed in

Fig. 5, which shows the objects to be detected in the first two
rows and ICCs in the middle two rows. It can be seen that ICCs
have more CPs than objects, some of which are coincidentally
matched by template images, so it is easy for them to be mistaken
as objects. Therefore, the decision criterion that focuses on the
number of votes cannot be used to distinguish between objects
and ICCs. Notably, although both an object and an ICC present
various CPs matched by the template image, the ICC has more
unmatched CPs than an object, i.e., only a small proportion of
CPs for the ICC are matched by a template image. Therefore,
we define the MR score to distinguish between objects and FAs
caused by ICCs in

VMR (xr, yr) = HCS (xr, yr) /sum
(
X (xr,yr)

s

)
(16)

where VMR(·) and sum(·) denote the MR score of a candidate
object and the summation operator, respectively. Note that there
are enough matched CPs (i.e., enough votes) for both ICCs and
objects, whereas the sum(X (xr,yr)

s ) that corresponds to ICCs is
much larger than the sum(X (xr,yr)

s ) that corresponds to objects.
Therefore, the VMR(·) of ICCs is much smaller than that of
objects. For the examples in Fig. 5, the MR scores for the objects
in the first and second rows are 0.118 and 0.109, respectively,
whereas the MR scores for the ICCs in the third and fourth rows
are only 0.058 and 0.058, respectively. Therefore, candidate RPs
with a small MR are considered to be FAs and are removed.

B. Removal of FAs Caused by Interferences that are Partially
Similar to Objects

For a noninteresting object that is partially similar to an object,
parts of CPs are easily matched to the corresponding CPs in the
template image because the CPs in this type of noninteresting
object and an object have similar attributes. For convenience, this
type of interference is defined as interferences that are partially
similar to objects (IPSs). Representative examples of IPSs can
be seen in last two rows of Fig. 5, where the fifth and sixth rows
show the boarding bridge and stripe on the ground, respectively.
Since part of the contour for this type of interference (see Fig. 5)
is similar to the partial contour of the object, these interferences
generate enough matched CPs to be mistaken as objects.

Unlike ICCs, FAs caused by IPS are difficult to remove with
the MR criterion because the number of CPs for IPS is not large
enough (see the last rows of Fig. 5). Therefore, it is necessary
to develop another strategy to remove FAs caused by IPS.

To distinguish between objects and IPSs, we need to construct
an effective strategy to quantitatively describe the characteristic
that the matched CPs for IPS are concentrated on the partial
contour of an object. To this aim, we first count the histograms
for the objects and IPSs (see the last column of Fig. 5), where
each bin denotes the proportion between the number of matched
CPs with corresponding iθ (i.e., the index number of the gra-
dient angle) and the sum(R(:, :, iθ, i

∗
ϕ, i

∗
s)). Compared with the

histogram obtained by an object (see Fig. 5), the matched CPs
in an IPS concentrate on parts of objects, so only a few bins
in the histogram have large values and the others have very
small values. In other words, the histogram for an IPS is sparser
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Fig. 5. Representative examples of objects and false alarms. The first two rows are examples of the objects, the middle two rows are examples of interference
with complex contour (ICC), and the last two rows are examples of interference with partial-similarity (IPS). The columns from left to right show an input slice,
the edge detection results of the slice, matched CPs in the slice, and the histogram of matched CPs.

than the histogram for an object. To capture this characteristic,
we introduce a sparsity measure [29] to calculate the matching
sparsity score (MS) as follows:

VMS (xr, yr) =
‖y‖1 −

√
d3‖y‖2

‖y‖2 −
√
d3‖y‖2

y (n) =
Z (n)

Ztotal (n)

Z =
(
X (xr,yr)

s &R (:, :, :, i∗α, i
∗
s)
)∏

k �=3

×k1dk
Ztotal

= R (:, :, :, i∗α, i
∗
s)
∏

k �=3

×k1dk
(17)

where 1dk
=

T

[1, . . . , 1]︸ ︷︷ ︸
dk

, the operator & denotes the logic and

operation, VMS(·) denotes the MS, and d1 = M,d2 = N . Here,
Z is a vector, where the value in the iθ th entry indicates the
number of matched CPs with index number iθ of the gradient
angle. Ztotal is a vector, where the value in the iθ th entry
indicates the number of CPs in the template image (undergoing
rotation and scale transformation) with index number iθ of the
gradient angle. The value in the entry iθ of y (i.e., the value in iθ
th bin of histogram) denotes the proportion between the number
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of matched CPs with index number iθ of the gradient angle and
the total number of CPs in the template with index number iθ
of the gradient angle. The MS score is a scale ranging from
0 to 1. The sparser is y, the larger is the MS score. Since the
matched CPs of an IPS concentrate part of the contour, the y of
an IPS is sparser than that of an object. This indicates that the
IPS will obtain a larger MS than objects. For the examples in
Fig. 5, the MS scores for the objects in the first and second rows
are 0.179 and 0.185, respectively, whereas the MS scores for the
IPSs in the fifth and sixth rows of Fig. 5 are 0.598 and 0.584,
respectively.

Combined with the constructed MR score, the MS score and
the number of votes, the final decision criteria in TGHT are given
in

C (xr, yr) =

⎧
⎪⎪⎨

⎪⎪⎩

1, ifHCS (xr, yr) ≥ V th and
VMR (xr, yr) ≥ V th

MR and
VMS (xr, yr) ≤ V th

MS

0, otherwise

(18)

where Vth, V th
MR, and V th

MS denote the threshold for the number
of votes, the threshold of MR score, and the threshold of MS
score, respectively. If C(·) is equal to 1, the object exists in the
corresponding RP; otherwise, the object does not exist.

Note that there is a distance between different objects in RSIs.
To prevent the detected objects from overlapping, we adopt
the nonmaximum suppression method [30] to remove those
RPs (xr, yr)whose number of votes is not the maxima in the
HCS neighborhood of (xr, yr). The final RPs are treated as the
positions of the detected objects, and the bounding boxes with
the proper size are used to mark the detection results.

V. EXPERIMENTS AND ANALYSIS

In the experiments, two datasets containing RSIs with differ-
ent scenes were utilized to evaluate the performance of TGHT in
terms of storage load, time consumption, and detection results.
The detailed information of the two datasets are given as follows.

1) Dataset 1: This dataset contains 30 RSIs with differ-
ent scenes collected from the publicly available North-
western Polytechnical University very high resolution-10
(NWPUVHR-10) dataset [1]. These RSIs contain three
types of objects with different orientations and sizes.
Among these, 10 RSIs contain 94 airplanes, 10 RSIs
include 227 oil tanks, and the remaining 10 RSIs contain
31 ships.

2) Dataset 2: This is the NWPU-2 dataset. There are 41
harbor images for the training and test sets, which, respec-
tively, consist of 322 ships and 151 ships. Furthermore,
these RSIs are extended by ten times using data augmenta-
tion, i.e., scale transform and rotation transform. Detailed
information about NWPU-2 dataset can be found in [35].

Representative RSIs are displayed in Fig. 11, of which the
three RSIs [see Fig. 11(a), (f), and (l)] are used to extract slices
(see Fig. 6) as the three types of template image. The contours
of the template images are generated by edge detection and
interference removal.

Fig. 6. Template image and contour: (a) template image of airplane,
(b) template image of ship, (c) template image of oil tank, (d) contour of
(a), (e) contour of (b), and (f) contour of (c).

The experiments consist of four parts. The impact of parame-
ter setting on TGHT is detailed in Section V-A, and the generality
of the defined two types of FAs is verified in Section V-B. In
Section V-C, the main storage requirement and time consump-
tion for TGHT are discussed and compared with those of the
conventional GHT. In Section V-D, the performance of TGHT
in terms of object detection is evaluated and compared with
three representative contour extraction based object detection
methods (i.e., GHT, IGHT, and RGA) and some state-of-the-art
deep-learning-based object detection methods (i.e., HSF-Net,
Fast R-CNN, and Faster R-CNN).

All the simulations are performed running on an i7-7700
Intel processor at 3.6 GHz and 8 GB memory with a Windows
10 system. The MATLAB interpreter consumes extra time to
translate the algorithm, impacting the performance evaluation in
terms of time consumption. Thus, to effectively evaluate the time
consumption of TGHT and GHT, the simulations in Section V-C
are implemented using Visual Studio 2017 (C++ programing
language). However, the simulations in the other sections that
are not related to time consumption are implemented using
MATLAB 2018b.

A. Analyze the Impact of Parameter Setting on TGHT

The main parameters of TGHT are smin, smax, d3, d4, d5, Vth,
and δ, which, respectively, denote the minimum possible scale
of objects to be detected in RSIs, the maximum possible scale
of objects to be detected in RSIs, the dimension of the gradient
angle domain for the TR-R-table, the dimension of the rotation
angle domain for the TR-R-table, the dimension of the scale
domain for the TR-R-table, the threshold of the number of votes,
and the threshold of the fuzzy strategy, as described in Section II.
Since the parameters smin and smax can be determined by the
size of objects to be detected in RSIs and the size of the object
in the template, in our experiments, smin and smax were set to
0.5 and 2, respectively.
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TABLE I
DETECTION RESULTS WITH VARIOUS d3

TABLE II
DETECTION RESULTS WITH VARIOUS d4

TABLE III
DETECTION RESULTS WITH VARIOUS d5

TABLE IV
DETECTION RESULTS WITH VARIOUS Vth

To demonstrate the impact of parameter setting on TGHT
and to select the optimal parameter setting for subsequent ex-
periments, the detection results of 10 RSIs with airplanes under
different parameter settings (see Tables I–V) are discussed in
detail. Here, Rr(%), Rp(%), and Nt, respectively, denote the
recall, precision, and number of CPs in the template. Since
the gradient angle of CPs in the object of the RSI is slightly
different from that of CPs in the object of the template image, a
proper interval of gradient angle (i.e.,Δθ) ensures the CPs of the
object in the template image and the RSI obtain the same index
number of gradient angles. In other words, a proper d3 ensures
the corresponding CPs in objects of the RSI and the template
image have the same attribute of gradient angle. If d3 is too
large, the corresponding CPs in the object of the RSI and the
object of the template image will have different gradient angle
attributes, and potential objects may be missed. From Table I,
TGHT has low recall when d3 >12. Furthermore, Tables II
and III show the precision and recall under different numbers
of intervals for rotation angles (i.e., d4) and scales (i.e., d5),
respectively. For a large d4 or d5, the contour information of the
object under different poses with slight differences is recorded in
the TR-R-table, which means that potential objects with different
poses are more easily detected. It is observed that as d4 or d5
increases, recall improves. Since the entries of 2D-HCS with
values larger than Vth are considered the positions of objects,
a larger Vth indicates fewer FAs and detected objects. Thus, as
Vth decreases, the recall of TGHT improves, but the precision
of TGHT decreases. Because δ determines the threshold of the
fuzzy strategy, a proper δ ensures TGHT is robust to the object
shape with slight deformation. However, too large δ causes inter-
ferences with similar shapes to be mistaken as potential objects.

TABLE V
DETECTION RESULTS WITH VARIOUS δ

TABLE VI
OPTIMAL PARAMETER SETTING OF TGHT

From Table V, precision is reduced under large δ. Based on the
abovementioned analysis, the determined optimal parameters
(see Table VI) are adopted in the subsequent experiments.

Next, we consider the essential preprocessing step of edge
detection. Considering that deep-learning-based edge detection
methods can obtain better performance than the conventional
Canny operator, we select a representative deep-learning-based
method [i.e., the holistically-nested edge detection method
(HED)] instead of the Canny operator to evaluate the detection
results of TGHT. Here, the HED networks are considered image-
to-image edge detection technology by means of a deep learning
model that leverages fully convolutional neural networks and
deep supervised nets. The HED networks have obtained excel-
lent edge detection results for natural images (e.g., 0.782 ODS
F-score on the BSD500 dataset), and the source code and the
pretrained models are available in [34].

To demonstrate the impact of different edge detection methods
on the performance of TGHT, the Canny operator and the
HED-network-based edge detection method were utilized. Fig. 7
displays the edge detection results for different methods.

Compared to the Canny operator, the HED method can reduce
the edges of interferences with small sizes by using multiscale
and multilevel feature learning. As shown in Fig. 7, the HED
method obtains a more complete contour of the object and
fewer contours of interferences than the Canny operator. This
indicates that the HED method can be used to effectively prevent
interference from being determined as objects. To verify this
interpretation, the optimal parameters of TGHT (see Table VI)
were adopted to evaluate TGHT with the Canny operator and
with the HED method. Table VII presents the corresponding
detection results. Notably, TGHT with the HED method outper-
formed TGHT with the Canny operator in terms of recall and
precision. However, the HED method requires many training
samples, whereas the Canny operator does not need any training
samples. To ensure the proposed TGHT can be used to detect
objects by using limited samples, TGHT with the Canny operator
is adopted in our experiments.

B. Verify the Generality of FAs Caused by ICC and IPS in RSI

In Section IV, the representative examples of FAs caused by
ICC and IPS are given in Fig. 5. In this section, more experiments
are conducted on 30 RSIs to verify the generality of FAs caused
by ICC and IPS.



CHEN et al.: TENSORED GENERALIZED HOUGH TRANSFORM FOR OBJECT DETECTION IN REMOTE SENSING IMAGES 3515

Fig. 7. Edge detection results for different methods. (a) RSI, (b) edge detection
results of the Canny operator, (c) edge detection results of the HED method.

TABLE VII
COMPARISON OF OBJECT DETECTION RESULTS FOR DIFFERENT

EDGE DETECTION METHODS

1) Verify the Generality of FAs Caused by ICC: According to
the definition of ICC, i.e., the noninteresting objects with more
CPs than objects to be detected, the number of CPs for slices
with objects (denoted SO) and slices with noninteresting objects
(denoted SNO) in RSIs are counted to quantitatively illustrate
the generality of ICCs. In detail, for 30 RSIs, we extract a slice
centered at each position of these RSIs to count the number of
CPs, and then obtain the statistical results for different object
detection tasks, as shown in Table VIII. Here No

cp, Nu
cp, and Pu,

respectively, denote the largest number of CPs for all the SOs,

TABLE VIII
STATISTICAL RESULTS FOR THE NUMBER OF CPS FOR OBJECTS TO BE

DETECTED AND NONINTERESTING OBJECTS

TABLE IX
STATISTICAL RESULTS ABOUT THE MS SCORES FOR OBJECTS

TO BE DETECTED AND FAS

the largest number of CPs for all the SNOs, and the proportion
of SNOs containing more than No

cp CPs in all the SNOs. From
Table VIII, we see that No

cp for different object detection tasks
are different because the SOs have different numbers of CPs for
different object detection tasks. For the different object detection
tasks, Nu

cp is larger than the corresponding No
cp, which indicates

that there are always some SNOs (i.e., ICC) with more CPs
than SOs. In particular, it was observed that Pu for airplane
detection, ship detection, and oil tank detection were 12.61%,
21.63%, and 5.36%, respectively. This means that the ICCs
occupy a moderate proportion of detected items for different
object detection tasks.

These ICCs have a large number of CPs, some of which are
coincidentally matched by template image. Therefore, the ICCs
can easily obtain sufficient votes to be mistaken as objects. To
validate this assumption, the relationship between the average
number of votes and the number of CPs in SNOs are counted
and displayed in Fig. 8. It is seen from Fig. 8 that as the
number of CPs in an SNO increases, the corresponding votes
increase, demonstrating that ICCs easily obtain enough votes to
be mistaken as objects, as assumed. Therefore, we conclude that
the FAs caused by ICCs are widespread for contour extraction
based object detection methods.

2) Verify the Generality of FAs Caused by IPS: The IPS in
our article is defined as the interference that is partially similar to
objects to be detected. To quantify this, IPS is defined as interfer-
ence with a large MS score. To demonstrate the generality of FAs
caused by IPSs, different candidate objects containing objects
and FAs whose number of votes and MR score exceed thresholds
are collected from 30 RSIs to calculate the corresponding MS
scores. Table IX shows the statistical results for different object
detection tasks. Here,V O

MS ,V F
MS , andPU

MS , respectively, denote
the largest MS score for all the true objects, the largest MS
score for all the FAs, and the proportion of FAs (i.e., IPS) with
MS score larger than V O

MS of all the FAs. It can be seen that
V F
MS is larger than V O

MS for different object detection tasks,
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Fig. 8. The average number of votes for SNOs under different object detection
tasks. (a) The average number of votes for SNO with different numbers of CPs
for airplane detection. (b) The average number of votes for SNO with different
numbers of CPs for oil tank detection. (c) The average number of votes for SNO
with different numbers of CPs for ship detection.

which indicates that there are always some interferences (i.e.,
IPSs) with larger MS scores than some objects. In particular,
the proportion of FAs caused by IPSs in all the FAs for airplane
detection, ship detection, and oil tank detection were 21.56%,
45.5%, and 69.4%, respectively. These results indicate that FAs
caused by IPSs are widespread for different object detection
tasks.

C. Evaluation of Main Storage Requirements and Time
Consumption for TGHT

One of the main advantages for TGHT is that, in contrast to
GHT, it utilizes 2D-HCS instead of 4D-HCS without using a
complex invariant feature. To verify this advantage, the storage
requirement and time consumption for TGHT and GHT are
analyzed in detail.

TABLE X
STORAGE REQUIREMENTS FOR MULTIORDER BT

1) Evaluate the Main Storage Requirement of TGHT: Ac-
cording to the procedure of implementing GHT (see Section II-
B) and the procedure of implementing TGHT (see Section III),
the main storage load for TGHT is generated by 2D-HCS and
the multiorder BT, whereas the main storage load for GHT is
generated by 4D-HCS and the R-table.

To evaluate the main storage requirements of TGHT and GHT,
the storage requirements for the multiorder BT, 2D-HCS, R-
table, and 4D-HCS are discussed.

Note that the sizes of the multiorder BT and the R-table
relate to the specific template image. Therefore, template images
with three types of objects (see Fig. 5) are used to extract
contour information and generate the corresponding multiorder
BT and R-table for TGHT and GHT, respectively. For TGHT, the
corresponding parameter setting is shown in Table VI. To ensure
a fair comparison, the number of entries indexed by gradient
angles for the R-table in GHT was set to 10, and the number of
intervals for the rotation angle domain and for the scale domain
in 4D-HCS were set to 30 and 10, respectively.

The multiorder BT consists of four parts, i.e., first-
order BT, second-order BT, third-order BT, and the in-
dex numbers for the rotation angles and scales recorded in
{S(i,j,iθ)

4 |(i, j, iθ, i′α, i′s) ∈ SR, ∀i′α, i′s}. To evaluate the storage
requirement for the multiorder BT built according to different
template images, the number of nodes for the first-order BT,
the number of nodes for the second-order BT, the number
of nodes for the third-order BT, and the number of index
numbers recorded in {S(i,j,iθ)

4 |(i, j, iθ, i′α, i′s) ∈ SR, ∀i′α, i′s}
are counted, as shown in Table X. Here, N1

node, N2
node,

N3
node, N4

index, N5
index, and Ntotal, respectively, denote the

number of nodes in the first-order BT, the number of
nodes in the second-order BT, the number of nodes in the
third-order BT, the number of index numbers for the rota-
tion angles recorded in {S(i,j,iθ)

4 |(i, j, iθ, i′α, i′s) ∈ SR, ∀i′α, i′s},
the number of index numbers for the scales recorded in
{S(i,j,iθ)

4 |(i, j, iθ, i′α, i′s) ∈ SR, ∀i′α, i′s}, and the total number of
required storage cells. Since each node in the multiorder BT
records the corresponding key, each node requires a storage
cell (without considering the data structure). Note that both
the element of 4D-HCS and the node in the multiorder BT are
considered as floating point variables for implementation on the
computer. In our article, the size of the storage cell is defined
as the size of a storage space for a floating point value (i.e., 4
B). Therefore, the total number of required storage cells can be
calculated by Ntotal = Nnode

1 + Nnode
2 + Nnode

3 + Nindex
4 +

Nindex
5, as shown in Table X.

The R-table used in GHT records all the reference vectors
and corresponding index numbers of the gradient angles as
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TABLE XI
STORAGE REQUIREMENTS FOR THE R-TABLE

TABLE XII
STORAGE REQUIREMENT FOR GHT AND TGHT UNDER DIFFERENT OBJECT

DETECTION TASKS (UNITS: MILLION STORAGE CELLS)

entries. Therefore, the main storage requirement of the R-table
includes the number of entries and the number of reference
vectors. Table XI shows detailed storage requirements of the
R-table for different template images. Here,Ne, Nrp, and Ntotal,
respectively, denote the number of entries for the R-table, the
number of reference vectors, and the total number of required
storage cells. Note that each entry of the R-table consumes a
storage cell to record the corresponding index number of the
gradient angle, and each reference vector requires two storage
cells. Therefore, the total number of required storage cells for
the R-table is calculated by Ntotal = Ne + 2×Nrp, as shown
in Table XI.

Next, compare the storage requirements of 4D-HCS and
2D-HCS, which relate to the size of the RSI. An example RSI
[see Fig. 11(a)] of size 1039× 649 was used to calculate the
storage requirement of 4D-HCS and 2D-HCS. According to the
parameter setting, the number of intervals for the rotation angle
domain in 4D-HCS was equal to 30, and the number of intervals
for the scale domain in 4D-HCS was equal to 10. Therefore,
the number of storage cells for 4D −HCS ∈ R1039×649×30×10

was nearly 202 million as calculated by 1039× 649× 30× 10.
For 2D −HCS ∈ R1039×649, the number of storage cells was
nearly 0.67 million as calculated by 1039× 649.

Through the abovementioned analysis, the comparison of
the main storage requirements of TGHT (i.e., the storage cells
required by the multiorder BT and 2D-HCS) and GHT (i.e.,
the storage cells required by the R-table and 4D-HCS) are
summarized in Table XII.

As seen from Table XII, the main storage requirement for
TGHT is much smaller than that of GHT. For RSIs with larger
size, 4D-HCS requires much more storage cells than 2D-HCS.
Therefore, the storage requirement of GHT is much larger than
that of TGHT. Fig. 9 displays a detailed comparison of main
storage requirements of TGHT and GHT for RSIs with different
sizes. It is observed that as the RSI size increases, the advantage
of TGHT in terms of storage requirement becomes increasingly
obvious.

2) Evaluate Time Consumption of TGHT: The performance
of TGHT is evaluated in terms of time consumption compared to
the conventional GHT. To ensure a fair comparison, both GHT
and TGHT are implemented with C++ programming language

Fig. 9. The number of storage cells required by TGHT and GHT under RSI
with different sizes for airplane detection.

Fig. 10. The comparison of time consumption for GHT and TGHT.

under the same conditions (including the same RSI, the same
template image, and the same edge detection operator). Fig. 10
shows the time consumption for TGHT and GHT under different
object detection tasks and different thresholds of fuzzy voting
(i.e., δ).

Three RSIs [see Fig. 11(c), (e), and (i)] were selected for
airplane detection, oil tank detection, and ship detection, re-
spectively. From Fig. 10, the different object detection tasks
resulted in different time consumptions. Since the RSI with
ships [see Fig. 11(i)] contains the fewest CPs, the corresponding
time consumption is lowest. Note that the fuzzy voting strategy
will bring more votes. From Fig. 10, as δ increases, the time
consumption of both TGHT and GHT increases. In addition,
GHT may bring repeat votes when applying the fuzzy voting
strategy, whereas TGHT avoids repeat votes by using the binary
TR-R-table. Therefore, the total number of votes for TGHT
will be smaller than that of GHT when δ > 0 (i.e., the fuzzy
voting strategy is used). Furthermore, as seen in Fig. 10, the
time consumption of TGHT is lower than for GHT when δ > 0.
For δ = 0, the time consumption of TGHT is larger than that of
GHT. Thus, the difference in time consumption between TGHT
and GHT is small, indicating that TGHT hardly increases the
time consumption by using tensor operations.

D. Comparison With Other Representative Methods

1) Comparison With Well-Known Contour Extraction Meth-
ods: To highlight the superiority of TGHT in terms of detection
performance, 30 RSIs with three types of objects were applied to
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Fig. 11. Representative detection results for TGHT: (a–d) detection results of
airplane, (e–h) detection results of oil tank, (i–l) detection results of ship.

compare TGHT with representative contour extraction methods
(i.e., IGHT, RGA, and GHT). Fig. 11 shows part of the detection
results obtained by TGHT. In detail, TGHT and competitors with
a template image of an airplane were tested on RSIs containing
airplanes, oil tanks, and ships.

For the contour extraction methods, the threshold of the
number of votes (i.e., Vth) determined the number of detected
objects and the number of FAs. To evaluate the performance of
different contour extraction methods, Vth for all methods were
regulated to obtain different numbers of detected objects and

Fig. 12. PR curve of TGHT and contour extraction based methods: (a) PR
curve for airplane detection, (b) PR curve for ship detection, (c) PR curve for
oil tank detection.

FAs. Fig. 12 shows the generated precision–recall (PR) curves
[32], [33].

As shown in Fig. 12, IGHT has the worst detection results be-
cause the pairwise-point-based feature is susceptible to interfer-
ence, resulting in false pairwise-points weakening the detection
results. Since the circular structure of the oil tank was distinctive
in RSIs, almost all the methods (except IGHT) obtained excel-
lent detection results. For airplane and ship detection, TGHT
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Fig. 13. PR curve of TGHT and deep-learning-based methods.

obtained slightly better detection results than GHT and RGA
because TGHT can obtain a more accurate number of votes
for objects. The MR-criterion-based strategy (V th

MR = 0.05) and
MS-criterion-based strategy (V th

MS = 0.4) were effective in fur-
ther improving the detection results. The best detection results
were obtained when using both MR and MS criteria based strate-
gies. In particular, for airplane detection, the precision and recall
for TGHT with two FA removal strategies simultaneously
reached 0.95 and 0.84, respectively. For ship detection, they
reached 0.83 and 0.86, respectively. For airplane detection, they
reached 0.95 and 0.97, respectively. These results indicate that
TGHT can obtain excellent detection results for different object
detection tasks in different scenes.

2) Comparison With State-of-the-Art Deep Learning
Methods: To further verify the performance of TGHT, three
state-of-the-art deep-learning-based object detection methods,
i.e., HSF-Net [35], Fast R-CNN [36], and Faster R-CNN [37],
were selected to evaluate TGHT in terms of PR curves using
the publicly available NWPU-2 dataset. HSF-Net was built
recently to achieve multiscale ship detection in RSIs, and
Fast R-CNN and Faster R-CNN are treated as representative
deep-learning-based object detection methods that have
obtained excellent object detection results in natural images
and RSIs.

Considering the detected objects in the NWPU-2 dataset are
ships, the region growing based sea–land segmentation method
[25] was introduced as a preprocessing step of the proposed
TGHT method. To obtain the PR curve, the parameter Vth

of TGHT was tuned to generate different detection results.
Through a comparison of PR curves (see Fig. 13) between TGHT
and three state-of-the-art deep-learning-based methods obtained
from [35] and the average precision (AP) (see Table XIII), we see
that TGHT outperformed Fast R-CNN and Faster R-CNN and
obtained comparable detection results to HSF-Net (i.e., HSF-Net
obtained a higher precision, and the proposed TGHT obtained
a higher recall). The proposed TGHT method obtained the best
AP among all the methods. Note that the deep-learning-based
methods use a large number of training samples (i.e., 322 ships).
In comparison, the proposed TGHT only uses a single sample
to generate the TR-R-table to detect objects. Thus, the proposed

TABLE XIII
AP (%) OF DIFFERENT METHODS

TGHT is effective for object detection in RSIs, especially for
cases where training samples are not sufficient.

VI. CONCLUSION

To improve performance of existing contour extraction tech-
nologies in terms of detection results and storage load, the
TGHT is proposed to detect effectively objects with different
orientations and sizes in RSIs. The main contributions of TGHT
can be concluded as three aspects.

1) Compared to existing contour extraction methods utilizing
a 4D-HCS or complex invariant features to detect objects
with unknown orientations and sizes in RSI, TGHT uses a
novel tensor space voting mechanism to accumulate votes
by avoiding using either a large Hough counting space
(4D-HCS) or complex invariant features of other GHT
extensions.

2) Compared to existing FAs removal methods analyzing the
characteristic of FAs qualitatively, TGHT provides analyt-
ical expression to reveal the cause of FAs quantitatively,
and then removes these FAs by using effective strategies.

3) Compared to existing contraction methods that do not ob-
tain the accurate votes for potential object caused by fuzzy
voting and coordinate quantification strategies, the TGHT
utilizes the tensor space contour representation and voting
mechanism to obtain accurate votes for potential objects,
which ensures the effective object detection results.

Furthermore, a remarkable fact is that the tensors used in
TGHT consume small storage load by using the multiorder-BT-
based searching method. As a result, the TGHT significantly
reduces the storage requirement compared with GHT by us-
ing small time consumption. The limitation of TGHT is the
deformed and incomplete object contour that will easily lead
the missing alarms. The future work is to investigate tensor-
decomposition-based robust contour representation to improve
the detection results in RSIs with complex scenes.

REFERENCES

[1] G. Cheng, P. Zhou, and J. Han, “Learning rotation-invariant convolutional
neural networks for object detection in VHR optical remote sensing im-
ages,” IEEE Trans. Geosci. Remote Sens., vol. 54, no. 12, pp. 7405–7415,
Dec. 2016.

[2] Y. Hu, X. Li, N. Zhou, L. Yang, L. Peng, and S. Xiao, “A sample
update-based convolutional neural network framework for object detection
in large-area remote sensing images,” IEEE Geosci. Remote Sens. Lett.,
vol. 16, no. 6, pp. 947–951, Jun. 2019.

[3] T. Li, Z. Liu, R. Xie, and L. Ran, “An improved superpixel-level CFAR
detection method for ship targets in high-resolution SAR images,” IEEE J.
Sel. Topics Appl. Earth Observ. Remote Sens., vol. 11, no. 1, pp. 184–194,
Jan. 2018.

[4] D. Hong, N. Yokoya, J. Chanussot, and X. X. Zhu, “An augmented linear
mixing model to address spectral variability for hyperspectral unmixing,”
IEEE Trans. Image Process., vol. 28, no. 4, pp. 1923–1938, Apr. 2019.

[5] W. Li, Y. Zhang, N. Liu, Q. Du, and R. Tao, “Structure-aware collaborative
representation for hyperspectral image classification,” IEEE Trans. Geosci.
Remote Sens., vol. 57, no. 9, pp. 7246–7261, Sep. 2019.



3520 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 13, 2020

[6] D. Zhang, J. Han, G. Cheng, Z. Liu, S. Bu, and L. Guo, “Weakly supervised
learning for target detection in remote sensing images,” IEEE Geosci.
Remote Sens. Lett., vol. 12, no. 4, pp. 701–705, Apr. 2015.

[7] J. Han, D. Zhang, G. Cheng, L. Guo, and J. Ren, “Object detection in
optical remote sensing images based on weakly supervised learning and
high-level feature learning,” IEEE Trans. Geosci. Remote Sens., vol. 53,
no. 6, pp. 3325–3337, Jun. 2015.

[8] C. Li, R. Cong, J. Hou, S. Zhang, Y. Qian, and S. Kwong, “Nested network
with two-stream pyramid for salient object detection in optical remote
sensing images,” IEEE Trans. Geosci. Remote Sens., vol. 57, no. 11,
pp. 9156–9166, Nov. 2019.

[9] R. Cong, J. Lei, H. Fu, M. Cheng, W. Lin, and Q. Huang, “Review of
visual saliency detection with comprehensive information,” IEEE Trans.
Circuits Syst. Video Technol., vol. 29, no. 10, pp. 2941–2959, Oct. 2019.

[10] G. Liu, Y. Zhang, X. Zheng, X. Sun, K. Fu, and H. Wang, “A new method
on inshore ship detection in high-resolution satellite images using shape
and context information,” IEEE Geosci. Remote Sens. Lett., vol. 11, no. 3,
pp. 617–621, Mar. 2014.

[11] A. Manno-Kovacs, “Direction selective contour detection for salient
objects,” IEEE Trans. Circuits Syst. Video Technol., vol. 29, no. 2,
pp. 375–389, Feb. 2019.

[12] Q. Zhang, L. Zhang, W. Shi, and Y. Liu, “Airport extraction via comple-
mentary saliency analysis and saliency-oriented active contour model,”
IEEE Geosci. Remote Sens. Lett., vol. 15, no. 7, pp. 1085–1089, Jul. 2018.

[13] N. Liu, Z. Cui, Z. Cao, Y. Pi, and S. Dang, “Airport detection in large-
scale SAR images via line segment grouping and saliency analysis,” IEEE
Geosci. Remote Sens. Lett., vol. 15, no. 3, pp. 434–438, Mar. 2018.

[14] A. O. Ok, “A new approach for the extraction of aboveground circular
structures from near-nadir VHR satellite imagery,” IEEE Trans. Geosci.
Remote Sens., vol. 52, no. 6, pp. 3125–3140, Jun. 2014.

[15] I. Zingman, D. Saupe, O. A. B. Penatti, and K. Lambers, “Detection of
fragmented rectangular enclosures in very high resolution remote sensing
images,” IEEE Trans. Geosci. Remote Sens., vol. 54, no. 8, pp. 4580–4593,
Aug. 2016.

[16] D. H. Ballard, “Generalizing the Hough transform to detect arbitrary
shapes,” Pattern Recognit., vol. 13, no. 2, pp. 111–122, 1981.

[17] M. S. Nixon and A. S. Aguado, Feature Extraction and Image Processing,
2nd ed., Amsterdam, The Netherlands: Elsevier, 2008.

[18] Y. Lin, H. He, Z. Yin, and F. Chen, “Rotation-invariant object detection
in remote sensing images based on radial-gradient angle,” IEEE Geosci.
Remote Sens. Lett., vol. 12, no. 4, pp. 746–750, Apr. 2015.

[19] J. A. R. Artolazabal, J. Illingworth, and A. S. Aguado, “LIGHT: Local
invariant generalized Hough transform,” in Proc. 18th Int. Conf. Pattern
Recognit., Hong Kong, China, 2006, pp. 304–307.

[20] H. Yang, S. Zheng, J. Lu, and Z. Yin, “Polygon-invariant generalized
Hough transform for high-speed vision-based positioning,” IEEE Trans.
Autom. Sci. Eng., vol. 13, no. 3, pp. 1367–1384, Jul. 2016.

[21] X. Wu, D. Hong, J. Tian, J. Chanussot, W. Li, and R. Tao, “ORSIm detector:
A novel object detection framework in optical remote sensing imagery
using spatial-frequency channel features,” IEEE Trans. Geosci. Remote
Sens., vol. 57, no. 7, pp. 5146–5158, Jul. 2019.

[22] X. Wu, D. Hong, J. Chanussot, Y. Xu, R. Tao, and Y. Wang, “Fourier-based
rotation-invariant feature boosting: An efficient framework for geospa-
tial object detection,” IEEE Geosci. Remote Sens. Lett., vol. 17, no. 2,
pp. 302–306, Feb. 2020.

[23] H. He, Y. Lin, F. Chen, H. Tai, and Z. Yin, “Inshore ship detection in
remote sensing images via weighted pose voting,” IEEE Trans. Geosci.
Remote Sens., vol. 55, no. 6, pp. 3091–3107, Jun. 2017.

[24] J. Xu, X. Sun, D. Zhang, and K. Fu, “Automatic detection of inshore
ships in high-resolution remote sensing images using robust invariant
generalized Hough transform,” IEEE Geosci. Remote Sens. Lett., vol. 11,
no. 12, pp. 2070–2074, Dec. 2014.

[25] H. Chen, T. Gao, W. Chen, Y. Zhang, and J. Zhao, “Contour refinement and
EG-GHT-based inshore ship detection in optical remote sensing image,”
IEEE Trans. Geosci. Remote Sens., vol. 57, no. 11, pp. 8458–8478,
Nov. 2019.

[26] T. G. Kolda and B. W. Bader, “Tensor decompositions and applications, ”
SIAM Rev., vol. 51, no. 3, pp. 455–500, 2009.

[27] P. Bao, L. Zhang, and X. Wu, “Canny edge detection enhancement by
scale multiplication,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 27,
no. 9, pp. 1485–1490, Sep. 2005.

[28] F. S. Hillier and G. J. Lieberman, Introduction to Mathematical Program-
ming. New York, NY, USA: McGraw-Hill, 1990.

[29] P. O. Hoyer, “Non-negative matrix factorization with sparseness con-
straints,” J. Mach. Learn. Res., vol. 5, pp. 1457–1469, 2004.

[30] A. Neubeck and L. Van Gool, “Efficient non-maximum suppression,”
in Proc. 18th Int. Conf. Pattern Recognit., Hong Kong, China, 2006,
pp. 850–855.

[31] I. Al-Furajh, S. Aluru, S. Goil, and S. Ranka, “Parallel construction of
multidimensional binary search trees,” IEEE Trans. Parallel Distrib. Syst.,
vol. 11, no. 2, pp. 136–148, Feb. 2000.

[32] P. F. Felzenszwalb, R. B. Girshick, D. McAllester, and D. Ramanan,
“Object detection with discriminatively trained part-based models,” IEEE
Trans. Pattern Anal. Mach. Intell., vol. 32, no. 9, pp. 1627–1645,
Sep. 2010.

[33] W. Zhang, X. Sun, K. Fu, C. Wang, and H. Wang, “Object detection
in high-resolution remote sensing images using rotation invariant parts
based model,” IEEE Geosci. Remote Sens. Lett., vol. 11, no. 1, pp. 74–78,
Jan. 2014.

[34] S. Xie and Z. Tu, “Holistically-nested edge detection,” in Proc. IEEE Int.
Conf. Comput. Vision, Santiago, Chile, 2015, pp. 1395–1403.

[35] Q. Li, L. Mou, Q. Liu, Y. Wang, and X. X. Zhu, “HSF-Net: Multiscale deep
feature embedding for ship detection in optical remote sensing imagery,”
IEEE Trans. Geosci. Remote Sens., vol. 56, no. 12, pp. 7147–7161,
Dec. 2018.

[36] R. Girshick, “Fast R-CNN,” in Proc. IEEE Int. Conf. Comput. Vision,
Santiago, Chile, 2015, pp. 1440–1448.

[37] S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards real-time
object detection with region proposal networks,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 39, no. 6, pp. 1137–1149, Jun. 1, 2017.

Hao Chen (Member, IEEE) received the B.S., M.S.,
and Ph.D. degrees from the Harbin Institute of Tech-
nology, Harbin, China, in 2001, 2003, and 2008,
respectively.

Since 2004, he has been with the School of Elec-
tronics and Information Engineering, Harbin Institute
of Technology. He is currently a Professor. His main
research interests include remote sensing image pro-
cessing and image compression.

Tong Gao received the B.S. degree from Hubei Uni-
versity, Wuhan, China, in 2015, and the M.S. de-
gree from Inner Mongolia University, Hohhot, China,
in 2017. He is currently working toward the Ph.D.
degree in information and communication engineer-
ing with the Harbin Institute of Technology, Harbin,
China.

His research interests include multisource informa-
tion fusion and object recognition.

Guodong Qian received the B.S. and M.S. degrees from the National University
of Defense Technology, Changsha, China, in 2006 and 2014, respectively.

He is currently with the Institute of Remote Sensing Information of Beijing,
Beijing, China. His research interests include image processing and image
analysis.

Wen Chen (Student Member, IEEE) received the B.S.
degree from the Harbin Institute of Technology at
Weihai, Weihai, China, in 2016, and the M.S. de-
gree from the Harbin Institute of Technology, Harbin,
China, in 2019. He is currently working toward the
Ph.D. degree in information and communication en-
gineering with the School of Electronics and Infor-
mation Engineering, Harbin Institute of Technology.

His research interests include image processing
and object detection.

Ye Zhang (Member, IEEE) received the B.S. degree
in communication engineering, and the M.S. and
Ph.D. degrees in communication and electronic sys-
tem from the Harbin Institute of Technology, Harbin,
China, in 1982, 1985, and 1996, respectively.

He is currently a Professor and Doctoral Supervisor
with the Department of Information and Communica-
tion Engineering, Harbin Institute of Technology. His
research interests include remote sensing image anal-
ysis, image/video compression and transmission, and
multisource information collaboration processing.

armclean
Sticky Note
Move these two bios to next page. This paper has to be 19 pp and finish on p. 3521. Add some space to leading if needed. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


