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Hyperspectral Image Classification via Exploring
Spectral-Spatial Information of Saliency Profiles

Qikai Lu

Abstract—Morphological features have shown promising perfor-
mances for hyperspectral image (HSIs) classification, as they can
efficiently extract the multilevel spatial information of HSIs. How-
ever, the objects in the scenes are always with different sizes and
shapes, making it difficult to excavate spatial information of impor-
tant structures completely by the existing morphological methods.
To address this problem, we propose a novel two-stage framework
based on morphology and superpixel. Specifically, we propose self-
dual saliency profiles (SPs) based on a saliency measure considering
the grayscale contrast within objects and edge information. SPs
are hierarchical features that characterize spatial information for
salient objects whose saliency index is the significant local maxima.
The SPs are constructed based on a two-step algorithm. First,
all salient objects of different shapes in the scene are preserved,
and the undesired spatial details are discarded by attribute filters
based on the saliency measure. Second, the morphological feature is
generated based on the organization structure of salient objects in
the scene, which provides hierarchical spatial features of the image.
Then, the superpixel segmentation is performed on each of the ex-
tracted SPs on the basis of the spatial information of salient objects.
And, two types of superpixel-based features are extracted from SPs
to exploit the information in SPs. The extracted innersuperpixel
and intersuperpixel features are fused with spectral information
to produce the classification map. The experiments conducted on
three HSIs show that, the proposed approach significantly outper-
forms the other state-of-the-art methods.

Index Terms—Hyperspectral images (HSIs), mathematical
morphology, morphological saliency profiles (SPs), spatial-spectral
classification, superpixel.

1. INTRODUCTION

HE hyperspectral sensors can collect and process hundreds
T of adjacent narrow-band spectral information from the
visible spectrum to the infrared spectrum. Thanks to the detailed
spectral information, different kinds of objects on the surface of
the earth can be easily distinguished [1]. Hence, hyperspectral
images (HSIs) have been widely applied in different areas, such
as geological science [2], military applications [3], precision
agriculture [4], and ecological science [S]-[7]. Among these
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tasks, supervised classification is used to distinguish the different
materials of interest, which plays a vital role in HSIs analysis.

With the improvement of the spatial resolution of HSIs,
more structural and contextual information can be obtained
from images [8]. Meanwhile, classification approaches using
both spectral and spatial information have attracted increasing
attention. Researchers have proposed different methods to model
the contextual information from HSIs, such as Markov random
fields [9], 3-D Gabor feature extraction [10], edge-preserving
filtering [11], sparse representation model [12], hybrid-graph
learning method [13], [14], morphological feature-based method
[15], [16], and deep learning-based method [17]-[19]. Among
these methods, morphological features show satisfactory classi-
fication performance.

Morphological profiles (MPs) [20] were first introduced for
the segmentation and classification of high-resolution remote
sensing images. MPs are generated by repeatedly using mor-
phological filters by reconstruction on the basis of a sequence
of structuring elements (SE) with different sizes. These mor-
phological transformations remove trivial details and preserve
regions containing useful spatial information. For instance,
darker and brighter regions that are smaller than SE are re-
moved in the image by closing and opening with reconstruction,
respectively. However, the regions that are larger than the SE
are preserved by the morphological transformation. Therefore,
the spatial information of the area defined by SE can be ex-
tracted by performing the morphological transformation. Then,
extended MPs (EMPs) are proposed to extract morphological
profiles from HSIs [21]. First, the dimensionality reduction (DR)
method is applied to reduce the dimension of features while
preserving the important information of the image, such as prin-
cipal component analysis (PCA) [22], local geometric structure
Fisher analysis (LGSFA) [23], and hypergraph methods [24].
Then, the morphological transformations are performed on the
extracted components. Specifically, MPs were used to analyze
areas damaged by the earthquakes in Bam on a high-resolution
image captured by Quickbird [25]. MPs were investigated in
[26] by interpreting MP as a fuzzy measurement to characterize
the size and contrast of the structures, and then the decision is
made based on the possibility distribution modeled by using the
expert’s knowledge. The derivative of the morphological profile
(DMP) that measures the slope of two successive opening-
closing morphological profiles as the structural feature was
utilized to generate the candidate segment in the hierarchical
segmentation [27]. A banded-PSO optimization approach based
on fractional-order Darwinian particle swarm optimization [28]
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was proposed in [29], which can select the optimal bands of
MPs for the classification task. It can be found that the methods
based on MPs showed satisfactory classification results since
the morphological feature is adept at characterizing multiscale
structural information of objects in the scene. However, the
shape of SE is fixed in the traditional morphological filter, which
makes it difficult for MPs to adaptively model objects of different
shapes. On the other hand, SEs only characterize the scale or
shape information of the objects, which are inappropriate to
extract gray-level information of the regions [30].

In recent years, morphological attribute profiles (APs) were
proposed to characterize the objects with different kinds of
attributes related to geometrical properties and gray-scale in-
formation, rather than the scale of the regions [31]. APs are
constructed by continuously performing morphological attribute
filters (AFs) with different thresholds, which form a multiscale
representation of the spatial information in the image. AFs are
connected operators that are region-based filters since they only
merge the connected components under certain conditions [32].
The connected components are the regions where the grayscale
of pixels is constant. The extensive or antiextensive attribute
filters are performed on a min-tree and max-tree, respectively,
which are hierarchical tree representations composed of con-
nected components. Then, the nodes which are ineligible for cer-
tain conditions are removed. Finally, the pruned tree is translated
as an image that is filtered output [33]. The advantage of AFs
is that the edges in the image are preserved during the filtering
process since these filters only merge connected components that
exist in the input image [34]. The most used attributes for AFs
are area, volume, standard deviation, convex-hull area, and the
moment of inertia. These attributes can describe objects in the
image not only from the perspective of scale but also from the
perspective of other measures such as geometrical, grayscale,
and textural. As a generalization of the APs, extended multiat-
tribute profiles (EMAPs) are developed to extract morphological
features from HSIs by computing APs on the first few com-
ponents of HSIs [35]. A detailed review of the morphological
attribute profile and its associated methods can be found in [36].
Besides, extinction profiles (EPs) are proposed to improve the
classification accuracy and simplification ability of APs [16].
EPs are extrema-oriented features, which are constructed by per-
forming a set of extinction filters (EFs) [37]. EFs are connected
filters based on extinction value that measures the persistence of
extrema [38]. Hence, EFs can preserve the most stable extrema
regions and discard other unimportant regions, which make EPs
have better simplification capability for recognition than APs.
Also, EPs have been investigated for fusing with spectral features
to perform classification via deep CNN [39] and a low-rank
technique [40].

However, the aforementioned methods cannot completely
characterize structural information of the image, since objects
in the scene are always with complex variations in shapes
and sizes. To capture the complex spatial information of
objects, we propose a novel classification approach to extract
multilevel spatial information of salient objects from HSIs with
a new self-dual morphological feature called morphological
saliency profiles (SPs). First, an attribute deduced from the
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energy function for image segmentation is adopted to compute
the saliency index of the node on the tree of shapes (ToS)
[41]. ToS is a representation of an image that organizes the
connected components whose holes are filled in using a
hierarchical tree structure. Then, salient shapes can be selected
by a nonincreasing filter based on the attribute. Subsequently,
SPs are constructed by repeatedly filtering all leaf nodes of
ToS. To exploit the abundant spatial information of SPs, we
use the simple linear iterative clustering (SLIC) method to
cluster homogeneous pixels of each SP into the superpixels.
Subsequently, the innersuperpixel and intersuperpixel features
of the SPs are extracted by performing the mean filter and the
weighted average filter on superpixels. Finally, multiple kernel
learning method is employed to fuse the original spectral feature
and the innersuperpixel and intersuperpixel features of the SPs.

The contributions of this article are listed as follows.

1) We propose novel self-dual morphological saliency pro-
files on the basis of the saliency index of the node on
ToS, which preserves the critical structures for objects and
discards less important details of the local context.

2) We develop an adaptive feature construction method that
generates morphological features based on the organiza-
tion structure of salient objects in the scene. This method
can provide a complete and continuous characterization
of spatial information at different scales.

3) We extract the innersuperpixel and intersuperpixel fea-
tures of SPs to represent the spatial information of HSIs.
And, a method that can adaptively determine the number
of superpixels in each SP is developed to generate the
superpixel segmentation maps.

The rest of the article is organized as follows. The proposed
method is described in Section II, including the construction
of saliency profiles, the innersuperpixel and intersuperpixel
feature extraction based on superpixel segmentation, and image
classification using multiple kernel learning (MKL). Section III
presents experiments conducted on three real datasets and ana-
lyzes the experimental results. Section IV concludes the article.

II. PROPOSED METHOD

As shown in Fig. 1, the proposed classification method in-
cludes four steps. First, morphological SPs are extracted from
the principal components that contain 99% information of HSIs.
The second step is shapes-adaptive superpixel maps generation,
which performs SLIC method on each SP feature according to
the contextual information of SP. Subsequently, the innersuper-
pixel and intersuperpixel features are computed by applying the
mean filter and weighted average filter on superpixels. Finally,
the MKL method is adopted to integrate the original spectral
feature and innersuperpixel and intersuperpixel features.

A. Saliency Profiles Extraction

The self-dual morphological transformation relies on the ToS,
which can be regarded as hierarchical representations of the
image. ToS is constructed by merging two simple tree repre-
sentations (the max-tree and the min-tree) into a single tree.
Let f : Q@ — (E, <) denote a discrete grey image, where
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Fig. 1. Flowchart of the proposed framework.
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Fig. 2. (a) Image f. (b) Min-Tree. (c) Max-Tree. (d) Tree of shapes.

Q) is the domain of the image f, and E is an ordered set of
grayscales. For any given threshold of grayscale A € E, two
binary images x,(f) = {p € Q[f(p) > 2} and x*(f) = {p €
Q|f(p) < A} can be obtained by thresholding the image. These
two binary images are called upper-level sets and lower level
sets. The nodes of the max- and min-tree are, respectively,
the connected components of y; and x*, which are defined as
CC(x;) and CC(x*). A set of CC(x) can be obtained with
multilevel thresholding of the image. Thus, these connected
components as nodes are organized into a tree structure by
the inclusion relation between the connected components. As
illustrated in Fig. 2, there is an original image which consists
of eight flat zones with four gray-level values. The leaf nodes
of the max-tree and the min-tree correspond to the regional
maxima and the regional minima, respectively. However, the
minima and maxima regions cannot be processed at the same
time. ToS (or inclusion tree) can be regarded as a combination
of min- and max-tree [46], which is a self-dual data structure
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U "
a

Composite kernel
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:
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and allows filter the dark and bright regions simultaneously.
The node of the ToS defined by sat(CC()) is the saturation of
the connected component, which are composed of C'C(x) and
the holes of C'C/(y). Since a total relation has been defined, any
two nodes of the ToS are either disjoint or nested. Therefore,
ToS is constructed according to the inclusion relation between
the shapes [see Fig. 2(d)]. The leaves of ToS correspond to the
extrema regions, which means that the dark and bright structures
can be simplified simultaneously.

The generation of SPs is based on an attribute A, de-
duced from regularization parameter v of the piecewise-constant
Mumford—-Shah function. The attribute A, characterizes the
importance of shape, and the regularization parameter v is set
to a large value to delete this shape during the minimization
of the energy function. The piecewise-constant Mumford—Shah
function [43]is a simplified version of the Mumford—Shah model
proposed by Mumford and Shah [44], which is based on energy
minimization. Let a pair (OR, f) denote a partition map of the
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(a)
Fig. 3.

input image f : 2 — R, where f is the average value of each
region Q\OR, and O R is the set of pixels belong to the boundaries
of regions. A partition map of an image f is computed by the
function which is given by

EUﬁR)—/ZmLEfF@ﬂy+WMRH )

where |O{R}| is the total number of pixels belong to the edges
O{ R}, and the regularization parameter v is a positive number
that controls the degree of simplification. When the regulariza-
tion parameter v is lower, the partition map is finer.

For a given v, whether a shape 7 can be removed is determined
by the energy function AE- in (2)

o SR SRy S (AR
! Ry | R, | ‘R’Tp

— v |07

)
where 7, is the parent node of 7, and S(f, R ) is the sum value
of pixel belonging to R.

) 2 S2(f,R~
Assume that v,,;, satisfies AE, = g \(IJ;ITT) + \(IJ; \p) o
T TP
S2 ,Rf,_ .
‘(}f? |17) _ Vmin‘aT| = 0. When v is smaller than Vmins the
™

sign of AE; will be positive, which means this shape should be
preserved. The function E( f, OR) decrease as the regularization
parameter v increases. Hence, v, is the critical value that
determines whether a shape can be deleted. Let attribute A, (7)
denote the critical value of the shape 7, which is defined as

SZ (f7 RT) 52 (f7 R'rp) SZ (f’ R;—p

AO=\TRT Y TR

) /107].

3
To compute A, of each shape 7, all nodes of the ToS are
sorted in ascending order of the average values of the gradient’s
magnitude along the edge of the shape Ay . As Fig. 3 shows, the
attribute A, (B) of node B is computed according to (3). Subse-
quently, the underlying node B is removed, and the parenthood
relationship of its parent node and child nodes is updated. In
this example, the removal of B implies its child nodes D and £
become the child of node A. Besides, the pixels that belonged to
B are incorporated into its parent node A. Then, the removability
of its parent node and child nodes will be changed since the
local relationship between nodes have altered as the node B
was removed.
This attribute function A, measures the importance of the
shapes. The data fidelity term [/, (R (fi — f)2dzdy tends to

(b) (©)

(a) Example of removing the shape B and update the parenthood relationship. (b) ToS before removing B. (c) ToS after removing B.

remove low contrast details, and the regularization term |0{R}|
tends to suppress the shapes with complex boundaries. In prac-
tice, the meaningful objects in remote sensing images usually
have smooth and high contrast edges. Thus, the attribute function
A, measures the saliency of shapes in accordance with homo-
geneity and boundaries of regions. An example of the attributes
Ay and A, computed on the first principal component extracted
from the hyperspectral data is illustrated in Fig. 4. By observing
the curve of attribute value from the leaf (left start point of
the curve) to the root node of the ToS (right finishing point
of the curve), it can be found that the meaningful objects such
as building and playground correspond to the significant local
maxima on the curve of A, . The first significant local maxima
corresponding to the building can be regarded as the foreground,
and the second one can be regarded as the background of this
building. The information at different scales is complementary
to each other so that multiscale information can enhance the
classification performance. This example also shows that the
average value of the gradient’s magnitude Ay roughly reflects
the saliency of the shapes, which provides a rational sequence
for computing the value of A,,.

To retain the salient shapes, we predefine a scalar h,, to select
the shapes corresponding to the significant local maxima on the
curve of A, If A, (1) — A, (1) > hyand A, (7) — A, (1) >
h,, for all 7. € children(7), the shape 7 can be regarded as a
salient shape. Otherwise, the shape 7 is regarded as unimportant
shape. First, a new tree T is set as 7o = J. Then, SPy is
reconstructed from the tree 7'y whose all unimportant shapes are
removed from T'y. Let us define LF(T') represents a self-dual
operator of removing all leaf nodes of tree 7. Specifically, SP;
is reconstructed from the tree T, = LF(T;_1) where i varies
from 1 to h — 1 and A is the height of ToS Ty. The complete SPs
are defined by

SP={RC (Ty),...,RC(LF T;-1)),...,RC(LF (Th-2)}

“)
where RC'(T') represents the reconstruction operator that recon-
structs an image from a tree. For the hyperspectral data, SPs are
computed on the first ¢ PCs that should contain at least 99% of

the total variance of the original HSIs.

B. Construction of Shapes-Adaptive Superpixels

In this research, superpixel segmentation is adopted to exploit
the spatial information within SPs. As a well-known superpixel
segmentation method, SLIC is employed owing to its satisfac-
tory performance in boundary adherence and speed [45]. The
required parameter of this method is the number of initial cluster
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Example of the A, of a branch on the HSIs image. (a) University of Pavia image. (b) Curve of Ay of a branch of the ToS. (c) Curve of A, and two

salient shapes corresponding to two remarkable local maxima value on the curve of A, .

Yot d
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Fig.5. Example of superpixel Y; and its adjacent superpixels Y3 1,..., Y% s.
centers k, which is approximately equal to the desired amount of
superpixels. How to choose the optimal number of superpixels
is a critical problem. At present, most methods [46], [47] choose
the number of initial clusters manually, which is challenging to
cope with complex image scenes and always time-consuming. In
our framework, an adaptive method is adopted to set k automati-
cally according to the number of shapes, as the number of shapes
is related to the complexity of the image scene. As shown in
Fig. 1, the shapes-adaptive superpixel map is computed on each
SP. The number of shapes of ToS can reflect the complexity of
the image. For each morphological feature S P; reconstructed
from the tree T°;, the number of superpixels k; is calculated as
follows:

Si
So

where kg is the number of superpixels for the first feature S P,
and S; is the number of shapes of T;. The parameter kg is
set according to the size of the image. Then, the number of
superpixels k; for different morphological features SP; can
automatically adjust with the ratio between .S; and Sj.

ki = kg X )

C. Innersuperpixel and Intersuperpixel Features Extraction

In Fig. 5, a superpixel is composited of a set of adjacent
pixels defined by y;*, m =1, 2, ..., M, where M is the
total number of pixels in the superpixel. For each superpixel,

the innersuperpixel and intersuperpixel features of the SPs can
be acquired by performing the mean filter and the weighted mean
filter.

Mean SPs Feature SP™°": The innersuperpixel feature
within each superpixel is computed by performing a mean filter
on the superpixel. Let 7; denotes the average value of all pixels
belonging to one superpixel (y;*, m =1, 2, ..., M). For each
superpixel in a SP, the average value is computed and assigned
to the pixels belonging to it.

Weighted Mean SPs Feature S P*¢#ht: Since the adjacent re-
gions always share the relevant spatial information, the weighted
mean method is performed on the adjacent superpixels (i.e.,Y »,
n =1, 2, ..., N) of the superpixel Y;, where IV is the number
of its adjacent superpixels. An example of superpixel Y; and its
adjacent superpixels are represented in Fig. 5. The intersuper-
pixel feature is obtained by performing a weighted mean filter
on the basis of the adjacent superpixels, which are defined as
follows:

N
weight -
Yy 8 = Z Wt.n X Yt,n (6)
n=1

exp(—(Te—Trn)” /5)
, a1 exp(—(T ) /s)
rounding adjacent superpixel, and s is a predefined scalar, and

Y. 1s the average value of all pixels belonging to the adja-
cent superpixels Y; . The larger the dissimilarity between Y;
and Y} ,,, the lower the weight w, ,,. Thus, the intersuperpixel
feature can capture the information of the neighborhood of the
superpixels.

where wy ,, =

is the weight of the sur-

D. Classification by MKL Algorithm

In our work, the multiple kernel learning (MKL) method
is adopted to integrate the spectral and spatial features, since
it can weigh the features adaptively according to their impor-
tance for classification. The basic idea of the multiple kernel
learning is to determine the base kernels and the corresponding
weights. By optimizing the weight of each basis kernel, the
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TABLE I
NUMBERS OF SAMPLES IN DIFFERENT CLASSES IN THE THREE TEST IMAGES

Indian Pines University of Pavia Pavia Center

Class Name Number Class Name Number Class Name Number
1 Corn-notill 1428 1 Asphalt 6631 1 Water 824
2 Corn-mintill 830 2 Meadows 18649 2 Trees 820
3 Grass-pasture 483 3 Gravel 2099 3 Asphalt 816
4 Grass-trees 730 4 Trees 3064 4 Bricks 808
5 Hay-windrowed 478 5 Sheets 1345 5 Bitumen 808
6 Soybean-notill 972 6 Bare Soil 5029 6 Tiles 1260
7 Soybean-mintill 2455 7 Bitumen 1330 7 Shadows 476
8 Soybean-clean 593 8 Bricks 3682 8 Meadows 824
9 Woods 1265 9 Shadows 947 9 Bare Soil 820
10 Bldg-Grass-Trees 386

Total 9620 Total 42776 Total 7456

orn-notill
orn-mintill
Grass-pasture Asphalt
Grass-trees —]
'—Iay-\vindrowed Meadows
Soybean-notill Gravel

Trees
Sheets
Bare Soil
Bitumen
Bricks
Shadows

Soybean-mintill
Soybean-clean
Woods
Bldg-Grass-Trees
(b)

Fig. 6. (a) False-color image of Indian Pines. (b) Its reference data.

useful information inherited in the different features can be better ~ Fig.7.  (a) False-color image of the University of Pavia. (b) Its reference data.
exploited for image classification [48], [49]. Specifically, three
RBF kernels are employed as the base kernels of MKL to model
the discriminative information of three different features, which
is expressed as follows:

J(sPec (yfpec7 y;pec) = exp (_Hyz‘pec _ y;pec||2/20_2) (7)

Kmean (yzmean7 y;nean) = exp (7Hyzmean - yylean||2/20_2)
(3)

’ /20’2)

(9) Fig. 8.  (a) False-color image of Pavia Center. (b) Its reference data.

E I Water
B Trees
Meadows
I Bricks
>N Il Bare soil
b Asphalt
Bitumen
I Tile
Shadows

weight
Yi -

weight

Yj

(b)

weight [, weight  weight)
K™® (yi Y )—eXp<—‘

where ¢/5P°¢, M€ and “e8ht are the spectral feature, the mean
SPs feature, and the weighted mean SP s feature, respectively. [I. EXPERIMENT STUDY
Then, the composite kernel is obtained by combining the above
three kernels through the weighted average method as follows:

[ comp (yi7 yj) — /,LSpeCKSpeC (yfpec’ yjs_pec)

A. Data Description

1) Indian Pines: The Indian Pines data was acquired
by the Airborne Visible/Infrared Imaging Spectrometer

4 gmean grmean (ymean ymean) (AVIRIS) sensor. This sensor provides 224 spectral bands,
v and the wavelength of the spectrum ranges from 0.4 to
+ ﬂweight JWeight (yweight yweight) (10) 2.5 pm. In this data, the number of spectral channels is
2 1) . .
reduced to 200 by removing the water absorption bands.
where £5P°¢, ™" and £ V¢18"t are the weights of three base This image contains 145 x 145 pixels, which was taken
kernels, respectively, and jSPe¢ 4 pmean 4 weight — | The in the Indian Pines test site in northwestern Indiana. The
weighted composite kernel K°°™P (y;,y;) is used to replace false-color image and the corresponding ground truth

the single kernel in SVM to generate the classification map. map of the Indian Pines dataset are shown in Fig. 6.
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CLASSIFICATION RESULTS ACHIEVED BY DEFERENT METHODS ON THE INDIAN PINES IMAGE

SVM EMP EMAP EEP ESP SC-MK SF-SP-SVM  SF-SP-MK
Dimensions 200 425 425 750 330 600 860 860
Corn-notill 66.99 70.29 76.79 79.30 92.54 81.00 93.95 97.26
Corn-mintill 67.59 70.92 78.60 79.28 94.88 87.78 91.36 98.10
Grass-pasture 91.48 90.81 91.34 92.24 97.71 95.61 97.83 98.31
Grass-trees 93.71 94.81 96.65 97.40 99.94 97.32 99.38 99.76
Hay-windrowed 99.44 99.39 99.65 99.51 100.00 99.98 99.44 100.00
Soybean-notill 74.32 69.92 82.66 84.39 94.08 85.80 89.34 95.93
Soybean-mintill 55.89 60.64 72.67 74.02 91.86 77.09 91.77 96.07
Soybean-clean 72.69 67.66 74.99 79.96 93.08 88.03 93.96 98.01
Woods 84.32 85.88 92.91 93.79 99.10 94.04 98.30 99.83
Bldg-Grass-Trees 73.27 79.58 92.77 94.88 98.87 94.67 98.36 99.55
OA 72.41 74.20 82.33 83.88 95.00 86.50 94.28 97.72
AA 77.97 78.99 85.90 87.48 96.20 90.13 95.37 98.28
K 68.38 70.40 79.63 81.42 94.19 84.40 93.34 97.34
TABLE III
CLASSIFICATION RESULTS ACHIEVED BY DEFERENT METHODS ON THE UNIVERSITY OF PAVIA IMAGE
SVM EMP EMAP EEP ESP SC-MK SF-SP-SVM  SF-SP-MK
Di i 103 51 51 126 81 309 265 265
Asphalt 93.76 98.17 93.46 94.48 97.42 95.37 97.97 99.56
Meadows 94.48 98.47 90.88 95.79 98.24 95.62 99.04 99.59
Gravel 67.72 73.85 89.47 97.40 98.35 97.76 99.13 99.32
Trees 81.87 96.86 97.07 98.79 92.78 96.34 98.33 97.02
Sheets 95.78 98.89 99.20 99.52 99.92 99.96 99.84 99.99
Bare Soil 62.66 85.03 95.68 96.65 100.00 97.78 99.74 100.00
Bitumen 60.36 94.66 97.38 97.62 100.00 99.95 99.93 100.00
Bricks 81.19 92.51 85.97 97.16 98.10 94.84 98.75 99.11
Shadows 99.53 99.69 100.00 98.13 99.92 99.99 99.99 98.99
OA 84.24 94.43 92.44 96.76 98.07 96.28 98.96 99.41
AA 79.72 92.76 94.35 97.53 98.30 97.51 99.19 99.29
K 82.52 93.01 90.12 95.68 97.43 95.11 98.62 99.21
TABLE IV
CLASSIFICATION RESULTS ACHIEVED BY DEFERENT METHODS ON THE PAVIA CENTER IMAGE
Class SVM EMP EMAP EEP ESP SC-MK SF-SP-SVM _ SF-SP-MK
Dimensions 102 51 51 126 71 306 244 244
Water 99.65 99.87 99.95 99.67 99.36 99.68 99.45 99.64
Trees 90.38 92.12 90.61 89.74 88.04 91.95 90.61 91.05
Asphalt 91.65 90.02 91.10 91.57 94.08 94.48 92.38 92.01
Bricks 88.79 96.15 99.09 99.34 99.77 97.09 99.75 99.78
Bitumen 90.71 92.05 98.29 98.55 99.28 95.82 99.08 99.32
Tiles 94.89 96.76 96.53 97.40 99.32 95.28 98.69 98.76
Shadows 85.61 92.40 92.56 96.44 99.02 90.83 98.43 98.43
Meadows 96.73 98.39 98.92 98.91 97.72 98.33 98.93 99.11
Bare Soil 99.98 98.93 99.13 98.80 95.06 99.70 98.64 98.63
OA 96.60 97.85 98.31 98.41 98.38 97.87 98.58 98.74
AA 93.16 95.19 96.24 96.71 96.92 9591 97.33 97.41
K 95.20 96.96 97.61 97.74 97.71 96.98 97.99 98.22

Table I presents the number of labeled samples for this
image.

University of Pavia: The second HSIs were captured
by the Reflective Optics System Imaging Spectrometer
(ROSIS-03) sensor over the campus of the University of
Pavia, Italy. This hyperspectral sensor captures the image
in 115 bands with wavelengths from 430 to 860 nm. The
geometric resolution of the ROSIS-03 sensor is 1.3 m per
pixel. The size of this image is 610 x 340 x 103, where
12 channels are discarded due to noise. Fig. 7 depicts the
false-color image and the corresponding groundtruth map
of this scene. Table I shows the number of samples about
the reference classes.

Pavia Center: The third HSIs were also captured by the
ROSIS-03 sensor. The image with 1096 x 489 pixels was

taken over Pavia, northern Italy. Thirteen bands disturbed
by noise have been deleted, resulting in a image with 102
channels. The color composite image of the Pavia Center
dataset and the labeled samples are reported in Fig. 8.
Table I shows the details about the reference classes.

B. Experimental Setting

To evaluate the effectiveness of the proposed approach, we

compare it with several state-of-the-art HSIs classification meth-
ods, including the single kernel SVM [50], extended morpho-
logical profiles (EMP) [21], extended multiattribute profiles
(EMAP) [51], extended extinction profiles (EEP) [52], the
proposed extended saliency profiles (ESPs), superpixel-based
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classification using multiple kernels (SC-MK) [53], and sin-
gle kernel SVM using stacked spatial features extracted from
superpixel of SP (SF-SP-SVM). The kernel adopted in single
kernel SVM is RBF, which only considers the original spectral
bands. EMP and EMAP model the spatial information by closing
and opening with reconstruction and morphological attribute
filters, respectively. For the EEP method, extinction profiles
are constructed by repeatedly performing extinction filters on
the first few principal components of the image. Extinction
filter belongs to connected filters as the attribute filter, but it is
extrema-oriented, which preserves the branches corresponding
to the persistence of the extrema. In the ESP method, SPs ex-
tracted from different principal components are stacked and fed
into the single kernel SVM classifier. SC-MK extracts the spatial
features by the superpixel, and multikernel SVM is adopted to
fuse the spatial features and spectral features. In SF-SP-SVM
method, the spectral feature, S P™°*", and .S Pweight gre stacked
and fed into the single kernel SVM.

In our experiments, the number of principal components
for the Indian Pines, University of Pavia, and Pavia Center
images is 25, 3, and 3, respectively. ko is set to 200, 5000,
and 20000 for the tested Indian Pines, University of Pavia,
and Pavia Center images, respectively. The parameter h, is
fixed at 20 for the three tested data. To generate S pweight
the parameter s is set to 500, and the o is set to 1. In MKL,
the weights of three base kernels pP¢, p™mean, and p"eisht
are set to 0.2, 0.4, and 0.4, respectively, as reported in [53].
For the SVM method and other methods using single kernel
SVM as the classifier, the optimized parameters of SVM are
obtained by the fivefold cross-validation technique. For feature
extraction, the parameters are set to the value referred to in the
corresponding literature. For the EMAP method, two common
attributes are used to build EMAP. Five thresholds for area
attribute are [50, 100, 200, 500, 1000]. Eight thresholds of the
standard deviation attribute are [10, 20, 30, 40, 50, 60, 70, 80].
For EMP, EEP, and SC-MK, the parameters are set as the rec-
ommended values reported in [21], [52], and [53], respectively.
The dimensions of different features for the three datasets are
reported in Tables II-1V, respectively.

For all tested datasets, the number of training samples is set
to 50 per class, with the remaining samples used for testing.
The classification accuracy is the average result of 10 experi-
ments with different randomly selected training samples. The
experiment results are compared quantitatively in terms of three
evaluation metrics, including overall accuracy (OA), average
accuracy (AA), and kappa coefficient (K). Additionally, the
highest accuracies among the results given by different methods
are showed as bold entities in Table II-VI.

C. Experiment Results

The classification maps of Indian Pines data obtained by
different methods are shown in Fig. 9. It can be seen that, the
classification performance of SVM is unsatisfactory owing to
the salt-and-pepper noises. This phenomenon can be attributed
to that SVM only utilizes spectral information, which ignores
the spatial information inherited in the neighboring pixels of the
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Classification maps for the Indian Pines image. (a) SVM. (b) EMP.

image. The result of EMP is better than SVM, but the noise
still occurred in the classification map. The classification maps
of EMAP, EEP, ESP, SVM-CK, SC-MK, and SF-SP-SVM are
superior to SVM, as the spatial context information of the image
is utilized by these methods. As shown in Table II, the OA of ESP
outperforms the EMP, EMAP, and EEP with 18%, 10%, and 9%,
respectively. The saliency profile can extract spatial information
of salient structures and strongly simplify the image, which
preserves the homogeneity of objects. Specifically, SF-SP-MK
shows the best result in terms of both quantitative and qualitative
evaluation, followed by ESP and SF-SP-SVM. Moreover, the
highest class-specific accuracies of the classes are all obtained
by the proposed SF-SP-MK. The classification accuracy of
SF-SP-SVM is slightly lower than ESP, which demonstrates
that MKL can better mine the complementary information of
different features.

The classification maps and accuracies given by different
methods on the University of Pavia data are reported in Fig. 10
and Table III, respectively. Similar to the experiment results on
the Indian Pines data, SF-SP-MK achieves the highest classi-
fication accuracy on the University of Pavia data. Specifically,
ESP improves the classification accuracy of EMP, EMAP, EEP
by approximately 3%, 5%, and 1%, respectively. By comparing
the accuracies of SF-SP-SVM and SF-SP-MK methods, it can
be proved that MKL can excavate the discriminative information
hidden in different types of features. Specifically, the salt and
pepper noises can be clearly seen in the classification maps of
EMP, EMAP, EEP, and SC-MK, which are mainly occurred in
the central bare soil area and the meadow area at the bottom.
The proposed ESP and SF-SP-MK methods have significantly
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Fig. 10. Classification maps for the University of Pavia image. (a) SVM.

(b) EMP. (c) EMAP. (d) EEP. (e) ESP. (f) SC-MK. (g) SF-SP-SVM. (h)
SF-SP-MK.

improved the classification of these areas, since the irrelevant
details are suppressed while selecting the salient shapes of ToS.

For the Pavia Center data, Table IV reports the classifica-
tion results of different methods, and Fig. 11 shows the corre-
sponding classification maps. Generally, the overall accuracies
obtained by all methods broadly are all above 96%. The best
accuracies are obtained by the SF-SP-MK, which demonstrates
the effectiveness of the innersuperpixel and intersuperpixel fea-
tures extracted from SP. Meanwhile, the SF-SP-MK achieves the
highest average accuracy since it gives satisfactory results for
all classes. In addition, the SF-SP-MK shows the improvement
with spectrally similar classes, such as Self-Blocking Bricks and
Bitumen.

Obviously, compared to the other morphological feature ex-
traction method, SPs show better classification accuracy. It can
be attributed to that, SPs can preserve salient shapes and reduce
the complexity of the image by attenuating a lot of unimportant
details, which significantly reduces the misclassification existed
in the inside and border of the area for HSIs classification.
Besides, innersuperpixel and intersuperpixel features extracted
from morphological SPs are able to suppress the salt-and-pepper
noise in the classification map. Furthermore, the SF-SP-MK
outperforms the SF-SP-SVM for all datasets, which demon-
strates that MKL provides a flexible framework to integrate the
complementary information of spectral and spatial features.

D. Demonstration of Saliency Profiles Features

Fig. 12 shows the saliency profiles computed on the first three
principal components of the University of Pavia data. It can be
seen that, S P; with smaller ¢ keeps more detail of the input data,
whereas SP; with larger 7 considerably simplifies the image
since it is closer to the root. Meanwhile, most of the shapes
on the tree have been removed, while the salient structures are
preserved. For instance, the original image has 53 653 shapes,
but SP, only retains 2259 shapes. Besides, SPs are generated
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Fig. 11.  Classification maps for the Pavia Center image. (a) SVM. (b) EMP.
(c) EMAP. (d) EEP. (e) ESP. (f) SC-MK. (g) SF-SP-SVM. (h) SF-SP-MK.

by filtering the ToS layer by layer, and hence the structures
that disappeared at the fine scale will not reappear at the coarse
scale. The experiments illustrate that the SPs can capture salient
structural information depending on the attribute function A,
and characterize specific size objects on feature maps at different
scales. Besides, the dimensionality of SPs is only determined by
the height of the tree Ty, which means it is unrequired to set
threshold values.

E. Effect of the Parameter h,, and kg

The classification result obtained with parameter h, ranging
from 10 to 200 is shown in Fig. 13. It can be found that the
classification results remain stable for the three tested data.
For instance, the difference between the maximum OA and the
minimum OA is less than 0.5% on three images, which demon-
strates that the attribute function A, are effective in selecting
salient shapes whose edges coincide with the contours of land
covers. The reason for this phenomenon is that, the attribute
A, of the salient node is always much larger than A, of its
parent node and child nodes. Therefore, the unimportant nodes
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Fig. 13.  Effects of parameter h, on different images.

including many insignificant maximum points on the curve of
A, can be removed, even with a small value of h,. Moreover,
a larger h, can also retain the most important nodes while
removing the unimportant notes. It can be observed from Fig. 13,
the classification accuracy is insensitive to the parameters h,,
ranging from 10 to 200. Moreover, with the further increase of
h,,, more nodes on the ToS are removed, and abundant structural
and detailed information will be ignored, which will lead to a
decrease in the OA values. Thus, the parameter h,, is set to be
20 for these three images.

The effects of kg on classification accuracy for the three
datasets are shown in Fig. 14. Taking the spatial characteristics
of the HSIs into consideration, the range of k¢ for the Indian
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Fig. 14.  Effects of parameter kg on different images. (a) Indian Pines image.
(b) University of Pavia image. (c) Pavia Center image.

Pines data, the University of Pavia data, and the Pavia Center
data varies from 60 to 340, 1000 to 15000, 10000 to 24000,
respectively. The step size of ko for the Indian Pines data,
the University of Pavia data, and the Pavia Center data is 20,
1000, and 1000, respectively. The curves represent the change of
overall accuracy obtained by the proposed SF-SP-MK with dif-
ferent kq. Specifically, for the University of Pavia, the proposed
SF-SP-MK method shows satisfactory performances when the
initial superpixel number varies from 4000 to 6000. The main
reason for this phenomenon is that, the pixels that belong to
different classes will be clustered into one superpixel when kg
is set to a small value, which makes the information of different
classes be introduced to the superpixel-based features. On the
other hand, serious over-segmentation impedes the extraction of
spatial features when k is too large, which would also reduce the
classification accuracy. It can be also noticed that, the variation
of the overall accuracies is lower than 1% for the three HSIs.
The main reason is that, the saliency profiles can attenuate the
redundant details in the original image, and the objects in SPsim-
ages show more homogeneous characteristics. Thus, the spatial
features that are derived from different superpixel segmentation
results change little, leading to a stable classification curve.

FE. Comparison of the Classifiers

To further test the performance of the proposed feature, three
different classifiers including k-nearest neighbor (KNN), single
kernel SVM, and random forest (RF) are taken into account.
Table V shows the overall accuracy of classification obtained on
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TABLE V
OVERALL ACCURACIES OBTAINED WITH DIFFERENT FEATURES AND CLASSIFIERS ON THREE DATASETS

Dataset Indian Pines University of Pavia Pavia Center
assifier KNN SVM RF KNN SVM RF KNN SVM RF
Feature
Spectral 60.89 72.41 69.53 70.14 84.24 73.31 94.95 96.6 94.67
EMP 55.98 74.20 83.79 82.06 94.43 90.62 96.86 97.85 97.69
EMAP 65.2 82.33 93.33 81.99 92.44 91.07 97.38 98.31 97.80
EEP 65.61 83.88 93.71 93.14 96.76 97.12 97.14 98.41 98.40
SC-MK 72.03 86.5 79.43 81.54 96.28 85.13 95.94 97.87 95.60
ESP 89.85 95.00 95.96 95.42 98.07 98.30 96.99 98.38 98.45
SF-SP 91.26 94.28 95.10 96.20 98.96 98.15 97.41 98.58 98.30
TABLE VI
CLASSIFICATION ACCURACIES GIVEN BY DIFFERENT APPROACHES ON THREE DATASETS
Indian Pines University of Pavia Pavia Center
Feature-Classifier OA AA K OA AA K OA AA K
Spectral-SVM 72.41 77.97 68.38 84.24 79.72 82.52 96.60 93.16 95.20
SP-SVM 95.00 96.20 94.19 98.07 98.30 97.43 98.38 96.92 97.71
SF-SP-SVM 94.28 95.37 93.34 98.96 99.19 98.62 98.58 97.33 97.99
Spectral-KNN 60.89 65.43 55.33 70.14 79.48 62.50 94.95 90.53 92.89
SP-KNN 89.85 92.09 88.25 95.42 96.13 93.96 96.99 93.79 95.75
SF-SP-KNN 91.26 92.66 89.86 96.20 97.71 94.99 97.41 94.77 96.34
Spectral-RF 69.53 73.50 65.03 73.31 82.02 66.44 94.67 90.68 92.49
SP-RF 95.96 96.85 95.30 98.30 98.53 97.74 98.45 96.41 97.81
SF-SP-RF 95.10 96.03 94.30 98.15 98.40 97.54 98.30 96.89 97.60
SF-SP-MK 97.72 98.28 97.34 99.41 99.29 99.21 98.74 97.41 98.22

three datasets using KNN, SVM, and RF. Specifically, the Kiis set
as 5 for the KNN classifier, and the number of trees for RF is set
to 200. It can be observed from Table V that, both the proposed
ESP and SF-SP achieve promising results. Specifically, for the
KNN classifier, the highest accuracies are achieved with SF-SP
on the three images. For the RF classifier, the best results are
obtained with EPS, followed by SF-SP. Meanwhile, when using
SVM as the classifier, the optimal result on the Indian Pines
image is obtained with ESP, while the highest accuracy on the
other dataset is obtained with SF-SP. The result proves that
the proposed saliency profiles provide a better characterization
for the spatial information of HSIs, which can improve the
separability of different classes. Moreover, to validate the effec-
tiveness of MKL in the proposed framework, the methods using
different classifiers with different SP features are considered for
comparison. As shown in Table VI, although the classification
result given by ESP and SF-SP with the comparative classifiers
are satisfactory, SF-SP-MK still achieves the best results on all
of the datasets. It illustrates the superiority of the multikernel
approach in fusing different kinds of features, which can better
mine the complementary information of features.

IV. CONCLUSION

In this article, a hyperspectral image classification framework
by exploiting the spectral-spatial information of SPs is pro-
posed. Specifically, to mine the important object structures of
the image, we propose a novel morphological feature, namely,
saliency profiles, on the basis of the saliency index of the nodes
on ToS. Then, a method that can adaptively determine the num-
ber of superpixels is developed and performed on each of the SPs
to generate the superpixel segmentation maps. Subsequently,
the innersuperpixel and intersuperpixel features are extracted
by using the mean filter and weighted average filter. Finally,
multiple kernel SVM is adopted to fuse the original spectral

feature and innersuperpixel feature S P™°*", and intersuperpixel
feature S P eight,

The experiments conducted on three widely used hyperspec-
tral data illustrate the superiority of the proposed method. The
classification performances of the proposed method are better
than the other state-of-the-art morphological methods, and the
corresponding classification maps are more homogeneous in
terms of visual interpretation. The reason is that, the attribute A4,
measures the importance of shape based on its contour and con-
trast information, instead of the simple geometric metrics used
in the traditional morphological features. Meanwhile, the exper-
imental results obtained with different classifiers show that, the
proposed features show better separating capability than the tra-
ditional morphological features, which benefit the recognition of
objects in HSIs. Moreover, innersuperpixel and intersuperpixel
features extracted from SPs are fused with spectral information
by using MKL, which exploits the complementary information
of different features and further improves the classification
accuracy. In the future, we plan to combine the morphological
features and deep learning approaches for hyperspectral image
classification.

ACKNOWLEDGMENT

The authors would like to thank Prof. D. Landgrebe for
providing the Hyperspectral data sets, and also the editors and
the anonymous reviewers for their insightful and constructive
comments, which helped to improve the article.

REFERENCES

[1] P. Ghamisi, J. Plaza, Y. Chen, J. Li, and A. J. Plaza, “Advanced spectral
classifiers for hyperspectral images: A review,” IEEE Geosci. Remote Sens.
Mag., vol. 5, no. 1, pp. 8-32, Mar. 2017.

[2] S. Asadzadeh and C. R. de Souza Filho, “A review on spectral process-
ing methods for geological remote sensing,” Int. J. Appl. Earth Observ.
Geoinformation, vol. 47, pp. 69-90, 2016.



3302

[3]

(4]

(51

(6]

(71

[8]

[91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 13, 2020

M. Shimoni, R. Haelterman, and C. Perneel, “Hyperspectral imaging for
military and security applications: Combining Myriad processing and
sensing techniques,” IEEE Geosci. Remote Sens. Mag., vol. 7, no. 2,
pp. 101-117, Jun. 2019.

D. Haboudane, J. R. Miller, E. Pattey, P. J. Zarco-Tejada, and I. B. Strachan,
“Hyperspectral vegetation indices and novel algorithms for predicting
green LAI of crop canopies: Modeling and validation in the context of
precision agriculture,” Remote Sens. Environ., vol. 90, no. 3, pp. 337-352,
2004.

Q. Tong, Y. Xue, and L. Zhang, “Progress in hyperspectral remote sensing
science and technology in China over the past three decades,” IEEE J.
Sel. Topics Appl. Earth Observ. Remote Sens., vol. 7, no. 1, pp. 70-91,
Jan. 2014.

X. Shang and L. A. Chisholm, “Classification of Australian native forest
species using hyperspectral remote sensing and machine-learning classifi-
cation algorithms,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens.,
vol. 7, no. 6, pp. 2481-2489, Jun. 2014.

W. Song, W. Song, H. Gu, and F. Li, “Progress in the remote sensing
monitoring of the ecological environment in mining areas,” Int. J. Environ.
Res. Public Health, vol. 17, no. 6, 2020, Art. no. 1846.

P. Ghamisi et al., “New frontiers in spectral-spatial hyperspectral image
classification: The latest advances based on mathematical morphology,
Markov random fields, segmentation, sparse representation, and deep
learning,” IEEE Geosci. Remote Sens. Mag., vol. 6, no. 3, pp. 10-43,
Sep. 2018.

X. Jiang, Y. Zhang, Y. Li, S. Li, and Y. Zhang, “Hyperspectral image
classification with transfer learning and Markov random fields,” IEEE
Geosci. Remote Sens. Lett., vol. 17, no. 3, pp. 544-548, Mar. 2020.
S.Jia, Z. Lin, B. Deng, J. Zhu, and Q. Li, “Cascade superpixel regularized
gabor feature fusion for hyperspectral image classification,” IEEE Trans.
Neural Netw. Learn. Syst., vol. 31, no. 5, pp. 1638-1652, May 2020.

P. Duan, X. Kang, S. Li, P. Ghamisi, and J. A. Benediktsson, “Fusion
of multiple edge-preserving operations for hyperspectral image classifica-
tion,” IEEE Trans. Geosci. Remote Sens.,vol.57,no. 12, pp. 10336-10349,
Dec. 2019.

S. Yang, J. Hou, Y. Jia, S. Mei, and Q. Du, “Hyperspectral image classifica-
tion via sparse representation with incremental dictionaries,” IEEE Geosci.
Remote Sens. Lett., to be published, doi: 10.1109/LGRS.2019.2949721.
F. Luo, L. Zhang, B. Du, and L. Zhang, “Dimensionality reduction with
enhanced hybrid-graph discriminant learning for hyperspectral image
classification,” IEEE Trans. Geosci. Remote Sens., to be published, doi:
10.1109/TGRS.2020.2963848.

F. Luo, L. Zhang, X. Zhou, T. Guo, Y. Cheng, and T. Yin, “Sparse-adaptive
hypergraph discriminant analysis for hyperspectral image classification,”
IEEE Geosci. Remote Sens. Lett., vol. 17, no. 6, pp. 1082—1086, Jun. 2020.
D. Hong, X. Wu, P. Ghamisi, J. Chanussot, N. Yokoya, and X. X. Zhu,
“Invariant attribute profiles: A spatial-frequency joint feature extractor for
hyperspectral image classification,” IEEE Trans. Geosci. Remote Sens.,
vol. 58, no. 6, pp. 3791-3808, Jun. 2020.

P. Ghamisi, R. Souza, J. A. Benediktsson, X. X. Zhu, L. Rittner, and R.
A. Lotufo, “Extinction profiles for the classification of remote sensing
data,” IEEE Trans. Geosci. Remote Sens., vol. 54, no. 10, pp. 5631-5645,
Oct. 2016.

X. X. Zhu et al., “Deep learning in remote sensing: A comprehensive
review and list of resources,” IEEE Geosci. Remote Sens. Mag., vol. 5,
no. 4, pp. 8-36, Dec. 2017.

Z.Gong, P.Zhong, Y. Yu, W. Hu, and S. Li, “A CNN with multiscale convo-
lution and diversified metric for hyperspectral image classification,” IEEE
Trans. Geosci. Remote Sens., vol. 57, no. 6, pp. 3599-3618, Jun. 2019.
Y. Chen, K. Zhu, L. Zhu, X. He, P. Ghamisi, and J. A. Benediktsson,
“Automatic design of convolutional neural network for hyperspectral
image classification,” IEEE Trans. Geosci. Remote Sens., vol. 57, no. 9,
pp. 7048-7066, Sep. 2019.

M. Pesaresi and J. A. Benediktsson, “A new approach for the morpho-
logical segmentation of high-resolution satellite imagery,” IEEE Trans.
Geosci. Remote Sens., vol. 39, no. 2, pp. 309-320, Feb. 2001.

J. A. Palmason, J. A. Benediktsson, and J. R. Sveinsson, “Classification
of hyperspectral data from urban areas based on extended morphological
profiles,” IEEE Trans. Geosci. Remote Sens., vol. 43, no. 3, pp. 480-491,
Mar. 2005.

S. Prasad and L. M. Bruce, “Limitations of principal components analysis
for hyperspectral target recognition,” IEEE Trans. Geosci. Remote Sens.,
vol. 5, no. 4, pp. 625-629, Oct. 2008.

F. Luo, H. Huang, Y. Duan, J. Liu, and Y. Liao, “Local geometric structure
feature for dimensionality reduction of hyperspectral imagery,” Remote
Sens., vol. 9, no. 8, 2017, Art. no. 790.

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

F. Luo, B. Du, L. Zhang, L. Zhang, and D. Tao, “Feature learn-
ing using spatial-spectral hypergraph discriminant analysis for hyper-
spectral image,” IEEE Trans. Cybern., vol. 49, no. 7, pp. 2406-2419,
Jul. 2019.

M. Chini, N. Pierdicca, and W. J. Emery, “Exploiting SAR and VHR
optical images to quantify damage caused by the 2003 Bam earthquake,”
1IEEE Trans. Geosci. Remote Sens., vol. 47, no. 1, pp. 145-152, Jan. 2009.
J. Chanussot, J. A. Benediktsson, and M. Fauvel, “Classification of remote
sensing images from urban areas using a fuzzy possibilistic model,” I[EEE
Geosci. Remote Sens. Lett., vol. 3, no. 1, pp. 40-44, Jan. 2006.

H. G. Akcay and S. Aksoy, “Automatic detection of geospatial objects
using multiple hierarchical segmentations,” IEEE Trans. Geosci. Remote
Sens., vol. 46, no. 7, pp. 2097-2111, Jul. 2008.

P. Ghamisi, M. S. Couceiro, J. A. Benediktsson, and N. M. F. Ferreira,
“An efficient method for segmentation of images based on fractional
calculus and natural selection,” Expert Syst. Appl., vol. 39, no. 16,
pp. 12407-12417, 2012.

P. Ghamisi, M. S. Couceiro, and J. A. Benediktsson, “Classification of
hyperspectral images with binary fractional order Darwinian PSO and
random forests,” Proc. SPIE, vol. 8892, 2013, Art. no. 88920S.

B. Luo and L. Zhang, “Robust autodual morphological profiles for the
classification of high-resolution satellite images,” IEEE Trans. Geosci.
Remote Sens., vol. 52, no. 2, pp. 1451-1462, Feb. 2014.

M. Dalla Mura, J. A. Benediktsson, B. Waske, and L. Bruzzone, “Mor-
phological attribute profiles for the analysis of very high-resolution im-
ages,” IEEE Trans. Geosci. Remote Sens., vol. 48, no. 10, pp. 3747-3762,
Oct. 2010.

P. Salembier and M. H. F. Wilkinson, “Connected operators: A review of
region-based morphological image processing techniques,” IEEE Signal
Process. Mag., vol. 26, no. 6, pp. 136—157, Jan. 2009.

Y. Xu, T. Géraud, and L. Najman, “Connected filtering on tree-based
shape-spaces,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 38, no. 6,
pp. 1126-1140, Jun. 2016.

E. J. Breen and R. Jones, “Attribute openings, thinnings, and granulome-
tries,” Comput. Vision Image Understanding, vol. 64, no. 3, pp. 377-389,
1996.

M. Dalla Mura, J. A. Benediktsson, B. Waske, and L. Bruzzone, “Extended
profiles with morphological attribute filters for the analysis of hyperspec-
tral data,” Int. J. Remote Sens., vol. 31, no. 22, pp. 5975-5991, 2010.

P. Ghamisi, M. Dalla Mura, and J. A. Benediktsson, “A survey on spectral-
spatial classification techniques based on attribute profiles,” IEEE Trans.
Geosci. Remote Sens., vol. 53, no. 5, pp. 2335-2353, May 2015.

R. Souza, L. Rittner, R. Machado, and R. Lotufo, “A comparison between
extinction filters and attribute filters,” in Mathematical Morphology and Its
Applications to Signal and Image Processing (Lecture Notes in Computer
Science), Cham, Switzerland: Springer, 2015, vol. 9082, pp. 63-74.

C. Vachier and F. Meyer, “Extinction value: A new measurement of
persistence,” in Proc. IEEE Workshop Nonlinear Signal Image Process.,
1995, vol. I, pp. 254-257.

P. Ghamisi, B. Hofle, and X. X. Zhu, “Hyperspectral and LiDAR data
fusion using extinction profiles and deep convolutional neural network,”
IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 10, no. 6,
pp. 3011-3024, Jun. 2017.

B. Rasti, P. Ghamisi, J. Plaza, and A. Plaza, “Fusion of hyperspectral and
LiDAR data using sparse and low-rank component analysis,” IEEE Trans.
Geosci. Remote Sens., vol. 55, no. 11, pp. 6354-6365, 2017.

Y. Xu, T. Géraud, and L. Najman, “Hierarchical image simplification
and segmentation based on Mumford—Shah-salient level line selection,”
Pattern Recognit. Lett., vol. 83, pp. 278-286, 2016.

P. Monasse and F. Guichard, “Fast computation of contrast-invariant image
representation,” /[EEE Trans. Image Process., vol. 9, no. 5, pp. 860-872,
May 2000.

C. Ballester, V. Caselles, L. Igual, and L. Garrido, “Level lines selection
with variational models for segmentation and encoding,” J. Math. Imag.
Vision, vol. 27, no. 1, pp. 5-27, 2007.

D. Mumford, J. Shah, Z. Szallasi, J. Stelling, and V. Periwal, “Optimal
approximations by piecewise smooth functions and associated variational
problems,” Commun. Pure Appl. Math., vol. 42, no. 5, pp. 577-685, 1989.
R. Achanta, A. Shaji, K. Smith, A. Lucchi, P. Fua, and S. Siisstrunk,
“SLIC superpixels compared to state-of-the-art superpixel methods,” I[EEE
Trans. Pattern Anal. Mach. Intell., vol. 34, no. 11, pp. 2274-2281, Nov.
2012.

T. Lu, S. Li, L. Fang, L. Bruzzone, and J. A. Benediktsson, “Set-to-set
distance-based spectral-spatial classification of hyperspectral images,”
IEEE Trans. Geosci. Remote Sens., vol. 54, no. 12, pp. 7122-7134,
Dec. 2016.


https://dx.doi.org/10.1109/LGRS.2019.2949721
https://dx.doi.org/10.1109/TGRS.2020.2963848

LU AND HU: HSI CLASSIFICATION VIA EXPLORING SPECTRAL-SPATIAL INFORMATION OF SPS

[47]

[48]

[49]

[50]

[51]

[52]

[53]

L. Fang, H. Zhuo, and S. Li, “Super-resolution of the hyperspectral image
via superpixel-based sparse representation,” Neurocomputing, vol. 273,
pp. 171-177, 2018.

X. Huang, Q. Lu, and L. Zhang, “A multi-index learning approach for
classification of high-resolution remotely sensed images over urban areas,”
ISPRS J. Photogramm. Remote Sens., vol. 90, pp. 3648, 2014.

D. Tuia, G. Camps-Valls, G. Matasci, and M. Kanevski, “Learning relevant
image features with multiple-kernel classification,” IEEE Trans. Geosci.
Remote Sens., vol. 48, no. 10, pp. 3780-3791, Oct. 2010.

G. Mountrakis, J. Im, and C. Ogole, “Support vector machines in remote
sensing: A review,” ISPRS J. Photogramm. Remote Sens., vol. 66, no. 3,
pp. 247-259, 2011.

P. R. Marpu, M. Pedergnana, M. D. Mura, S. Peeters, J. A. Benediktsson,
and L. Bruzzone, “Classification of hyperspectral data using extended
attribute profiles based on supervised and unsupervised feature extraction
techniques,” Int. J. Image Data Fusion, vol. 3, no. 3, pp. 269-298, 2012.
P. Ghamisi, R. Souza, J. A. Benediktsson, L. Rittner, R. Lotufo, and
X. X. Zhu, “Hyperspectral data classification using extended extinction
profiles,” IEEE Geosci. Remote Sens. Lett., vol. 13,no. 11, pp. 1641-1645,
Nov. 2016.

L. Fang, S. Li, W. Duan, J. Ren, and J. A. Benediktsson, “Classification
of hyperspectral images by exploiting spectral-spatial information of su-
perpixel via multiple kernels,” IEEE Trans. Geosci. Remote Sens., vol. 53,
no. 12, pp. 6663-6674, Dec. 2015.

3303

Qikai Lu (Member, IEEE) received the B.S. degree in
remote sensing science and technology and the Ph.D.
degree in photogrammetry and remote sensing from
Wauhan University, Wuhan, China, in 2011 and 2016,
respectively.

He is currently with the Faculty of Recourses and
Environmental Science, Hubei University, Wuhan,
China. His research interests include image process-
ing, machine learning, and remote sensing applica-
tions.

Xuan Hu received the B.S. degree in surveying map-
ping engineering in 2016 from Wuhan University,
Wauhan, China, where he is currently pursuing the
M.S. degree in photogrammetry and remote sensing.

He is currently with the State Key Laboratory of
Information Engineering in Surveying, Mapping, and
Remote Sensing, Wuhan University, Wuhan, China.
His research interests include image processing and
remote sensing applications.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


