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Abstract—Bistatic synthetic aperture radar (BiSAR) imaging is
faced with two major challenges: large scene imaging and adapt-
ability to unideal platform motion in practice. In order to deal with
these two problems, a generalized wavefront-curvature-corrected
polar format algorithm (PFA) is proposed in this article. The
traditional PFA is little restricted on geometry configuration and
platform motion, but its application to large scene imaging is
limited by the far-field planar wavefront assumption. To solve this
limitation, this article derives the phase error caused by wavefront
curvature and analyzes its influence on both geometric distortion
and defocusing effect in detail. Based on the analysis, we present a
wavefront curvature completely correcting method through space-
variant phase compensation using the analytical wavefront cur-
vature phase in wavenumber-domain, which is derived through
method of series reversion. What’s more, an efficient realization of
the space-variant phase compensation based on two-stage image
division is given to avoid high overlap rate in the traditional image
division method. The proposed method can obtain well focused and
geometric undistorted image for BiSAR under complicated flight
paths, and it also keeps the logarithmic complexity of traditional
PFA. The effectiveness of the proposed method is verified by nu-
merical simulations.

Index Terms—Bistatic SAR (BISAR), complicated flight paths,
large scene, polar format algorithm (PFA), unideal motion,
wavefront curvature.

1. INTRODUCTION

ISTATIC synthetic aperture radar (BiSAR) has the unique
B advantage of flexible imaging geometry configuration, thus
it can be applied to earth remote sensing and reconnaissance in
various application modes such as forward-looking, spotlight
or strip-map, etc. Due to the application prospect, BiSAR has
attracted more and more researchers around the world to carry
out works in these years. Nowadays, BiSAR imaging techniques
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are becoming mature as more and more airborne and space-
borne experiments have been carried out [1]-[5] and literatures
on signal processing algorithms have been published [6]-[10].
As one of the most important application, There are already
some literatures about forward-looking mode on its theory and
prospect [11], [12] and some results on its imaging processing
in some specific configurations [13]-[17].

However, when applying BiSAR to applications with compli-
cated geometries, the 2-D space-variance of echo signal makes it
difficult to obtain well-focused large scene image, especially in
forward-looking mode where the nonlinearity of space-variation
gets more significant. What’s more, the platform trajectories are
usually unideal in practice. Under complicated flight paths, there
are few imaging methods that can be well applicable, except for
some point-by-point-based methods like back-projection algo-
rithm (BPA) that suffer from high computational complexity.
Generally speaking, the problems of large-scene imaging and
adapting to complicated flight paths are relevant. Defocusing
effect in large-scene imaging is mainly caused by quadratic
component of the phase error with respect to azimuth time in-
duced by space-variance. Higher-order trajectories may result in
higher quadratic phase error (QPE) compared to cases with linear
trajectories, which greatly reduces the valid imaging scene-size
for traditional imaging algorithms. Methods with both efficiency
and adaptability to complicated flight paths are needed to be
researched.

Currently, there are mainly two types of SAR imaging al-
gorithms: time-domain projection algorithms represented by
BPA and frequency-domain algorithms mainly including Range-
Doppler Algorithm (RDA), Omega-K Algorithm and Chirp-
scaling Algorithm (CSA). Time-domain projection algorithms
like BPA are ideal in focusing SAR images, but its computational
cost is too large as mentioned above with cubic complexity.
Frequency-domain algorithms are usually computationally ef-
ficient with logarithmic complexity, but there are few methods
that can deal with 2-D space-variation. Some methods based on
omega-K or chirp-scaling are proposed to solve this problem
in some specific geometric configurations [7], [9], but they are
limited in terms of modes and platform motion.

The difficulties in processing BiSAR data for those frequency
domain algorithms like RDA, CSA, and Omega-KA can be
concluded as the following two aspects. On one hand, these
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algorithms usually require analytical point target reference spec-
trum (PTRS), whose derivation is not easy due to the double
square roots in the range history. Though some results are
presented for some relatively ideal cases [ 18]-[22], this problem
is rather significant in cases with complicated flight paths. On
the other hand, algorithms based on the analytical PTRS is
hard to deal with the 2-D space-variation of echo signal, as is
discussed above. Actually, these problems mainly come from
processing in azimuth frequency domain (also called Doppler
domain). Because the platform trajectories are in azimuth time
domain, algorithms in this domain like BPA usually have strong
adaptability to various platform motion.

As another important imaging method, polar format algorithm
(PFA) is widely used in spotlight SAR. Different from traditional
frequency domain imaging methods, this algorithm multiplies
the echo signal by the reference function in azimuth time and
range frequency domain, thus it can well adapt to BiSAR
with various geometries (including forward-looking) and even
with complicated flight paths in the same way as BPA. What’s
more, its computational complexity is as low as Omega-KA.
However, this algorithm is based on a far-field planar wavefront
assumption, which greatly restricts its valid imaging scene
size. Polar format imaging for BiSAR is first analyzed in [23].
Correction for wavefront curvature is researched in several
literatures [24]-[27], but they all have different limitations
thus are unable to solve the problems well in BiSAR with
complicated platform motion.

In this article, we propose a generalized wavefront-curvature-
corrected PFA that is applicable for BiSAR with complicated
platform motion. The trajectories of both the receiver and the
transmitter are assumed to be high-order polynomials of az-
imuth time. Original PFA under planar wavefront assumption
for BiSAR is first reviewed. In order to deal with the problem
of wavefront curvature, we derive the high-order approximated
expression of the curvature error and analyze its influence on
the final image through its Taylor expansions to obtain some
necessary results. Based on the curvature error analysis, we
derive the phase compensation filter in wavenumber domain
for wavefront curvature correction through series reversion. To
efficiently realize the space-variant compensation, a two-stage
image division method is presented to reduce the high overlap
rate in the traditional image division method. Since completely
correcting the wavefront curvature error, the proposed method
can obtain well-focused and geometric undistorted image for
BiSAR under arbitrary finite-order platform trajectories.

The rest of this article is organized as follows. Section II
defines the imaging geometry and builds the signal model.
Original PFA for BiSAR is reviewed in Section III. Section IV
derives and analyzes the influence of wavefront curvature error.
Section V presents the wavefront curvature correction method.
Numerical simulations are given in Section VI to verify the
proposed results. Section VII concludes this article.

II. SIGNAL MODEL

A. Geometry Definition

Fig. 1 illustrates the imaging geometry of BiSAR with a gen-
eral configuration. Both the receiver and the transmitter work in
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Fig. 1. Imaging geometry definition.
spotlight mode, and their beam centers point at the scene center
O. The receiver that usually works in squint or forward-looking
mode flies with a trajectory which can be arbitrary with a finite
order. The transmitter works in squint or side-looking mode and
also flies with a finite-order trajectory.

The trajectories of the two platforms are defined as 7 (¢) and
77 (), respectively, which are both within one synthetic aperture
time and are given by

7r(t) = [7(t), yr(t), 20 (t)]
Tr(t) = [zr(t), yr(t), 2r(t)].

(la)
(1b)

B. SAR Signal Model

Suppose the transmitted signals are linear frequency modu-
lated pulses, for the point target P(x,,, y,,) in Fig. 1, the received
baseband signal can be written as

R,(t; 2y, yp) t
- t: = w, _ P\ Py IpJ R e
Sr(Tot Tp, Yp) = w l:T p w T,

t:
X exp |:j27TRp( 7fp7yp)]

_ 2
X exp {jﬂ'KT [7’ — Rp(t,z?p,yp)} } )

where w.,. is the range envelope and w,, is the azimuth envelope.
T, is the synthetic aperture time. K, represents the FM rate of
the transmitted signal. c is the speed of light and A represents
the wavelength of the carrier. R, (t; x,,Y,) is the Bistatic slant
range history of target P, which is given by

Ry(t;p, yp) = |77 () — [xpaypao]”z
+ HFR(t) - ['r;wyp?O]HQ' 3)

After range Fourier transformation and range matched filter-
ing, the signal becomes
t

ST(fr»t;xpayp) =W, (fr)'wa (T)

fet [

C

exp {—j27r Ry (t; xp, yp)} %)
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where W, is the frequency-domain envelope corresponding to
w,, fr represents the range frequency and f. is the carrier
frequency.

III. PFA FOR BISAR

In this algorithm, the first step is to make the azimuth dechirp
(also known as the bulk compression) for the signal given by (4)
using the reference function of the scene center O,

Sd(fT7t; ‘rI)?yp) = S7(f7’at;xp7yp) X ST*(fT7t;O7 O)

fot e )

=exp |—j27 AR, (t; zp, yp)

c
where the envelop functions are omitted and
ARy (t; 2p, yp) = |77 (t) = [2p, Yp, Ollly = 170 ()l
+ I7R(E) = [2p, yp, Ollly = [ITR(E)]l, (6)
which is called the differential distance.
Under the planar wavefront assumption, the differential dis-

tances of both the receiver and the transmitter are approximated
as only linear with respect to ,, and y,,, which are denoted by

ARg(t; 2y, yp) and ARy (t; 2, y,). That is

~ t t
ARp(t: . yp) = —xgi();” - yg;ggp (7a)
. t t
AR (t;2p,y) = —xéi()gp -t ()ty)” (7b)
where
Re(t) = TR (8a)
Ber(t) = |7 @), (8b)

Thus, the approximated total differential distance is given by

xrrT (t) TR (t)
Re(t) T Ral } p
t) | yr(t

Ayt pn) = - | )
‘{gm Rﬂﬁ%'

Then, the actual phase of .S, in (5) can be expressed as

€))

Spp(fﬂ t;x,, yp)
et
C

[ARP(t5 Tp, Yp) + ARew(t; Tp, yp)]

= @(fﬂt) +(pcur(f7'at) (10)

where A R, denotes the range error caused by wavefront curva-
ture.  denotes the approximated differential phase correspond-
ing to ARP and ¢,y represents the ignored wavefront curvature
phase corresponding to A Ryy.

Note that ¢ and ¢, are also functions of z,, y,,, which are
omitted here for convenience.

Based on the expressions above, transform S; into 2-D
wavenumber domain according to the following mapping:

T (t) TR (t) ]
Rr(t)  Rr(t)

— [ (11a)
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yr(t) | yr(t) ] (11b)

by = T{RTu> Rn(t)

which is called the polar format mapping. k, and k, denote the
wavenumbers in z and y directions, respectively, and

b= (e + 1) (12)
which denotes the wavenumber in range direction.
Then, S, becomes
Hy (ka, ky; p, yp)
= exp {j [kowp + kytp + Peur(bas kys 2p,5p) |} (13)

where Qeur(ks, ky; Tp, yp) is the wavenumber-domain curvature
phase error transformed from ey, (f7,t).

The polar format mapping can be realized through a 2-D
interpolation to make (13) uniformly sampled with respect to k.,
and k,, then the final image can be obtained through a 2-D IFFT.
We can simply realize the mapping through nearest-neighbor
interpolation, whose accuracy can be improved by upsamping
the data before performing the mapping.

IV. WAVEFRONT CURVATURE ERROR ANALYSIS

For BiSAR, PFA can work well in small scene size imaging
with respect to the focusing effect despite slight geometric
distortion. However in large scene size imaging, the planar wave-
front assumption is no more accurate. The wavefront curvature
error may result in severe defocusing effect and also geometric
distortion. Therefore, methods of curvature error correction
are needed. Before presenting the correction method, we first
analyze the curvature error to obtain some necessary results.

The curvature error lies in the difference between AR, in (6)

and AR, in (9). That is
ARcur(t; Lp, yp) = ARp(t§ Lp, yp) - ARp(t§ Lp, yp)- (14)

When the distance between P and O is not so large compared
with the operating distances of the radar platforms, high-order
terms of (14) with respect to x),, ¥, can be ignored. Considering
the practical conditions, we retain its expansion terms up to third
order as

ARcur(t Lp, yp)
~ A-Zizcur(t§ Tp, yp)

i,jEN

=2

it+j=2

C§a2ARcur(t; Lp, yp) 2t yj
20, 0y) o

i,JEN

>

i+j=3

Céa3ARcur(t§ Lp, yp)
- - X
60x7,0y,’

Y- (15)

Since the trajectories are assumed as high order, this curvature
range error, which produces a corresponding phase error, also
contains several orders Taylor components with respect to t.
As is indicated in [28], the zeroth- and first-order components
result in position shift in range direction and azimuth direction,
respectively, the second-order component mainly impacts the
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focusing effect and high order ones may cause asymmetric
sidelobes. The following analysis is carried out based on these
classic conclusions.

Fig. 2 shows the residual error of this third-order approxi-
mation at a position (1200, 1200) m for a certain geometry (the
specific parameters are presented in Section V). Though the total
approximation error is up to 0.35 m, but it mainly consists of
zero- and first-order terms with respect to ¢ while the second-
order component that is no more than 7 x 10~* m is small
enough compared with the 0.03 m wavelength. The zeroth- and
first-order components will induce residual positioning errors
with same orders of magnitude when this approximation is used
for the subsequent processing. Since they are nevertheless very
small, this approximation is accurate enough for imaging in a
2400 x 2400 m area.

When the imaging area gets even larger, the accuracy of
this third-order model will get worse. This will be discussed
in Section V.

Next, we come to the influence of the curvature range error.
Notice that the curvature range error directly induces a phase
error in range-frequency azimuth-time domain, which is defined
as the curvature phase ey (fr,t). As is already indicated, the

zeroth- and first-order components may result in geometric
distortion while the second-order one affects focusing effect.
These influences are discussed in [29], but since we are aiming at
solving the imaging problems for complicated platform motion,
it is necessary to make derivations and analysis renewedly.

A. Geometric Distortion and Distorted Coordinate Mapping

Position errors in range and azimuth directions caused by
the zeroth- and first-order components of the curvature phase
may result in geometric distortion due to the space-variation
of the error. Generally, a rectangular area will turn out to be a
curved-edge shape in a PFA image. This phenomenon can be
seen in Fig. 3.

For traditional algorithms, a position error caused by the
phase error can be computed directly through the zeroth- and
the first-order Taylor terms, which correspond to center slant
range and Doppler centroid, respectively. However, for PFA,
the final image is obtained after the polar format mapping, thus
the position error is different from that of traditional algorithms.
In order to obtain the expression of distorted coordinates for
BiSAR PFA, we carry out inference as follows.



MIAO et al.: GENERALIZED WAVEFRONT-CURVATURE-CORRECTED PFA TO FOCUS BISTATIC SAR UNDER COMPLICATED FLIGHT PATHS

2000 (0] Re.:al position§ .

X Distorted positions
1500 O xO O XX X O xO0
1000F %O O 2 0 0 0 X0
500 xO 0 9 |4 R 0 X
ig of 0o © @ ® © © 0
-500 F xO 0 2 1< 0 R O
1000 xXO 0O 0 0 R O O
A1500F xO 0 X0 X0 X0 X0 xO 4O
-2000 * * t * . *

-2000 -1500 -1000  -500 0 500 1000 1500 2000

x(m)
Fig. 3. Real targets area and the corresponding distorted positions in a final

image of PFA. Blue dots represent real target positions while red crosses
represent the distorted positions.

Note that in this section, we are only concerned about the
changing of the curvature phase ¢, with the space variables
(z,v), so the variables (f-, t) are omitted here in the expression
of p(fr, t;,y).

First, when applying PFA on a point target P(xy, y,) without
any additional processing, its impulse response will occur at a
distorted position (&, 7). As presented in Section III, the signal
phase of point target P before the polar format mapping is
©p(Tp, yp) given by (10). That means for PFA, a signal phase
©p(p, yp) corresponds to an impulse response position (&, 9)
in the final image. This can be expressed as

Second, if we compensate ¢, (x,,y,) for the conjugate cur-
vature phase of (z,,y,), the signal phase will become actually
&(fr,t) without the curvature phase error @ey ( f-, t) [these two
expressions are mentioned in (10)], and what’s more, the position
error will be removed and the impulse response will occur at the
correct position (x,, y, ). Here, we regard ¢( f-,t) as ¢(zp, yp),
since its corresponding target position is(x,, y, ), thus we know
a signal phase @(x,,y,) corresponds to an impulse response
position (x,,y,). Furthermore, if the signal phase before the
polar format mapping of a certain point target is ¢(&,7), its
corresponding impulse response position in the final PFA image
is (Z,y). This can be expressed as

S(Tps Yp) = (Tp, Yp)
U
o(,9) = (2,9). (17)

As we know, only the zeroth- and first-order terms of ¢ (¢; z, y)
have influence on the impulse response position, thus we can
infer from (16) and (17) that

)= @po(xpayp)
1(Z,9) = ep1(zp, Yp)

<>

0(52’

>

(18)

>
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where
~ A A c+ T - A A
foli9) = 2!t AR 0:4,9) (19
c - OA ; 42,y

o1(, ) = —ondet I OAK(6,9) (19b)

c ot
t=0

C+ T

©p0(Tps Yp) = —27rf p / AR,(0;zp, yp) (19¢)
c + T aAR t;x y

op1 (Tps yp) = opdetS (625, 9) (19d)

c ot =0

All the results in (19) are constant with respect to ¢ and (19a),
(19b) are both linear with respect to (Z,¢) while (19¢), (19d)
are both complicated functions with respect to (x,,y,). Thus,
(18) can be simplified as

B0z + Byoy = Co(zp, yp)

B2+ Byl? =0 (mpa yp) (20)

where the expressions of these six coefficient terms are all given
in the Appendix.

It can be clearly seen that (20) is a binary linear equation
group with respect to (&, §). Its solution is given by

&= [Cr(2p, yp) Do = Co(@p, yp)] / B
§ = [Cr(xp,yp) Dy — Colap, yp)] / Ey 2h
where
D, = Byo/By (22a)
D, = B,o/Ban (22b)
E, = B;1Byo/By1 — Bxo (22¢)
E, = By1Byo/Bz1 — Byo. (224d)

Thus, we obtain the relationship between distorted coordi-
nates and their corresponding real coordinates for PFA. Fig. 3
shows the distorted point positions of a rectangular targets
array. This result can be used for geometric distortion correction
through 2-D interpolation. But as will be seen in the next section,
the proposed curvature error correction method can solve the
defocusing effect and geometric distortion simultaneously, so
interpolation correction is not needed. In addition, this result
plays another important role in the proposed wavefront curvature
correction.

B. Defocusing Effect and Scene Size Limits for BiSAR PFA

As the major problem for PFA in BiSAR imaging processing,
the curvature phase error will induce defocusing effect, which
becomes more severe as the scene size becomes larger. If wave-
front curvature correction is not applied, we need to limit the
imaging scene size to guarantee the effectiveness of imaging.

As mentioned in Section A, the second-order component of
the curvature phase plays a major role in defocusing for PFA.
Therefore, the scene size limits can be derived based on the
second-order phase error also called QPE.
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the QPE is less than 7/8 while the red dashdotted line is the boundary inside
which the QPE is less than 7 /4.

Since the variance of range frequency (f. + f-) can be ig-
nored compared to the carrier frequency, we can approximately
set f tozero and thus the QPE can be written as a binary function
with respect to (z, yp)

Pq(Tp, Yp)

- -(2)2

_ ZQ1211+ZT‘r311

where the coefficients (); and T; are presented in the Appendix.

Obviously, the QPE gets larger as the target gets further from
the scene center. In order to compute the limits on z,, and vy,
for focusing effect, a threshold 1y for QPE is needed, which is
often considered as /4. That means when | ¢, (xp, y,)| is larger
than (pry, the image is judged as unfocused. Then, the scene size
limits can be written as

O?AR,(t;xp, yp)
202

(23)

& 42
Z 211+2Tx311 < W;?Tzﬁ.

=0 a

(24)

The exact limits for x;, and y,, can be obtained by numerically
solving this binary inequation for a group of given parameters.
Fig. 4 shows the distribution diagram of QPE for a certain
forward-looking case (the relevant parameters are given in
Section VI). When a threshold for QPE is given, an area with an
approximated ellipse shape can be marked out inside, which the
QPE is small enough and thus the focusing effect is acceptable.
If the needed scene size exceeds the limits, wavefront curvature
correction is needed.

In addition, the actual size of the imaging scene is recom-
mended to be smaller than the 7 /4 limits to keep the image well
focused. Therefore, we choose 7/8 as the scene size limits in
the following works.
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In the proposed wavefront curvature correction, the phase
compensation filter is space-variant, but we do not need to update
the parameters of the filter at every position. Instead, we can
adopt the same parameters for the compensation within an area
whose size can as well be determined by solving (24). This will
be discussed in detail in the next section.

V. SPACE-VARIANT PHASE COMPENSATION FOR WAVEFRONT
CURVATURE IN WAVENUMBER-DOMAIN

As discussed in the previous section, when the imaging scene
size is large enough so that the QPE cannot be neglected,
curvature error correction is necessary.

It is obvious that compensating for the curvature phase error
with one certain position (z,,y,) cannot broaden the effective
imaging scene size, since the phase error is space-variant. To
effectively correct the wavefront curvature error, the phase com-
pensation should be carried out after obtained the PFA image
that is in space-domain, as we can conveniently differentiate
targets at different positions. Since the spatial frequency do-
main is equated with wavenumber domain, the compensation
filter should be designed in wavenumber domain, which can be
obtained by transforming the curvature phase according to the
polar format mapping (11). But before that, in order to avoid
vast numerical computation, we need to analytically derive the
expression of the curvature phase in wavenumber domain.

A. Wavenumber-Domain Phase Compensation Filter

As mentioned in Section III, the curvature phase error in
wavenumber-domain is written as @eu(ky, kyy) in (13), which
is the result of the polar format mapping given by (11) from
@eur(fr,t). In order to obtain the analytical expression of
Ceur(kz, k:y), we need to derive the inverse function of (11).
However, the polar format mapping is a complicated binary
function, whose inverse function is usually hard to obtain. But
note that the two equations in (11) have a common factor k., so
we can first derive the inverse function with respect to ¢ by using
series reversion [30].

Divide k, by k, and perform a Taylor expansion up to third
order with respect to ¢ on this fraction, then we have

ky _ yr(ORr(t) +yr()Rr(t)

ks o .Q?T(t)RR(t) + $R<t)RT<t)
~ Ag + At + Ast® 4 Ast?,

(25)

The expression of &, /k, in azimuth time domain is too com-
plicated to derive its Taylor expansions analytically. Instead, we
calculate these coefficients directly through numerical approach.

Let k, /k, = f(t), then these coefficients can be expressed as
Ay = f(0) (26a)
A1 = £(0) (26b)
]. "
As = §f (0) (26¢)
1 I
Az = gf (0). (26d)
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Then, use series reversion on the series in (25), we have

1 [k, Ay [k 2
~— (24— =2 _ A

k 3
+ A7P(24% — A1 Ap) (ky - A0> @D

Substitute (27) into k, given in (11a), we have
k. Rr(t)RRg(t)
xr(t)RR(t) + zr(t)Rr(t)
ky Ry [t(kwv ky)] Rp [t(kwa ky)]

~ { o [t(ks. k)] R [t(ha, by )] } '
tag [t(ke, ky)] Ry [t(ks, ky)]

kr(kw, ky) =

(28)

Thus, we obtain the expression of the inverse function of %,
and k, with respect to ¢ and k,.. Substitute (27) and (28) into
©eur(fr, 1), then we can obtain the expression of the curvature
phase in 2-D wavenumber domain and thus can compensate for
it in this domain. The space-variant wavenumber domain filter
can be expressed as

ch(k.rv ky§ Tp, yp)

= €xp {]kr(kwa ky)ARcur [t(kaav ky>, Lp, yp] } . (29)

For space-variant correction, the uncompensated PFA image
needs to be divided into several subblocks and then we can
multiply the spectra of them by the compensation filter with
the parameters updated at their center positions, respectively.
After that, the final image can be obtained by splicing these
compensated subblocks.

To make the compensation effective, the size of each subblock
must be small enough to keep the space-variance of the curvature
phase inside each subblock weak enough. However in some
applications, the distortion of the PFA image may be severe. In
such conditions, a certain target actually located in one subblock
will probably occur in an adjacent subblock. This will lead to
a garble output image, unless we set a high overlap rate for
these subblocks. To solve this problem, an efficient realization
of space-variant filtering based on two-stage division is designed
and presented in the next section.

B. Space-Variant Filtering Using Two-Stage Image Division

In this section, we first present the procedures of the two-stage
division realization. It will be seen at the end of this section how
this realization can reduce the overlap rate and thus improve the
efficiency of wavefront curvature correction.

1) Divide the whole PFA image into several subblocks which
are of the same size and have no intersection. These
subblocks are called the original blocks and each original
block has a corresponding subimage that contains and
is larger than the original block. To solve the distortion
problem, we let every two adjacent subimages overlapped
and the overlap rate should be high enough to keep them
larger than the distorted output of their corresponding

2)

original area. This step can be expressed as

h(z,y) =
(30)

where h(z,y) is the whole image of PFA, h,, represents
each original block, By is the corresponding subimage,
and M 1is the number of subimages. The size of each
subimage corresponds to the value range of (&, '), which
can be determined by using the expression of distorted
coordinates with respect to real coordinates given in (21).
Suppose a subimage corresponds to a real position range of
[xo — 21,20 + 27] and [yo — y1, Yo + y1], the coordinate
ranges of this subimage can be computed by substitute
the real positions of the four corners into (21) and find the
largest distortion in both « and y directions. The subimages
may have different sizes as long as they satisfy their own
limits.
Partition each original block into several subregions, while
no need to divide the corresponding subimage data. This
can be written as
N

hm(l‘,, y/) _ ngl hm,n($7” yu) 31
where h,, ,, represents the nth subregion of the mth origi-
nal block and NV is the number of subregions in each block.
The size of the subregions should be small enough to keep
the space-variance within each region weak enough. In
fact, these size limits are consistent with the scene size
limits of PFA derived in Section IV, because compensating
for the curvature phase with respect to the center of a
certain region is equivalent to performing uncorrected
PFA using this center position as reference, in terms of
focusing effect. Thus, the size limits of each subregion can
be obtained by solving the inequation (24). This is hard to
realize, but usually there is a certain proportion between
the sizes of the two dimension of a processed image, as
well as the subimages and the subregions. Suppose the
sizes of a subregion are d,, x d, and d, = kd,,, using (24)
we have

2 3 g
i 3—1i TH

> QikTL 4+ Tk < R

i=0 i=0 s

(32)

This inequation can be solved by using the radical formula
of simple cubic equation, thus the limits of d,, d,, can be
obtained. However, note that due to the space-variance
of echo signal, the effective focusing sizes at different
positions are also variant. For processing convenience, it
is recommended to set a unified size for each subregion,
so we need to find the smallest size limits determined
by (32). Fig. 5 shows the 7/4 QPE limits at positions of
the scene center and the four corners of the whole scene
(the relevant parameters are identified as those are used
in the simulations). As can be seen, the black ellipse that
denotes the size limits at the scene center turns out to be
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3)

the smallest, thus we can set the same limits for the other
subregions to carry out the correction.

For each subregion in an original block, update the param-
eters of the compensation filter and perform the curvature
error correction. This procedure is a combination of curva-
ture phase compensation and residual geometric distortion
correction. The phase compensation, obviously, is done in
wavenumber-domain by multiplication. Here, we give a
simple description of the combined distortion correction
steps.

The geometric distortion of any subregion can be regarded
as the sum of a bulk shift (equal to the region center) and
aresidual distortion. The bulk shift can be simultaneously
removed in the curvature phase compensation. For the
residual distortion, as each subregion is relatively small,
the complicated distortion, whose expression is given by
(21), can be approximated as a binary quadratic equation
group,

T —xp =a,Ay+ by Ay? (33a)
9 —yp = a,Ax + b,Az? (33b)

where (z,, yp) is the center position of a subregion and a,,
@y, by, and b, can be simply obtained through polynomial

l Raw Data
Output Image

A
Range FFT .
Sub-regions
Splicing
A
Range
Match Filtering i
Sub-regions
2-D [FFT
A4
‘Wavenumber Domain
Data Mapping
Curvature Phase
Compensations
A
2-D IFFT
Sub-images
2-DFFT
Sub-image Dividing T

Fig. 7. Flowchart of the proposed algorithm, including PFA and the proposed
wavefront curvature compensation.

fitting on the formulas (21). The error is verified to be
within one image pixel.

Using the simplified distortion formulas, the residual dis-
tortion correction can be realized by data shifting along
the two dimensions, respectively. This shifting can be
easily done through linear phase term multiplication in
frequency-domain, and the two phase terms are given by

Pz (kz,y) = exp {jkx [ax(y —Yp) + by — yp)ﬂ }
(34

Py (@, ky) = exp {]ky [ay(:r —xp) + by(z — xp)Q} } .
(35)

Now, we present the complete steps of this procedure.
First, multiply the 2-D FFT of the corresponding subimage
of that block by the filter to each subregion,

H;n,n = Hm(kl’? ky) X H/svc(kw7ky;$m,n7ym,n) (36)

where H, , represents the wavenumber spectrum of the
filtered nth subregion in the mth original block, H,, is
the 2-D FFT of the mth subimage and (%, 5, Yrm,n) 18
the center position of this subregion. HY,. is the down-
sampled version of Hg, whose size is consistent with its
corresponding subimage data and a linear phase factor is
adding to it to compensate for the offset of the image center
After that, transform the filtered wavenumber spectra
into k, — y domain, where the IFFT computation is over
the corresponding subregion only. Next, compensate the
phase term ¢ ;. Then, transform it into k, — y domain,
compensate the phase term ¢4, and last transform into
2-D space domain over the specified subregion only. This
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Spatial distribution of the residual error of the presented curvature range error model. Red lines are the boundaries of the thresholds. Same green rectangles
that represent a 3000 x 3000 m area are marked out in all the figures. (a) Zeroth-order error. (b) Ratio of first-order error to A. (¢) Product of second-order error
and T,2 /4.

series of steps can be expressed as

Hy = exp (jpge (ke y)) - Fy ' {H 0}y (B72)

H, = exp (ngx(% ky)) : Fa;1 {Fy {Hf}}|mexm,n
(37b)

B () = F, ' {Hy} (37¢)

where F,{-} and F,'{-} denote FFT and inverse FFT,
Xonns Ym,n represents the value range of x,y in the
nth subregion of the mth original block and £, ,, is the
curvature error correction result of this subregion.

Note that in this procedure, when computing the filtering
output for each subregion, the size of the multiplier input is
several times larger than the IFFT output. This will result
in extra computational burden. In fact, according to the
properties of discrete time fourier transform (DTFT), we
can ulteriorly down-sample H', . together with H,, to the
same size as h,, ,,, which leads to a periodical extension in
space-domain. This periodical extension has no influence
on the series of results from (37), since we only compute a
single period (refers to X, ,,, Yy, ») of the inverse DTFT.
In addition, a linear phase factor must be added to the
ulteriorly down-sampled HY,. to compensate for the image
center offset between the subregion and the subimage.
Repeat the above procedures for all the subimages, then
the whole output image can be obtained by combining all
the compensated output of the subregions, which can be
expressed as

(38)

B (z,y) = Y ( ¥ hl, n)
m=1 \n=1 ’

where h/(z, y) denotes the whole compensated image that
is well focused and geometric undistorted.

The difference between the proposed realization and tradi-
tional image division realization can be indicated in Fig. 6.
In Fig. 6(a), the blue rectangle denotes an original image
area and the red one denotes the corresponding distorted
image area. In Fig. 6(b), the red rectangle denotes a
subimage, the blue one denotes the corresponding original
block and the green one denotes a subregion in this block.
It can be seen that for the traditional division method, the
ratio of the distorted area to the original area is relatively

TABLE I

SIMULATION PARAMETERS

Geometry Parameters Transmitter Receiver
Center Locati
-enter Location (10,0,0.8) km (0,-10,0.8) km
Ly = (x5 95 29)
Veloci
M (80,20,0)m/s (0,80,0)m/s
V= (vx,vy,vz)
Acceleration
: (-6.,8,0)m/s? (0,6,-6)m/s?
a=(a,a,a,)
Jerk
- 2,0,0)m/s> 0,0,2)nv/s’
J=UedysJ.) (2.0,0) 0,0.2)
Trajectory = 1., 12,
= +Vvt+—at”+—jt
FO) =[x(0.3(0). 0] haweyary)
System Parameters
Carrier Frequency f, 9.6GHz
Signal Bandwidth B, 100MHz
PRF f, 1000Hz
Synthetic Aperture Time 7, 2.5s

high, while for the proposed division method, the ratio
of the subimage to the original block is relatively low.
Thus, the needed overlap rate for the proposed realization
can be reduced compared to traditional image division
method, while no extra computational burden is induced.
As aquantitative example under our simulation parameters
given in Section VI, the total overlap rate the traditional
realization for the nine points in the left bottom is 35%. By
comparison, the overlap rate in the proposed realization is
only 22%. If the geometric distortion is more severe, this
difference will get even larger.

Fig. 7 shows the flowchart of the proposed algorithm.

C. Limitations

The main limitations of our proposed imaging method come
from the third-order approximation of the curvature range error
given by (14) and (15). To illuminate the application sphere of
this approximation, we present analysis on it.

Fig. 8 shows the spatial distribution of the residual error of the
three orders of components (with respect to azimuth time) from
the curvature range error model. Since we expect the residual
error to have little influence on the subsequent processing, the
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thresholds of the zeroth, first and second-order components are
set as follows.
1) Zeroth-order error. This component represents the error of
range measurement, so the threshold is set as 1 m. Shown
in Fig. 8(a).
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Fig. 11. Comparison between the distorted positions computed through the
result given in (21) and the simulated imaging result for the 49 point targets.
The red circles denote the computed distorted positions and the real positions
are at the intersection points of the grids.

2) First-order error. The ratio of this component to the wave-
length A represents the error of Doppler centroid measure-
ment, so the threshold of this ratio is set as 0.4 Hz. Shown
in Fig. 8(b).

3) Sencod-order error. The product of this component and
the square of a half synthetic aperture time 7, affects the
focusing effect, whose threshold is set as A /16. Shown in
Fig. 8(c).

As can be seen, under our simulation parameters with about

only 10 km operating range, the error of curvature range model
is small enough in over 3000 x 3000 m area.

VI. SIMULATIONS

In this section, we present the point target simulations to verify
the proposed results in Sections IV and V. Simulations are carried
out in a forward-looking case that both the transmitter and the
receiver fly with curved trajectories that are third order with
respect to azimuth time. The relevant simulation parameters are
given in Table I and the sketches of the platform trajectories are
shown in Fig. 9.

The imaging scene is set as a 7 X 7 point array as shown in
Fig. 10. The distances between every two adjacent point targets
along both z-and y-directions are 400 m while the size of the
whole area is 2.4 x 2.4 km. P, and P, are two targets located
at the corners of the scene where the curvature errors are the
largest (according to the distribution of QPE). O is at the center
of the area and is set to be the reference point.

A. Simulation for the Geometric Distortion Analysis

Fig. 11 gives the image result for the whole target area using
original BiSAR PFA. The distorted positions computed through
the result given in (21) of the 49 targets are marked out. It can be
seen that the positions of all the impulse responses are consistent
with the computed distorted positions.
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Fig. 12.  Scene size limits simulations. (a) is the whole uncompensated PFA
image and the regions where QPE is less than 7/4 and 7r/8 are marked out by
blue lines while the selected enlarged region is marked out by black rectangle.
(b) is the partial enlarged image for the selected region. (c¢)—(f) are the azimuth
profiles of the four selected targets. (a) Full view. (b) Selected region. (c) Target
0. (d) Target at (0, —400) m. (e) Target at (—400,0) m. (f) Target at (—400,400) m.

B. Simulations for the Derived Scene Size Limits

Fig. 12 shows the scene size limits given by (24). The regions
where QPE is less than /4 and 7 /8 are marked out by the
blue lines and a rectangular region is selected to indicate the
defocusing effect. Among the targets in the selected region, we
select four targets which are at the scene center, inside but near
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Fig. 13.  Full view of the whole imaging result after applying the proposed
wavefront curvature compensation. Four selected are marked out by blue rectan-
gles. Three selected point targets P;, P>, and O are marked out by red rectangles.

the boundary of the 7 /8 region, outside the /8 region but inside
the 7/4 region and outside the 7/4 region, respectively, and
present their contours. It can be seen that the focusing effect
for the four targets in azimuth direction gets worse and worse.
The focusing effect is just tolerable for the two targets near the
boundary of the 7/8 region while poor for the target outside
the 7/4 region. What’s more, the position error of these targets
except the center one all exceeds 5 m, which can be seen in
Fig. 12(b) and is unacceptable. Therefore, we decide to take
400 x 400 m which is right within the 7 /8 region as the scene
size limit.

C. Point Target Simulations for the Proposed Imaging Method

To verify the effectiveness of the proposed method, we give
both the full view of the imaging result and analysis for three
representative point targets in more detail. A brief comparison of
the impulse responses with the wavefront curvature correction
method in [27] and a recent proposed imaging method [31] is
carried out as well. For convenience, we use “Wang’s method”
to denote the method proposed in [27] and “Deng’s method” to
denote the one in [31] in the following part.

In this simulation for the proposed method, the size of each
subregion is set to be 400 x 400 m while the number of
subimages is 9 and the sizes of all the subimages are set to be
1000 x 1000 m to cover all the needed targets. Each subimage
contains four subregions.

Fig. 13 gives the full view of the imaging result. P;, P, and
O are the three representative point targets, which locate at the
bottom left corner, the top-right corner and the center of the
whole target area. O is set to be the reference point and the
space-variances of Doppler phase of P, and P, relative to the
reference point are the most severe among all the targets. Fig. 14
gives the comparison of the impulse responses contours among
the proposed method, Wang’s method and Deng’s method for the
three representative point targets, while Fig. 15 gives the com-
parison of the azimuth profiles between the proposed method
and Deng’s method (because Deng’s method is better than
Wang’s method in terms of focusing effect). It can be seen
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that the focusing effect for P, and P, of the proposed method
is almost as good as that of the reference point O. Wang’s
method can only slightly improve the focusing effect and the
results remains unfocused, since it is derived for linear flight
paths. Deng’s method can obtain good focusing effect on the
main lobes but the side lobes can be seen seriously asymmetric.

Moreover, Deng’s method adopt a point-by-point structure to
handle the space-variation, which results in large computational
burden.

These results indicates that the proposed method can work
pretty well for general BiSAR even with third-order platform
trajectories.
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Comparison of the imaging results between the proposed method and Wang’s method. (a) Original target scene. (b) Imaging result of the proposed

method. (c) Imaging result of Wang’s method. (d) Area A of the proposed method. (e) Area A of Wang’s method. (f) Area B of the proposed method. (g) Area B

of Wang’s method.

D. Extended Target Simulations for the Proposed
Imaging Method

In order to further verify the effectiveness of the proposed
imaging method, we present the extended target simulation
result and give the comparison with Wang’s method. Partial
enlarged images of the two corners in the original image are
given to indicate the difference in focusing effect. In addition,
these simulations are carried out under the same parameters as
the point targets simulations in the previous sections and the size
of the simulated scene is as well 2400 x 2400 m.

As can be seen in Fig. 16, the result processed by the proposed
method is almost identical to the original image, while the one
processed by Wang’s method suffers significant degrading in
the edges of the scene and what’s more there exists obvious
geometric distortion. These simulation results well indicates
that the proposed method can greatly expand the effective scene
size for BiISAR with complicated flight paths compared with
the existing results of PFA and meanwhile eliminate geometric
distortion.

VII. CONCLUSION

A generalized wavefront-curvature-corrected PFA for BISAR
with complicated flight paths is presented in this article. The
original PFA for BiSAR is reviewed and analyzed. The geomet-
ric distortion mapping and the scene size limits for the original
PFA are derived analytically. The proposed wavefront curvature
correction is based on the analytical expression of the curva-
ture phase error derived through method of series reversion,
and an efficient realization of the space-variant correction is
proposed based on the conclusions from the analysis of BiSAR
PFA. A phase compensation for the geometric distortion are

combined with the space-variant correction procedures, thus no
extra interpolation for the distortion correction is needed in our
method. All the presented results are theoretically applicable
for general BiSAR with arbitrary finite order trajectories, and
simulation results show that the proposed results are effective
for BiSAR with up to third-order trajectories. Furthermore, even
when the platforms are with irregular motion, the proposed
method can also work well through polynomial fitting as long as
the trajectories can be approximated as finite-order polynomials
of azimuth time.

APPENDIX A
COEFFICIENTS USED IN CURVATURE ERROR ANALYSIS

In this appendix, we give the coefficients used in curva-
ture error analysis in Section IV. These coefficients include
Bgo, Be1, Byo, By1, Co, Cr and Qo, Q1, Q2, To, 11, T3, T5.

The coefficients used in the expression of the distorted coor-
dinates are given in (39).

Bio = *RR'(O) - Rr(0) (39a)
_yr(0)  yr(0)
By = " Rr(0)  Rg(0) (39b)
p _ dE®/Re)]|  doO/Ar)]
xl dt o dt .
(39¢)
B - _ dlyr(®)/Rr)] dlyr(t)/Rr(1)]
vt dt —o dt o
(39d)
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Rry(0) — Rro(0) — RRp(0) — Rpo(0)

d[Rrp(t) — Rro(t) + Rrp(t) — Rro(t)]
dt

(39%)

. (391)
t=0

The coefficients used in the scene size limits are given as
follows:
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