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Flooding Extent Mapping for Synthetic Aperture
Radar Time Series Using River Gauge Observations

Tomasz Berezowski , Member, IEEE, Tomasz Bieliński, and Jakub Osowicki

Abstract—The flooding extent area in a river valley is related
to river gauge observations such as discharge and water eleva-
tions. The higher the water elevations, or discharge, the larger
the flooding area. Flooding extent maps are often derived from
synthetic aperture radar (SAR) images using thresholding meth-
ods. The thresholding methods vary in complexity and number of
required parameters. We proposed a simple thresholding method
that takes advantage of the correlation between the river gauge
and the flooding area. To show the applicability of the method,
we used a 2014–2018 time series of 161 Sentinel 1 SAR images
acquired over a wetland floodplain located in Northeast Poland. We
validated the method by extracting local water line elevations from
a high-resolution digital elevation model for three river gauges,
which resulted in a root-mean-square error of 0.16 m, a bias of
0.07 m, and a correlation of 0.86 for the best scenario. The sce-
nario analysis showed that the most important factor affecting the
method’s accuracy was a proper delineation of the zone in which the
flooding extent area was calculated. This was because other water
sources, uncorrelated with river flow, were present in the floodplain
as open water. Additionally, higher accuracy was obtained for the
VV than VH polarization. The discharge can be used instead of
water elevations as a river gauge variable, but this results in more
bias in the water extent estimates.

Index Terms—Synthetic aperture radar, hydrology, rivers,
floods, image classification.

I. INTRODUCTION

F LOODING extent maps developed using satellite synthetic
aperture radar (SAR) data have been providing valuable

information for crisis response, ecology, or hydraulic modeling.
So far, many methods have been developed, of which the most
popular choose the radar backscatter threshold below which a
SAR data pixel is labeled as flooded either in an automated way
[1], [2] or by expert judgment [3]. These simple robust methods
have limited applicability in difficult case studies, such as with
complex topography or abundant vegetation, and therefore were
modified or adapted in more complex methods [4], [5]. Recent
examples of complex flood mapping methods used ancillary
data and region growing [6], local correction algorithms of radar
layover, and emergent vegetation [7], elevation-based filtering
and processing in local tiles [8], or classification, including
multistep classification, often followed by data transformation
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[9]–[12]. The disadvantages of complex methods are limited
repeatability due to a lack of ready-to-use software and the need
to provide parameter values (for some of the methods).

Long-term SAR sensor missions, such as PALSAR, Radarsat,
and Sentinel 1, provide an opportunity to produce flooding map
time series, which have been utilized in studies focusing on
flood monitoring and ecology [13]–[18]. The time series has
also been very useful for hydrodynamic model calibration and
validation [9], [19], [20]. A deeper analysis of the time-series
approach revealed that high spatial resolution of SAR data is
more important than its temporal resolution in model calibra-
tion [21]. Moreover, the uncertainty of roughness parameters
(one of the most important parameters of hydrodynamic mod-
els) is lower when the model is calibrated with SAR images
taken before rather than during or after the flood peak [22].
These findings highlight the benefits of using high-spatial- and
temporal-resolution flooding extent maps, which nowadays can
be elaborated using contemporary SAR sensors.

Yet, as discussed before, more complex methods, which were
often used for the elaboration of SAR flooding extent time
series, are more difficult to use than simple robust methods.
In contrast, simple methods lack features for automatic process-
ing SAR data time series, which may lead to inconsistencies
between the flood extents derived from subsequent images. To
overcome this issue, a method that relates time series of SAR
data with another observed variable, related to flooding extent,
can be used. Flooding extent maps were used to derive time
series of river discharge estimates in several British Columbia
(Canada) [23] and South Korea [18] rivers. Another approach
was to relate water depth in the Congo River (Africa) with SAR
backscatter using satellite altimeter data instead of river gauge
for observation [24]. Flooding extent maps were also used to
derive a relation between water elevation and river extent for
dike location prediction in two United Kingdom rivers [25].

These kinds of relations can be used conversely—to derive
flooding extents using observed water elevations or discharges.
In a preliminary study, this approach was used to estimate the
backscatter threshold for flood mapping using a series of 120
SAR images and discharge observation in the Biebrza River
wetland floodplain (Poland) [26]. That study used a search tech-
nique (similar to [18] and [25]) to find the optimal threshold by
maximizing the correlation between flooding area and discharge.
Effectively, the optimal correlation coefficient was 0.59, and
a reasonable flooding extent was provided when compared to
color-infrared satellite images. However, that study also indi-
cated the limitation of this technique during wet conditions in
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the floodplain (i.e., when water from other sources than the river
is present) and the requirement of deeper validation.

In this study, we aim to perform further tests of an automated
method for the radar backscatter threshold estimation using
SAR imagery and observed hydraulic variables. We seek to
investigate the effects of the polarization used (VV or VH), the
extent of the zone used for calculation of the flooding extent
area, and the observed hydraulic variable used, i.e., discharge
or water elevations. We also perform validation of the estimated
flooding extents by extracting the water line elevation in the
neighborhood of three gauging stations. Finally, we discuss the
method in the scope of providing data for integrated hydrological
model validation.

II. METHODS

A. Test Site and Data

The test site was located in the lower basin of the Biebrza River
in northeastern Poland (see Fig. 1). The lower Biebrza basin
is extensively flooded each year during spring and, therefore,
provides a valuable record for analyzing flooding phenomena.
The lower basin comprises 210 km2 of which 12.5–141.2 km2

were yearly flooded by river water in the 1966–2000 period
[27]. Apart from the river water flooding, the lower basin is
inundated by water from groundwater discharge and local rain-
fall and snowmelt. The extent of water from each source and
its proportion is time variant during the flooding. However, in
general, the river water is clustered along the Biebrza River and
its tributaries, groundwater is discharged at the basin margins,
and the rainfall and snowmelt are dominant elsewhere [28]–[30].
The lower basin wetland is a NATURA2000 and a Ramsar site;
it has National Park status in Poland and is a reference area
for wetland research [31]. Vegetation is dominated by various
wetland communities, which include mostly meadows, sedges,
reeds, bushes, and their mosaics [32]. Human impact is low,
limited only to mowing and forestry, a sparse network of unpaved
roads and ditches, and several settlements located on dunes or the
basin margin. The Biebrza River catchment is of medium size,
comprising 7000 km2, and the lower basin is located just above
the confluence of the Biebrza and Narew Rivers. Therein, the
daily discharge (1951–2017) ranged between 4.33 and 517 m3/s
with an average of 34.7 m3/s. During the 2014–2018 study
period, the discharge ranged between 5.18 and 135 m3/s, which
corresponds to the water elevation range between 99.79 and
102.42 m above mean sea level (AMSL) (the Kronsztad 86
elevation reference system was used in this study as the mean
sea level).

1) Hydrological Data: We used the discharge and water
elevation daily data from three cross sections: the upstream
cross section (Osowiec), the cross section located on a tributary
in an upper part of the basin (Rudzki), and the downstream
cross section (Burzyn) (see Fig. 1 and Table I). The water
elevations were directly measured at the gauge, whereas the
discharges were obtained based on a water depth–discharge
relation, usually as a power-law function. The relation between
water depth and discharge is often equivocal; therefore, for one
gauge, a few power-law functions can be established. Moreover,

Fig. 1. Study area with the Biebrza River (blue line, flow direction north to
south), river gauges (black triangles), and zones for flooding area calculation
(color polygons). The lower basin extent is the same as the extent of the distant
zone. The background image is the Sentinel 2 true color composition acquired
on June 9, 2018, where dark green patches are forest, bright green patches are
nonforest wetlands, and gray and bright green mosaics are agricultural areas.

TABLE I
CHARACTERISTICS OF THREE RIVER CROSS SECTIONS USED IN THE STUDY

River widths were averaged from several cross sections around the river gauge. The
fluvial terrace width includes manmade embankments in the neighborhood of the Osowiec
and Rudzki cross sections. Average discharge and water elevation ranges (maximum and
minimum water elevation difference) 1951–2017 were provided by PIMWM [33].

the discharge is usually further corrected according to readings
at the subsequent river gauges to maintain the water balance.
These preprocessing steps were conducted by the Polish Institute
of Meteorology and Water Management—National Research
Institute (PIMWM), which manages the gauges and provided
the data [33]. We recalculated the water elevations from the
Kronsztad 60 to Kronsztad 86 elevation reference system by
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subtracting 0.125 m from the original elevation in Burzyn and
Osowiec and 0.08 m for Rudzki.

2) Elevation Model: The digital terrain model (DTM) used
in this study was elaborated based on an aerial laser scanning
campaign conducted in December 2015 and was provided by the
Biebrza National Park in the Kronsztad 86 reference system in
a 0.50-m grid [34]. The laser scanning was conducted after the
growing season, which allowed for good estimation of the terrain
elevation, which was crucial for the analysis of the flooding
extent. The DTM model had all surface objects removed, leaving
only the “bare earth” elevation.

3) Snow Data: The Biebrza catchment is located in the cold-
est region of the lowlands of Poland with long persisting snow
cover [35]. Snow cover increases SAR backscatter in compari-
son to bare earth backscatter [36]. Therefore, we were interested
in assessing the quality of the method during days without the
presence of snow cover. Daily snow cover for the lower basin
was obtained from the IMS 4-km Snow Cover Data product
[37]. We also used PIMWM snow depth data [33] from two
stations (Rożanystok and Pieńczykówek), which surround the
lower basin, to enhance snow detection during low snow depths.
We were interested only in the presence or absence of snow.
Hence, we blended both snow products using the following rule:
if snow was present in any of the snow products, then snow was
present in the study area. During the 2014–2018 period, snow
cover was present for 19% of the time in the blended product
and for 15% of the time in the IMS snow product.

4) SAR Data and Processing: We used Sentinel 1 A/B
ground range detected (GRD) images downloaded from the
Copernicus Open Access Hub and Alaska Satellite Facility
servers. Images were downloaded for the entire Sentinel 1
availability period at the beginning of the research, i.e., from
October 18, 2014 to November 18, 2018. Any image that at
least partially intersected the study area was selected; however,
from all available images, we used only relative orbit 153. In
total, 218 images were downloaded, from which 106 covered the
study area partially and required mosaicking. As a result, SAR
images from 161 days in the 2014–2018 period were available
after mosaicking.

We processed the Sentinel 1 images automatically using the
snappy package, which is a python extension of the ESA SNAP
7.0 software. The processing consisted of several steps applied in
the following order: application of the precision orbit file, radio-
metric calibration to backscatter coefficient (σ0) [dB], mosaick-
ing images partially covering the study area from two available
images for a given day, cropping the images to the bounding box
of the study area, speckle filtering using the Lee filter in a 3× 3
pixel kernel, and finally range-Doppler terrain correction with
projection to the local PUWG 1992 (EPSG:2180) coordinate
system. After the processing, each image size was 4936 × 6905
pixels, with a pixel rectangular size of 6.4 m.

B. σ0 Threshold Estimation Method

The method finds a threshold value (t0) [dB] of σ0 for optimal
discrimination between flooded and nonflooded pixels. The
main assumption was that the water elevation (h) [m AMSL]

at a river valley cross section is correlated with the flooded
area (u) [m2] in a certain zone around the cross section. The
river valley zone in which the flooded area was calculated
had to be delineated beforehand, as described in the further
paragraphs of this section and in Section II-C. The relation
depends on the water flow and the relief of the river valley,
but in a river valley with an ideal trapezoidal cross section
and water slope equal to the valley slope u ∝ h. Using this
relationship and the standard thresholding technique for flood-
ing extent mapping, the t0 threshold was estimated by finding
the maximum correlation between SAR-derived flooding areas
U(t) = (u1(t), u2(t), . . . , un(t)) and an n-day series of water
elevations measured at the river gauge H = (h1, h2, . . . , hn):

t0 = argmax
t∈[−30,−14]

f(t) (1)

where

f(t) = cor (U(t), H) (2)

and the flooded area for a single SAR image ui(t) [m2] was
calculated as a sum of flooded raster cells in a river valley zone:

ui(t) =
m∑

j=1

⎧
⎨

⎩
c, σ0

ij ≤ t

0, σ0
ij > t

(3)

where σ0
ij was the backscatter coefficient for the SAR image i

and raster cell j, m was the total number of raster cells in a river
valley zone, and c was a raster cell area [m2]. Because (1) was a
1-D problem, we looked for arg max (argument of the maxima)
by screening the −30 to −14 dB domain rather than using a
nonlinear solver. The relation between u and h was unknown,
however, and since we expected a relation that would be close
to linear, we used Pearson’s correlation in (2). To summarize,
the method consists of the following steps.

1) A t value is assigned by the screening algorithm.
2) All SAR images are subjected to thresholding using t.
3) Flooded area ui(t) is calculated in the river valley zone

for each SAR image i from 1 to n.
4) Correlation between U(t) and H is calculated, and the

result is paired with the current t.
5) Steps 1–4 are repeated for all t values in the screening

range.
6) t0 is equal to t with the highest correlation value.
Similarly to the u–h relationship, discharge (q) [m3/s] at the

cross section can be related to the upstream flooded area, because
the discharge is nonlinearly related to the water depth. In such a
case, in (2), Q = (q1, q2, . . . , qn) would be used instead of the
H series.

The river valley zone around the river gauge [i.e., the extent of
m raster cells in (3)], which is further referred to as “zone,” can
be delineated in different ways. The zone can be characterized
by the length along the river and the width perpendicular to the
river. Each dimension cannot be very small, because a low m
will produce a nonrepresentative pixel set for the ui calculation.
The zones have to be carefully selected by taking into account
the river valley hydrology (e.g., the presence of large tributaries)
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and geomorphology (e.g., fluvial terraces). Alternatively, semi-
automatic methods such as HAND [38] can be used.

SAR sensors have different polarimetric capabilities, which
allow the use of σ0 for various polarizations (i.e., HH, VV, HV,
or VH) in (3). The σ0 decrease due to the specular reflection of
the radar beam from the water is observed in each polarization;
however, the HH polarization is considered best for flooded and
nonflooded pixel discrimination in the C-band [12], [39].

C. Scenarios

We set up 12 experimental scenarios to examine the effect of
river gauge variables, zones for flooding area calculations, and
SAR data polarizations on the estimation of the t0 threshold.

Two river gauge variables were used: water elevation and dis-
charge at the Burzyn cross section. This differentiation allowed
us to test whether the discharge, which is nonlinearly related to
the water depth, would produce a different estimation of t0 than
the water elevations.

For each observation series, the effect of calculating the
flooding area in one of three zones (river, intermediate, or distant;
see Fig. 1) was examined. Each of the zones had the same length
of approximately 40 km along the river, starting downstream
of the Burzyn cross section and ending near the Osowiec cross
section. However, the zones had different widths, which allowed
looking at the effect of flooding from different water sources.
The river zone was delineated only in the fluvial terrace, where
the oxbow lakes are present and which has the lowest elevation
in the basin. This zone was the most frequently flooded by the
river water. The distant zone covered the entire lower basin
with the boundary at the basin’s margin. In this zone, all water
sources were present, including groundwater discharge, rain, and
snowmelt. The intermediate zone border was delineated halfway
between the river and distant zone borders using the Thiessen
polygon method. Even in this zone, extensive river flooding was
expected, but not as extensive as in the river zone, and the water
from groundwater, rain, and snowmelt also produced flooding.
Although the distinctive zonation for river and nonriver flooding
is present in many river valleys [40], it is not present in all cases.
Because of that, one should investigate the hydrological behavior
of a study area before the zone delineation.

Furthermore, for each zone, the effect of the SAR data po-
larization used for thresholding was examined. Most Sentinel 1
data available in the archives are in its primary mode: interfero-
metric wide swath in dual-polarization VV+VH. Therefore, two
polarizations were examined in thresholding: VV and VH.

D. Validation

We validated the method using water elevation (zi) [m AMSL]
data from river gauges located at the following cross sections:
Burzyn, Osowiec, and Rudzki (see Fig. 1). The flooding extent
water elevations (ẑi) [m AMSL] near the gauges were obtained
from the water lines. The water lines were extracted by intersect-
ing the DTM with the flooding extents U(t0) in the patches of
low vegetation. The low vegetation patches were delineated by
comparison of the DTM with the digital surface model, which,
contrary to the DTM, also included the elevation of vegetation

and other objects. Furthermore, we delineated the patches such
that the distribution of elevation ranged from the river’s bank
elevation up to an elevation exceeding the maximum elevation
expected from zi. The intersection of a flooding extent ui(t0)
with the DTM yielded a sample of flooded DTM pixels in the
river gauge proximity. From this sample, the maximum elevation
was used as ẑi. The quality of the flooding extent was quantified
by

RMSE =

√∑n
i=1 (ẑi − zi)

2

n
(4)

and

RMSE% =
RMSE

maxni=1 zi −minni=1 zi
100%. (5)

The RMSE [m] quantified the flooding extent elevation error
as an absolute figure, whereas the RMSE% [%] quantified the
RMSE as a percentage of the data range. The optimal value
of both RMSE and RMSE% is zero, which indicates a perfect
match of the variables. Additionally, the mean error [m], or the
bias, was calculated to show whether the method overestimates
(positive ME) or underestimates (negative ME) the flooding
extent elevation

ME =

∑n
i=1 (ẑi − zi)

n
. (6)

Finally, Pearson’s correlation coefficient (ρ) [−] between zi and
ẑi was calculated to quantify their linear dependence.

This validation was suitable only for flooding conditions,
i.e., when the water elevation was above the river’s bankfull
level. This was because the rivers in the Biebrza catchment are
too narrow for water elevation estimation using the water line
extraction method when the water is inside the river channel.
Yet, we were interested in the flooding extents, not the extent
of the water in the river; therefore, validation only for flooding
conditions was appropriate.

Because of the presence of snow and surface water from
sources other than the river, we conducted the validation only
using a subset of water elevation observations. We excluded
periods of snow cover presence and periods, in which the wa-
ter elevations were below the bankfull level. This subsetting
resulted in a validation set size of 54 days for Burzyn, 49
days for Osowiec, and 16 days for the Rudzki cross section,
which accounted for 63%, 61%, and 55% of the flooding times,
respectively.

III. RESULTS

A. Threshold Estimation

The t0 took values from the range −24.9 to −23.0 dB for the
VH polarization, and−19.0 to−17.2 dB for the VV polarization
(see Fig. 2). The t0 values were always the highest for the
river zone and the lowest for the distant zone when looking
at groups defined by polarization and river gauge variables. The
correlation corresponding to the t0 values ranged between 0.52
(for the distant zone, the VH polarization, and the discharge as a
river gauge variable) and 0.73 (for the river zone, the VH River
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Fig. 2. Correlation, calculated using (2), between flooding areas U(t) in a
range of t values and water elevations (left panel) or when discharge (right
panel) was used as an observation series. Except for the observation series used,
the scenarios were varied by the zone used for the flooding area calculation (line
colors) and polarization of the SAR images (dashed or solid lines), as described
in Section II-C. The t0 values for each scenario, calculated using (1), correspond
to the peak of each line (dots).

widths were averaged from several cross sections around the
river gauge. The fluvial polarization, and the water elevation as
a river gauge variable).

B. Validation

The RMSE ranged between 0.21 and 1.17 m for Burzyn
(RMSE%: 25–139%), 0.16 and 0.46 m for Osowiec (RMSE%:
19–53%), and 0.25 and 0.51 m for Rudzki (RMSE%: 97–194%)
(see Fig. 3). The lowest RMSE values were obtained for the VV
polarization scenarios. The use of the VH polarization increased
the RMSE by 0.21 m on average in comparison to VV scenarios.
Overall, the errors in the water elevation scenarios were lower
than those in the discharge scenarios: for 11 out of 18 cases,
the RMSE for the water elevations was lower than that for the
discharge. Yet in the river zone, in the VV polarization scenarios,
the RMSE for the discharge was either lower than that for the
water elevations or nearly the same (0.01-m difference in the
Rudzki river gauge). The average RMSE difference between 18
water elevations and 18 discharge cases was lower than 0.01
m. No significant trend was found between the RMSE and the
extent of the zones when grouping all cases.

The ME ranged between −0.18 and 0.50 m for Burzyn,
−0.15 m and 0.21 m for Osowiec, and −0.32 and 0.05 m
for Rudzki with negative bias for the 27 out of 36 cases (see
Fig. 4). In each case, the nearest to zero bias was present for one
of the water elevation scenarios. The average ME difference
between 18 water elevations and 18 discharge cases was 0.10 m.
Overall, the VV scenarios and the river zone scenarios were the
least biased. In the river zone scenarios, the least bias was not
present for two cases: VH in Burzyn and VH in Osowiec, where

Fig. 3. RMSE for three validation cross sections (rows) in the study area. For
each cross section, the RMSE for 12 testing scenarios is shown: three polarization
combinations (columns), zones (x-axis), and observation series (point’s color).

the intermediate zone scenarios were the least biased. The ME
significantly decreased with the increasing zone extents when
grouping all cases.

The correlation ranged between 0.12 and 0.76 m for Burzyn,
0.23 and 0.87 m for Osowiec, and 0.14 and 0.68 m for Rudzki
with the overall strongest correlation in VV scenarios (see
Fig. 5). The correlation was stronger for the water elevation than
for the discharge for nine cases, and the opposite situation was
also present for nine cases. The average correlation difference
between water elevations and discharge scenarios was 0.05. No
significant trend was found between the extent of the correlation
and zones when grouping all cases.

Out of the tested scenarios, the best was with the VV polar-
ization, water elevations, and the river zone used.

The temporal variation of error in the three tested cross
sections for the best scenario shows that water elevations ex-
tracted from the estimated flooding extent matched well with
the observed water elevations during the flooding period (see
Fig. 6). The mismatch during the flooding period increased when
snow cover was present. Missing values (false negatives) were
present when the water elevation approached the bankfull level.
Within all testing scenarios, the false negatives accounted for
4%. During the low flood periods, when the water elevation
was below the bankfull level, false positives were present. They
occurred in the majority at the beginning of the flooding period,
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Fig. 4. ME, or bias, for three validation cross sections (rows) in the study
area. For each cross section, the ME for 12 testing scenarios is shown: three
polarization combinations (columns), zones (x-axis), and observation series
(point’s color). The dashed line in each panel indicates ME = 0 m, i.e.,
no bias.

but before the water elevation was above the bankfull level; they
were also present during the snow periods. Notably, the false
positive ẑi had high values, which were often the highest values
of all ẑi and zi. Within all testing scenarios, the false positives
accounted for 13%.

C. Flood Mapping

Flooding extent was present mostly in the fluvial terrace, in an
approximately 1–2-km buffer (see Fig. 7). However, flooding on
remote parts of the floodplain was also observed. The presence
of snow cover or wet conditions affected flood identification both
in the fluvial terrace and in the remote parts of the floodplain (see
Fig. 7). The effect of snow cover, although not always observed,
was exhibited in two ways: either as underestimation of the
expected flooding extent (e.g., January and February 2018 in
Fig. 6 and snow presence/absence comparison in Fig. 7) or as
overestimation of the expected flooding extent, which occurred
mostly at the beginnings and ends of the snow periods (see
Fig. 6). Underestimation of the expected flooding extent by the
presence of snow cover was less evident for VH polarization
than for the VV polarization data (see Fig. 7). The presence
of wet conditions (i.e., high groundwater elevation and high

Fig. 5. Pearson’s correlation coefficients (ρ) for three validation cross sections
(rows) in the study area. For each cross section, ρ for 12 testing scenarios is
shown: three polarization combinations (columns), zones (x-axis), and obser-
vation series (point’s color).

soil moisture) always resulted in increased flooding extent in
reference to the flooding extent expected from river flooding
alone. This effect is illustrated by the false-positive estimation
in Fig. 6 and the comparison of dry/wet conditions in Fig. 7.

The characteristics of flooding extent varied from more ho-
mogeneous in the VV polarization to more patchy in the VH
polarization (see Fig. 8). The estimated flooding extents de-
creased when zones distanced further from the river were used.
This effect was more evident for VH polarization than for VV
polarization. The use of VH polarization resulted in erroneous
identification of flooding in the agricultural areas (bare soil
and young crops), which was not the case of VV polarization
(western area in Fig. 8). The VH polarization also identified
more flooding in a densely vegetated wetland area, which was
unlikely to have been flooded by river water in the analyzed
period (see Fig. 8). None of the analyzed scenarios was able to
identify flooding below trees or dense vegetation cover.

IV. DISCUSSION

A. Testing Scenarios and Validation

The estimated values of t0 varied mostly with the polarization
because water has higher copolarized scattering than volume



2632 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 13, 2020

Fig. 6. Comparison of water elevations extracted from the estimated flooding extent (ẑi) and the observed water elevations (zi) for the three tested cross sections
for the VV polarization, water elevations used as an observed variable, and the river zone. True-positive estimation was done when zi was above the bankfull level
and ẑi was not missing. False-positive estimation was done when zi was below the bankfull level and ẑi was not missing. True-negative estimation was done when
zi was below the bankfull level and ẑi was missing. False-negative estimation was done when zi was above the bankfull level and ẑi was missing. Note that in the
case of true-negative and false-negative cases, the empty dots show the day of Sentinel 1 acquisition, but the water elevation corresponds to zi, not ẑi, because ẑi
was missing. Conversely, the filled dots indicate the day of Sentinel 1 acquisition and ẑi. Black lines indicate observed water elevations. Periods with snow cover
are indicated by a reddish background.

scattering [41], [42]. The pattern of lower t0 values for copo-
larized images confirms earlier observations of the Radarsat
C-band sensor [39].

The VH scenarios were characterized by higher errors and
lower correlations than the VV scenarios, which suggests that
VH data are less suitable for flooding extent mapping than VV
data using this method. Other studies agree with this; however,
there are some exceptions. VH data have larger backscatter vari-
ability than VV data, which leads to potential misclassification
with open water and enlargement of the flooding extents [8],
[16], [43]. The radar data can also misclassify open water as
bare soil due to the similar backscatter [44]; this was the case
in our study for the VH polarization in the upland agricultural

areas. False positives may also occur for flat man-made objects,
such as roads, parking lots, and airfields [12]; this was not the
case in our case because of the low degree of urbanization in
the study area. In contrast, the inclusion of VH data into flood
monitoring analyses can be beneficial in comparison to using VV
data alone; the effect is, however, study site specific [10], [45].
Moreover, multi-data-source methods can benefit from C-band
VH by exploring other properties of this polarization, such as its
lower sensitivity to surface water roughness than VV data [12].

The second factor differentiating the t0 values were the zones.
Within the distant zone, and to a smaller extent within the
intermediate zone, flooding occurs due to factors other than the
river (i.e., groundwater discharge, rainfall, and snowmelt) [30].
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Fig. 7. Flooding extents estimated using the water elevations and the river zone in VV and VH polarizations (rows) for four time snapshots (columns). The first
two snapshots compare snow absence (December 29, 2017) and snow presence (January 28, 2018) conditions during the same event and similar water elevations.
The second two snapshots compare dry (November 12, 2018) and wet (November 18, 2018) conditions during the low flow period. The original pixel resolution
of the flooding extents was aggregated tenfold for clarity of presentation; therefore, the color scale represents a per pixel flooding area percentage.

Flooding caused by these factors has different timing and is
not as strongly correlated with the water elevation or discharge
as river flooding. Therefore, maximization of the correlation
between U(t) and H or Q led to lower t0 values for the distant
and intermediate zones than for the river zone. Effectively,
flooding extents estimated with the use of these zones were
smaller than when the river zone was used. This effect was also
reflected in the closer to zero ME values in the river zone in
comparison to the two remaining zones.

Notably, other validation figures, RMSE and ρ, do not follow
that ME dependence, especially in the VH scenarios. This is
because the VH data produced a very patchy flooding extent
with a considerable amount of false positives in the upland
agricultural areas. This led to the underestimation of the flooding
extent in the river valley with a high magnitude of RMSE and low
ρ. Decreased t0 values in VH polarization in the intermediate and
distant zones (in comparison to the river zone) led to a decreased
number of false positives in the agricultural area, which further
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Fig. 8. Flooding extent boundaries extracts estimated on April 4, 2018 from the testing scenarios varied by zones (line colors), polarization (rows), and observation
variables used (columns). The background image is an extract of a color infrared Sentinel 1 scene at 10-m spatial resolution acquired on April 10, 2018.

decreased the RMSE and increased ρ. The estimated flooding
extent in the river valley was smaller; hence, the bias in the
intermediate and distant zones was more negative than for the
river zone.

These results indicate that the selection of the proper zone
for the flooding area calculation [see (3)] is a key factor in the
estimation of t0 in our method. In another study, errors in the
zone shape delineation led to errors of up to 13% in flooding
extent estimation [23]. The zone delineation can be challenging
especially when data on spatial river flooding frequency or
fluvial terrace locations are missing. Selecting a too narrow (too
close to a river) zone is better than selecting a too wide zone,
which would also include considerable flooding from sources
other than the river. We used a wide zone in a former study,

which led to results comparable to those obtained by the distant
zone in this study [26].

Other studies did not focus a lot on the shape of the zone,
which was mostly due to looking at the river and its neighbor-
hood rather than at the entire floodplain. If the extent of the water
in the river is of interest, then the zone is delineated between the
river banks only. This, however, required a 10–20 times wider
river than in our study [18]. In that case, the zone selection
is optimized not across the valley, as in our study, but along
the river [18]. Alternatively, the zone can also be delineated
for the local envelope of the river braids or meanders [3],
[23]. A straightforward zone delineation is possible in regulated
streams, where zones comprise the area between the dikes [25].
Another approach of zone delineation is to find a location that
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is very responsive to water elevation changes, e.g., due to the
presence of characteristic vegetation. Such local zones are used
rather for water depth modeling than for flood mapping [24].

The use of the water elevation instead of the discharge as
a river gauge variable resulted in the least bias in the water
extent elevation estimates. This was most likely because of
a nonlinear relation between the flooding extent area and the
discharge, whereas the relation between the water elevation and
flooding extent area can be closer to linear. This was expressed
by the higher correlation between flooding extent areas and water
elevations than discharges at t0 (see Fig. 2). Yet, other validation
criteria presented similar figures for both water gauge variables,
which makes discharges a reasonable alternative to use in this
method when water elevations are not available.

B. Flood Mapping

Overall, the flooding extents estimated by our method were ac-
curate in Osowiec and Burzyn cross sections, whereas the errors
were higher in the Rudzki cross section. This was because the
channel and fluvial terrace width, as well as the discharge at
the Rudzki cross section, were much smaller than in the two
remaining cross sections, and the flood extent detection at the
Sentinel 1 resolution was more challenging. Yet, our method
was able to identify the flooding extent elevation with a 0.25-m
RMSE at the Rudzki cross section.

In contrast, the flooding extents estimated by our method have
several shortcomings:

1) patchy pattern caused by obscuring the water by emergent
and riparian vegetation;

2) inability to distinguish between river water flooding
and flooding caused by groundwater discharge, rain, or
snowmelt;

3) misclassification due to snow cover;
4) false-negative estimates at the end of the flooding period.
A patchy pattern due to vegetation is often present in nonarid

study areas. Several processing steps have been proposed to
produce continuous flooding extents, e.g., region growing [7],
[12], [17], [46], rule-based algorithms [6], multitemporal anal-
ysis [10], [14], [45], wavelet analysis [47], and others.

We, however, consciously refrained from using these tech-
niques. We were interested in analyzing the performance of our
method without affecting the results by additional processing
steps, which often introduce empirical parameters and may de-
crease repeatability in the comparison of the time-series scenar-
ios. Therefore, we had to carefully select the spots for validation
of the estimated flooding elevations. Our aim for developing the
series of flooding extent maps was to use them for validation of
integrated groundwater–surface water 3-D hydrological model.
For this purpose, a similar validation method of identifying many
vegetation-free spots in the entire valley had to be used to identify
the presence or absence of flooding.

The inability to distinguish between river water flooding and
flooding from different sources resulted in false positives and
large overestimates of flooding elevations (see Fig. 6). These
elevation estimates were errors only in reference to the river
gauge observation, because they represented the true presence

Fig. 9. Comparison of volumetric soil moisture content estimates during dry
(November 12, 2018) and wet (November 18, 2018) conditions in the study area
(white line) during a low-flow period. The snapshots correspond to the third and
fourth panels in Fig. 7.

of patches disconnected from the river water, which originate
from either groundwater discharge, precipitation, or snowmelt.
To confirm this, we compared the two flood maps from dry
and wet conditions in November 2018 (see Fig. 7) with SMAP/
Sentinel 1 soil moisture estimates [48], which showed that
together with the flooding extent increase in the remote flood-
plain, the soil moisture increased by approximately 10–20% (see
Fig. 9). Furthermore, this was confirmed by groundwater depth
data from 23 wells in the study area [49], of which 20 showed an
increase of water elevation by up to 0.12 m from its initial posi-
tion during the analyzed period. A similar situation was observed
in North-American Prairies, where during high-soil-moisture
periods, σ0 values were lower than during low-soil-moisture
periods, which indicated the presence of open water [17].

Unfortunately, we were only able to filter events occurring
during the presence of snow cover (mostly wet snow and
snowmelt ponding). We did not have a reference dataset to
filter water patches caused by groundwater or rainwater ponding.
However, these patches show the overall hydrological behavior
of a study area and do not necessarily have to be filtered out
of the flooding map. In other studies, the disconnected flood
patches were often filtered out of the river flooding extent [8],
[16], which was usually achieved using the HAND method [38].
Filtering is appropriate if a study is focused only on the analysis
of flooding generated by river water and the hydrological model
used is not capable to simulate the disconnected patches flooded
by local groundwater discharge, rainfall, or snowmelt.

Snow cover was also responsible for the underestimation
of flooding elevation and flooding extent. This was especially
visible during longer periods of high snow depth, e.g., January
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and February 2018 (see Fig. 7), because high snow cover depths
increase radar backscatter [36]. Another explanation of this
behavior could be the presence of ice, which was observed in
January and February 2018 at the Burzyn cross section [33]. Ice
has stronger backscatter for VV than that for VH polarization
in the C-band [50], which can explain the lack of inundation
detection for VV (σ0

VV for ice > t0) and the detection of ice
cover as inundation for VH (σ0

VH for ice < t0).
The last identified shortcomings are a few false-negative

estimations of the flood extent (see Fig. 6) in the Osowiec and
Burzyn cross sections in the periods when the water elevation
approaches the bankfull level. We believe that this effect was
mostly related to the resolution of the Sentinel 1 data and
the topography near the river channel. The microtopography
of former oxbow lakes and river sediments near the channel
can form a complex outflow pattern, which does not always
generate a large enough water extent to be detected at Sentinel 1
resolution. This effect may be reinforced by emerging vegetation
at the beginning of the growing season.

C. Advantages and Limitations of the Method

The main advantage of this method is the relatively small
effort required to process a long time series of radar data. This
concerns the raw (e.g., GRD) SAR data preprocessing steps
that can be automatized by remote sensing software, such as
SNAP. Furthermore, this concerns the method itself, which can
be implemented in any scripting language capable to process
spatial data, such as R or python. An advantage of this method is
also its physical basis, which linearly relates the water elevation
to the flooding area. The method requires, except for time series
of radar data and zone delineation, only the water elevation
or discharge for the corresponding days. This, however, limits
the method application to catchments with at least one river
gauge. Moreover, to perform a validation such as in this study,
a high-quality DTM is required.

One of the most important limitations is that the method does
not deal with vegetation obscuring the water and producing a
patchy flooding extent. Another limitation could be the per-
formance with SAR data from different relative orbits. In this
study, we used data from only one relative orbit. Introducing
more orbits would increase the time series resolution to one
to three days. However, it would also introduce geometric and
radiometric differences in the processed Sentinel 1 data that
could decrease the quality of the estimated flooding extents.

The method was also capable of identifying water from other
sources than river flooding. This was mostly due to the lack
of filtering of disconnected flood patches. This can be either
an advantage or disadvantage, depending on the application.
If the flooding extent maps are used to calibrate or validate a
hydrodynamic model, which due to its boundary condition is
capable only of simulating flooding caused by river water, then
any disconnected flood patches generated by floodplain water
sources would be false positives. However, if an integrated hy-
drological model, that simulates both groundwater and surface
water fluxes (as well as other hydrological processes), is used,

then the flood patches originating from floodplain water would
be true positives.

D. Other Approaches in the σ0 Threshold Estimation Method

In this method, we assume that u ∝ h, which allows us to
quantify linear dependence between U(t) and H using the Pear-
son’s correlation coefficient and to omit transformation ofu, e.g.,
using a power law. This assumption is valid in steady-state flow
conditions when surface water slope is equal to the floodplain
slope, and if floodplain cross section perpendicular to the river
is regular, e.g., trapezoidal. When Q is used instead of H in (2),
the assumption is weaker, because q is nonlinearly related to
h, as illustrated, e.g., by the Manning equation [51]. Therefore,
even in steady-state and regular cross section, q is nonlinearly
related to u. The power law can be used to approximate the u–q
relationship [18].

To account for the possible nonlinearity of u–h and u–q
relationships, an additional parameter could be introduced in (2),
e.g., an exponent parameter for the U(t) term. The additional
parameter would have to be identified simultaneously with
the t0 parameter in the correlation optimization (2). Because
of that, a 2-D solver would have to be used instead of 1-D
domain screening as in the proposed method. This, however,
would require more computation resources. We expect that the
correlation between U(t) and H or Q would be higher in a 2-D
than in a 1-D optimization approach. Yet, because of the charac-
teristics of u–h and u–q relationships, which are monotonically
increasing (for positive q or h), we expect that the optimum
Pearson’s correlation would be identified for similar t0. This is
supported by other studies that identified similar values of the
t0 threshold for Sentinel 1 data. In our study, t0 = −17.2 dB for
VV polarization, whereas t0 = −16.1 dB was identified with
use of the power transformation in [18], and t0 = −18.1 dB
was identified without use of the power transformation in [25].

Another approach, that would allow finding a relationship
between u and h or q, could rely on the manual derivation of
u by digitizing flooding extent from high-resolution visible and
near-infrared (VIS–NIR) satellite imagery. In this approach, h
and q could be obtained directly from river gauges, or h could be
extracted indirectly from a high-resolution DEM using the water
line method (described in this study). A relationship derived
in this way would precisely reflect the nonlinearities related to
the irregular floodplain cross section, which was not possible
in our method. Yet, even this approach would not be able to
account for all nonlinearities, because the time-variant surface
water slope, caused by unsteady flow, would not be captured
during digitization of a limited sample of the VIS–NIR satellite
imagery.

V. CONCLUSION

In this article, we proposed a method for the estimation of
the radar backscatter coefficient threshold for flood mapping.
Our method automatically processed a time series of 161 SAR
images with corresponding river gauge observations used as
ancillary data. We showed that SAR-derived flooding extents
are related to water elevations or discharges. This relation can be
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used to find an optimal backscatter threshold for differentiating
between flooded and nonflooded pixels using a simple search
method.

The most important factor in the method was the extent of the
zone in which the flooding area was calculated. Too wide zones,
that include flooding from other sources than the river, decreased
the correlation between flooding area and river gauge observa-
tions, which led to higher errors of flooding extent estimation.
The second most important factor was the polarization used. The
VH polarization led to worse flooding extent estimations than
VV because of misclassification of vegetation and soil. However,
the VH polarization was able to identify the ice-covered flooding
extent, which was not possible for VV polarization using this
method. The discharge scenarios performed worse than the water
elevation scenarios because they were more nonlinearly related
to flooding areas. However, the use of discharges is a reasonable
alternative when water elevations are not available.

The method does not include filtering the patches in the
flooding extent caused by vegetation or other objects. Therefore,
the use of this method for producing data for calibration or
validation of hydrodynamic models requires the identification
of low vegetation spots. Otherwise, e.g., region-growing post-
processing should be used. Despite the method calculating the
flooding areas in a predefined zone, open water is detected in the
entire image. Therefore, the flooding patches from other sources
than the river are also present in the output maps. This is useful if
the flooding maps are used to calibrate or validate a hydrological
model that simulates processes related to the generation of these
flooding patches. On the contrary, for a hydrodynamic model,
which simulates the river flooding only, these flooding patches
would be false positives.

Future work should be related to testing other approaches in
the σ0 threshold estimation method, which would allow us to
account for nonlinearities in u–h and u–q relationships, such
as power-law transformation, and assuming irregular floodplain
cross sections. The method should also be tested in other areas,
e.g., in urban land use or arid climate with validation based on
the high-resolution VIS–NIR imagery.
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[26] T. Berezowski, T. Bieliński, and J. Osowicki, “Floodplain inundation
mapping using SAR scattering coefficient thresholding and observed
discharge data,” in Proc. IEEE Int. Geosci. Remote Sens. Symp., Jul. 2019,
pp. 4704–4707.

[27] S. Ignar et al., “Temporal variability of the selected flood parameters in
the Biebrza river valley,” Ann. Warsaw Univ. Life Sci., vol. 2, no. 43,
pp. 135–142, 2011.
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