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Evaluation of Footprint Horizontal Geolocation
Accuracy of Spaceborne Full-Waveform LiDAR
Based on Digital Surface Model

Cheng Wang, Xuebo Yang *“, Xiaohuan Xi

Abstract—Spaceborne full-waveform LiDAR has shown unique
advantages in measuring global surface elevation. Laser foot-
prints generally have decimeter-level vertical accuracy, meeting
the requirement of ground elevation control points. In contrast,
the footprint horizontal geolocation accuracy is in the meter to
ten-meter levels. Although previous researches attempted to locate
the footprint horizontal coordinate based on the digital surface
model (DSM), the applicability and performance of the DSM-based
positioning method in evaluating the footprint geolocation accu-
racy should be rigorously assessed before large-scale applications.
Therefore, this study practices the DSM-based footprint position-
ing method over several study sites with various land covers and
different laser campaigns. The footprint geolocation accuracy of the
ICESat/GLAS (Ice, Cloud, and land Elevation Satellite/Geoscience
Laser Altimeter System), the first Earth observation full-waveform
LiDAR satellite, is evaluated by the DSM-based method. Results
indicate that the DSM-based positioning method is only suitable for
areas with significant height features, but not applicable in areas
with high spatial correlation. The derived footprint geolocation
accuracy (8.19-m horizontal shifting with 4.19-m standard devi-
ation) is relatively reliable in urban site with relatively high spatial
heterogeneity. This study helps make better use of the DSM-based
footprint positioning method and design calibration experiments
of full-waveform LiDAR satellites.

Index Terms—Digital surface model (DSM), geolocation
accuracy, ICESat/GLAS, spaceborne LiDAR, waveform
simulation.
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1. INTRODUCTION

URFACE elevation measurements provide fundamental ge-
S ographic information for topography mapping, environ-
mental monitoring, and earth science [1]-[3]. Common global
digital elevation models (GDEMs) include Shuttle Radar To-
pography Mission (SRTM) DEM, Advanced Spaceborne Ther-
mal Emission and Reflection Radiometer (ASTER) GDEM,
TanDEM-X DEM, and Advanced Land Observing Satellite
(ALOS) World 3D, etc. [4]-[6]. Most of these GDEMs are pro-
duced by satellite optical photogrammetry and Interferometry
Synthetic Aperture Radar InSAR). Their vertical accuracies are
generally in the meter to ten-meter levels [7], [8].

Light Detection and Ranging (LiDAR) is an advanced active
remote sensing technique developed in the past three decades
[9], [10]. High-intensity laser pulse and high-frequency laser
reception sampling ensure the quick acquisition of accurate
3-D information, making LiDAR show unique advantages in
topography surveying on various land surfaces [11], [12]. Com-
pared with airborne and terrestrial LiDARs limited by spatial
coverage, spaceborne LiDAR can measure surface elevation
at a near-global scale [13]. The Ice, Cloud, and land Eleva-
tion Satellite (ICESat) / Geoscience Laser Altimeter System
(GLAS) launched by National Aeronautics and Space Admin-
istration (NASA) is the first Earth observation full-waveform
laser altimeter, which orbited from 2003 to 2009 [14]. It emits
a short duration laser pulse and digitizes the returned signals
in the form of full-waveform [15]. The formed footprints are
nearly round with a ~70-m diameter and ~170-m center-to-
center separation. Due to GLAS’s good performance, more
spaceborne LiDAR missions were scheduled. For instance, the
ICESat-2 / Advanced Topographic Laser Altimeter System with
a six-beam photon-counting LiDAR system was launched in
September 2018 [16]. NASA’s Global Ecosystems Dynamics
Investigation was launched in December 2018 [17], whilst
China’s high-resolution Earth observation satellite, Ganfen-7,
was launched in November 2019 [18]. The latter two satel-
lites were equipped with full-waveform laser altimeters. Their
main missions are forest monitoring and topography surveying,
respectively.

Actually, the laser altimeter data with low spatial sampling
density cannot generate high-resolution seamless GDEMs. In
contrast, they can be used as the Ground Control Points (GCPs)
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to validate and calibrate the existing GDEMs [19]-[21]. Rigor-
ous procedures are required to evaluate the geolocation accuracy
of laser spots before using them as GCPs. Taking an example of
GLAS system, the laser footprints have decimeter-level vertical
accuracy (~13.8 cm), which satisfies the elevation requirement
of GCPs in topographic mapping [22], [23]. In contrast, the
footprint horizontal coordinates are calculated based on the
satellite position, satellite attitude, and distance to the target [24].
Affected by atmospheric refraction and instrument deviation,
the horizontal geolocation accuracy of GLAS footprints is only
meter level.

The footprint geolocation accuracy is usually validated by in
situ experiments. In terms of ICESat/GLAS system, Magruder
et al. [25] captured the real laser locations by placing many
electro-optical devices near the satellite reference ground track
when the satellite passed in real-time. Although this costly
ground-based method is accurate, it is less practical due to
limitations in experiment time and place. In cases that on-orbit
simultaneous calibration cannot be carried out, several studies
attempted to pinpoint the spaceborne LiDAR footprints based on
high-resolution Digital Surface Models (DSM) [25]-[27]. For
example, Harding ef al. [26] matched the laser waveforms and
DSM elevation data by simulating the LiDAR waveforms pixel
by pixel. They found that the GLAS footprints in forest areas
had horizontal offsets of 10-30 m. Zhang et al. [27] improved
the matching method by introducing the surface reflectivity from
the airborne LiDAR intensity data. These studies prove that the
DSM-based method is feasible to locate the laser footprints, but
it is still necessary to explore the performance and applicability
of this method on evaluating the footprint geolocation accuracy
over large areas. This would guide the calibration experiment
design of full-waveform LiDAR satellites.

Therefore, the primary objective of this study is to practice
the DSM-based footprint positioning method over several study
sites with various land covers based on the ICESat/GLAS data.
The DSM-based method takes into accounts the LiDAR config-
urations and the spatial and reflectance distributions of objects.
Focusing on the objective, there are three specific works carried
out in this study: 1) to collect the DSM datasets with various
land types and the corresponding GLAS waveforms in different
laser campaigns; 2) to locate the most likely footprint position
by simulating the returned waveforms based on DSM data and
matching them with the GLAS waveforms; and 3) to practice
the DSM-based footprint positioning method over large areas
with different land covers and various laser campaigns. Based
on these works, we analyze the performance and applicability
of the DSM-based method on evaluating the footprint horizontal
geolocation accuracy of spaceborne full-waveform LiDAR. The
limitations and future improvements of the DSM-based method
are also briefly discussed.

II. MATERIALS
A. Study Sites

Several study sites with different land covers are selected in
this study, where the DSM data and GLAS waveforms are both
available. The land types are flat land, mountain, ice sheet, forest,
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and urban, respectively, which involve most land applications of
spaceborne LiDAR [13]. The first three types are regarded as the
lands without coverings, whilst the latter two are covered by trees
or buildings. Fig. 1 displays the maps of the study sites. More
details about the study sites and following experimental datasets
are summarized in Table 1.

B. Digital Surface Models

The DSMs collected in this study are produced from airborne
LiDAR point cloud data. First, the noise points are removed
based on local point density statistics. Then the DSMs are
generated from the first return points by spatial interpolation
algorithm [28]. The spatial resolutions of DSM datasets in the
five sites are related to the original LiDAR point density. The
geometry accuracies of DSM datasets are verified by field sam-
pling measurements. In addition to airborne LiDAR, high spatial
resolution satellites, digital aerial photography, and airborne
SAR are common sources of high-resolution DSMs [29], [30].
Specifically, surface height data can be obtained by accurate
matching between stereo pixels in passive optical images. The
phase data in microwave interferograms can be converted to the
surface elevation.

C. GLAS Data

The GLAS system uses a Nd: YAG solid-state pulsed laser as a
source to emit the pulse signals in two wavelengths at a frequency
of 40 times per second [22]. The 1064-nm near-infrared laser
is used to measure the surface elevation. The platform altitude
is approximately 600 km and the area of detector telescope is
approximately 0.709 m?. The detector sampling frequency is
1 GHz, representing that the vertical resolution of waveform
data is ~15 cm. The zenith angle is less than 0.5°, nearly on
a nadir pointing [31]. The total energy of an emitted pulse in
1064 nm is 72 mJ. The pulse is temporally Gaussian-shaped
with a 4-ns full width half maximum. The laser pulse forms
a nearly circular footprint, where the laser energy follows 2-D
Gaussian distribution, falling to e~2 at its edge [32]. The Na-
tional Snow and Ice Data Center provides 15 types of GLAS
products (GLAOI-GLAL1S5), of which GLAOI, GLAOS, and
GLA14 in Release V33 are used in this study. GLAOI provides
the GLAS full-waveform data. GLAOS contains the footprint
shape information, including footprint major axis, eccentric-
ity, and orientation. GLA14 records the footprint geographical
coordinates, of which horizontal accuracy is evaluated in this
study.

The ICESat/GLAS successfully carried out 19 campaigns
from 2003 to 2009, supported by three individually-operated
lasers [13]. Laser 1 stopped working in March 2003, Laser 2
stopped in May 2005, and Laser 3 stopped working in October
2008. Laser 2 was restarted again and expired in October 2009.
To reduce the errors from data sources, we screen the GLAS data
in line with the acquisition times of DSM datasets. Specifically,
since the restarted Laser 2 has low sensitivity and accuracy,
the GLAS datasets from Laser 3 campaigns are collected. For
forest site, we prioritize the GLAS data acquired in summer
or autumn to reduce errors caused by seasonal forest changes.
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Fig. 1. DSMs and GLAS footprints in the study sites.
TABLE I
SUMMARY OF SITE LOCATIONS, SURFACE FEATURES, COLLECTED GLAS DATASETS, AND DSM DATASETS
Site 1 2 3 4 5
Land cover Flat Mountain Ice sheet Forest Urban
Latitude 38°537-38°58’ N 38°30°-38°35’ N 30°40°-30°48" N 50°54°-50°58" N 38°53°-38°58’ N
Longitude 100°26°-100°30” E 100°12°-100°20” E 91°19°-91°25” E 121°28°-121°32’ E 100°26°-100°30” E
Elevation 1408 — 1510 m 2573 - 3684 m 4800 — 5803 m 743 - 1103 m 1408 — 1510 m
Terrain Low relief High relief High relief Moderate relief Low relief
. Zhangye, Gansu, Zhangye, Gansu, . . Genhe, Inner Zhangye, Gansu,
Location g(%/hina gCyhinal Naqu, Tibet, China Mongolia, China gCyhina
DSM data properties
Acquisition time Jul. 2008 Jul. 2012 Aug. 2011 Aug. 2012 Jul. 2008
Acquisition means Leica ALS70 Leica ALS70 Leica ALS80 Leica ALS60 Leica ALS70
Horizontal accuracy 0.28 m 0.16 m 0.34m 0.16 m 0.28 m
Vertical accuracy 0.15m 0.1 m 0.2 m 0.1 m 0.15m
Spatial resolution 1 mx1 m 0.5 mx0.5 m 2 mx2 m 0.5 mx0.5m 1 mx1m
GLAS data properties
Number of footprints 67 39 56 77 74

Laser campaigns and
acquisition times

L3fin Jun. 2006
L3g in Nov. 2006
L3h in Mar. 2007

L3h in Mar. 2007

L3fin Jun. 2006
L3iin Oct. 2007

L3fin Jun. 2006
L3iin Oct. 2007
L3k in Oct. 2008

L3g in Nov. 2006
L3h in Mar. 2007
L3i in Oct. 2007

L3i in Oct. 2007

The annual changes are ignored in this study due to the slow
crustal movements in sites 1-3 and the slow growth of natural
coniferous forest in site 4. For urban site, no massive urban
expansions occurred during the 1- to 2-year time lag between
the acquisition dates of GLAS and DSM datasets [33].

III. METHODOLOGY

A. Framework of DSM-Based Footprint Positioning Method

The DSM-based footprint positioning method consists of
two main steps: waveform simulation and waveform matching.
In step 1, we simulate the returned waveform of each possi-
ble laser footprint. The simulation model takes into accounts

LiDAR configuration, surface spatial distribution, and surface
reflectance. Especially, considering that the DSMs might be
acquired in different ways, we adopt an image binarization
algorithm to generate the reflectance array independent of DSM
acquirement ways. In step 2, the simulated waveforms and the
GLAS waveform are matched pixel by pixel. The best-match
simulated waveform is regarded to be located at the real foot-
print position. Through these two steps, we locate the footprint
center, validate the geolocation accuracy of GLA 14 product, and
analyze the performance of the DSM-based positioning method.
The detailed scheme is shown in Fig. 2.

1) Waveform Simulation: The LiDAR waveform can be re-
garded as the convolution of the emitted pulse and the response



2138

(GLAS GLAOI] (P“b'l'if)f:;c"“j [ DSM dataset ] (GLAS GLAMJ

k= Footprint location
1 N ] Foowrn

i eyt (S amen s gl i

| .

| Waveform
| matching
|

: Wavefofm 200m*200m DSM
| simulatjon

Il

Il

I

I Il
it i Il

| Reflectance r 1 11

dats Classification |

| ata b s s 11
I 211
Il

Il

Il

Il

Ll

Il

Bl

I GLAS emitted Response function
pulse

of ground objects

1oxid £q [axig

e i e s

|
|
|
|
|
|
|
|
|
|
|
|
: GLAS waveform
|

Waveform matching

Land cover Laser campaign || DSM resolution Best-match. footprint
- location
I T

|
------

Schematic diagram of the DSM-based footprint positioning method.

Fig. 2.

function of ground objects [26], [34]-[36], as in
) - E(z,y)dxdy * E(t)

UAR TR atm
hol? Pe.y)
(1)

where 7 is the integrated efficiency of receiving and photodetec-
tion systems, Ar is the detector telescope area, Ty, is the laser
energy attenuation rate of one-way atmospheric transmission,
hv is the energy of a photon, [ is the platform altitude, p(x, y)
is the reflectance distribution function of land surface, h(t)
is the height response function of land surface, F(x,y) and
E(t) are the time and spatial distribution functions of emitted
pulse energy, “x” is convolution operation, respectively. In the
time domain, the pulse energy is approximate to a 1-D Gaus-
sian distribution, as in (2). In the spatial domain, since the
GLAS footprint formed on the ground is not strictly circular
but more like an ellipse [22], the spatial distribution of laser
energy following a 2-D Gaussian function is determined by the
footprint semimajor and semiminor axes, as in (3). Considering
the footprint orientation, the footprint coordinate system 2’ — 1/
is transformed into the coordinate system x — y of the DSM
image, as shown in (4) and Fig. 3

P(t) =

B0) = < e (5 ) )
B ) = 2 e [_2 - (Z; + yb;)} 3)
SREE I
2o )
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Fig. 3.  Spatial distribution of laser energy within an elliptical footprint.

where F is the total energy of an emitted pulse, o is the pulse
width, a is the semimajor axis, b is the semiminor axis, e is the
footprint eccentricity, 3 is the intersection angle between the
footprint orientation and the azimuth of DSM image.

The height response function of land surface is related to the
surface elevation. When only considering single scattering, it
can be calculated from the surface height data in the DSM, as in

— [[ st v)dzay ©)

20 22 +y? 2z2(x,y)
—_ _l’_ —
c cl c

= @)
where z(x,y) is the surface elevation at the position (z,y), ¢ is
the one-way laser travel time. The second term in (7) is the time
delay caused by the phase front curvature of the diverging laser
beam, which can be neglected for spaceborne LiDAR.

For the ground without objects (e.g., flat, mountain, ice sheet,
etc.), the surface is assumed to have a uniform reflectivity. For the
areas with objects (e.g., forest, urban, etc.), land classification
is required. In this study, we assume that the object types in the
forest and urban areas are single. This means that the DSM needs
to be classified into two categories, objects and ground. Niblack
algorithm, an image local binarization algorithm, is performed
to segment the objects from the ground [37]. For the central pixel
(z,y), the binarized segmentation threshold 7" is determined on
the mean m and variance s of elevations in the corresponding
domain range centered on the pixel, as in

T(z,y) = m(z,y) + k- s(z,y) ®

where k is an adjustment parameter. Inappropriate value of
k would cause the images to be over-segmented or under-
segmented. In this study, k is set as —0.02 to ensure that the
low vegetation is separated from the ground. The domain range
of each pixel is set as 15 x 15 m based on the usual sizes of trees
and buildings. After autoclassifying the objects and ground, their
respective reflectances are assigned by user-defined or public
spectral libraries. The resulting reflectance array p(z, y) has the
same location and spatial resolution as the DSM elevation data.

2) Waveform Matching: First, for each footprint, a200 x 200
m DSM imagery centered on the GLA14 footprint coordinates
is extracted from the DSM dataset. Next, waveform simulation
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is conducted pixel by pixel. In order to make the simulated
waveforms comparable to the GLAS waveform, they are nor-
malized to the same intensity axes and vertically matched by
aligning the location of the maximal waveform intensity. Finally,
Pearson’s correlation coefficient p is calculated between each
simulated waveform S(¢) and GLAS waveform R(t) to evaluate
the similarity of curves [38], as in

,_ cov(S(D), R(1) o

TS (t)OR(t)

where cov is the covariance of two curves, o is the variance.
The simulated waveform with the maximal Pearson’s correlation
coefficient is considered to be located at the most likely footprint
position. The footprint shifting on the ground is calculated as the
distance between the most likely footprint center and GLA14
coordinate.

B. Evaluation of Footprint Geolocation Accuracy

In this study, the GLAS footprint centers are located using
the DSM-based method across the five study sites. To ensure
the reliability of final footprint geolocation accuracy, some
intermediate results are evaluated. For forest and urban sites
covered by objects, the classification results between objects
and ground is verified by manual sampling interpretation. The
proportion of correctly classified samples to the total samples
is used to assess the overall classification accuracy in these two
sites.

Next, the simulated waveform in the GLA14 position is
compared with the denoised GLAS waveform to verify the
validity of waveform simulation model. The simulation accuracy
is assessed by Pearson’s correlation coefficient and root-mean-
square error (RMSE).

Finally, the GLA14 footprint coordinate is compared to the
most likely footprint center with the maximal matching simi-
larity. The magnitude and azimuth of the footprint shifting are
used to evaluate the accuracy of horizontal geolocations in the
GLA14 product. More analyses of footprint geolocation results
are done by visualizing the heat map of Pearson’s coefficients.

C. Applicability Analysis of DSM-Based Method

To assess the applicability and performance of the DSM-
based footprint positioning method, we compare the footprint
geolocation shiftings over various land covers and different laser
campaigns. The average value and standard deviation of shifting
magnitudes and azimuths are calculated in different groups.
Also, to explore the impact of DSM data quality on geolocation
accuracy evaluation, the method is performed on the same sites
with different spatial resolution DSMs.

IV. RESULTS AND DISCUSSION

A. Results of Waveform Simulation and Matching

The results of autoclassification are assessed in site 4 and site
5.Fortheurban area, the overall classification accuracy is 98.8%,
ensuring the respective reflectance assignments of ground and
buildings. For the forest area, the overall classification accuracy
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is 96.2%. The misclassification occurs mainly in the low shrub
and grass.

Then the simulated waveforms in GLA14 coordinates are
compared with the denoised GLAS waveforms of 313 footprints.
The average Pearson’s correlation coefficient of 313 pairs of
waveforms is 0.884, and the average RMSE is 0.00127. The
simulation bias is partly due to the inaccurate footprint geolo-
cation, and partly due to the inaccurate simulation model.

The waveform matching is conducted in 313 DSM images
corresponding to 313 GLAS waveforms. The GLAS footprints
have a 13.63-m average shifting with an 8.37-m standard de-
viation. The simulated waveforms in best-match footprint po-
sitions have higher average Pearson’s coefficient (0.934) and
lower average RMSE (0.00107) than those in GLA 14 positions.
However, it is noted that some on-orbit measurements indicates
that the footprint geolocation accuracy of GLA14 product is
~4.5 m [22]. The difference of geolocation accuracy from the
DSM-based method and the in sifu measurement is partly related
to the inapplicability of DSM-based method and partly caused
by the errors of input data sources. Hence, to make better use
of the DSM-based positioning method, we separately analyze
the footprint geolocation accuracy derived by the DSM-based
method over different land covers in Section B.

In addition, since 313 footprints are collected from different
laser campaigns, the mean and standard deviation of shifting
azimuth are meaningless. The footprint geolocation accuracy
of different laser campaigns should be separately discussed, as
shown in Section C.

B. Footprint Geolocation Accuracy Over Different
Land Covers

Table II shows the footprint positioning results over the five
sites with various land covers. Since the dataset used in each
site covers different laser campaigns, the azimuths of footprint
shifting are not discussed. Figs. 4 and 5 show some typical
examples in five types of land covers, respectively.

For the flat land, there is a high average position shifting mag-
nitude (21.2 m) and a high standard deviation (13.9 m), far from
the footprint geolocation accuracy of on-orbit measurements.
Taking the example in Fig. 4(a), the simulated waveform in flat
land is shaped as a unimodal waveform with narrow pulse width.
The GLAS waveform and the simulated waveforms mainly
differ in the leading edge, which is likely related to the low grass
over the ground. In terms of matching results, although there is a
large positioning shifting (28.3 m) between the best-match and
GLA14 footprint centers, the Pearson’s coefficients of the two
simulated waveforms are very close (p = 0.993 in best-match
position, p = 0.992 in GLA14 position). Based on the heat
map, we found that over 80% of the DSM region has very high
Pearson’s coefficients (>0.96). This is related to the extremely
high spatial similarity of flat land. Hence, we cannot directly
regard the best-match location as the real footprint location. The
DSM-based method is not suitable for flat land, so the results of
footprint geolocation accuracy are unreliable.

Compared with the flat land, the position shifting in the
high-relief mountain and ice sheet areas results in a relatively
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TABLE II
FOOTPRINT GEOLOCATION ACCURACY IN VARIOUS LAND COVERS

Flat

Ice sheet Forest Urban Total

Number of footprints 67 39 56 77 74 313
Average p in GLA14 position 0.978 0.845 0.806 0.870 0.935 0.884
Average RMSE in GLA14 position 0.00181 0.000774 0.000854 0.00114 0.00151 0.00127
Average p in best-match position 0.989 0.908 0.859 0.920 0.954 0.934
Average RMSE in best-match position 0.00180 0.000567 0.000670 0.000878 0.00117 0.00107
Average shifting magnitude [m] 212 16.4 19.2 12.0 8.19 13.63
Standard deviation of shifting magnitude [m] 13.9 8.9 10.8 6.86 4.29 8.37
obvious difference between the GLAS waveform and the simu- 40

lated waveform in GLA14 location. The simulated waveforms
in best-match locations (pavg = 0.908 in mountain; paye =
0.859 in ice sheet) are closer to the GLAS waveforms than
those in GLA14 locations (pave = 0.845 in mountain; p,ye =
0.806 in ice sheet). Specifically, as in the examples in Figs. 4(b)
and (c), the best-match simulated waveforms have significantly
higher Pearson’s coefficients than the simulated curves in the
GLA14 locations. Based on the DSM images and the heat maps,
it is seen that the ice sheet and mountain areas with terrain
reliefs have stronger spatial heterogeneity than the flat land.
However, it is noted that the returned waveform records the
arrangement of relative elevation within the footprint, rather than
absolute elevation. We cannot rule out the coincidence that the
best-match footprint position has the same vertical distribution,
but an elevation difference with the real one. For instance, as in
Fig. 4(c), although there is an elevation difference between the
best-match real position (white ellipse) and the GLA 14 position
(black ellipse), almost the same relative elevation distributions
make the simulated waveforms similar. Hence, although the
waveform similarity is significantly improved in the best-match
footprint location, the DSM-based positioning method is still
imperfect in mountain and ice sheet areas.

For forest and urban areas, the average shifting magnitudes
(12.0 m in forest site and 8.19 m in urban site) are relatively
close to the geolocation accuracy of in sifu measurements. This
is related to strong spatial heterogeneity caused by height differ-
ence between objects and ground in the forest and urban areas.
In these regions, the DSM-based method might be a good way to
locate the real footprint center and evaluate the footprint geolo-
cation accuracy. As in the example of Fig. 5(a), regular building
structures have explicit height characteristics, thus making the
simulated waveform with clear mixture Gaussian shape. The
matching result shows that this footprint has a 3.89-m horizontal
shifting towards an azimuth angle of 212°. In addition, there is a
noticeable difference in the penultimate peak of the best-match
simulated waveform and GLAS waveform. This might be caused
by the fact that we marked all buildings in the footprint with the
same reflectivity.

For the forest site, the canopy grows on the sloping terrain
with moderate relief. Due to the overlapping height ranges, the
vegetation subwaveform and the ground subwaveform would be
mixed. As in the example of Fig. 5(b), the best-match simulated
waveform (p = 0.968) has higher Pearson’s coefficient than that
in GLA14 position (p = 0.913). The multipeak locations of
best-match waveform are closer to those of GLAS waveform
compared to the simulated curve in GLA14 location. The main
differences between best-match and real waveforms lie in the
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Fig. 6.  Position shifting magnitudes during different GLAS laser campaigns.

leading edge and trailing edge. The difference of leading edge
might be related to the inadequate denoising of GLAS waveform.
The trailing edge difference might be due to multiple scattering
of forest canopy [39] and detector ringing effect [40].

In fact, the footprint geolocation shifting is caused by at-
mospheric environment and sensor systematic bias [41], e.g.,
pointing systematic bias, GPS offset bias, IMU calibration bias,
but not related to land surface, etc. The different geolocation
accuracies over various land covers indicate the inapplicability
of the DSM-based positioning method in areas with few height
features. For these sites, putting out the detector arrays on the
ground is more reliable to evaluate the footprint geolocation
accuracy.

C. Footprint Geolocation Accuracy During Different
Laser Campaigns

Figs. 6 and 7 display the position shifting magnitudes and
azimuths during various GLAS laser campaigns. Due to the inap-
plicability of the DSM-based method in relatively homogeneous
sites, high standard deviations of position shifting magnitudes
and azimuths are reasonable in flat land, mountain, and ice
sheet sites. In contrast, the footprint geolocation accuracy results
in forest and urban sites deserve more attention. In terms of
these two group datasets, we found that the positioning shifting
slightly increases with the sensor usage time. The little incre-
ment demonstrates that Laser 3 was operating normally and
acceptably. Previous research showed that the GLAS waveform
quality gradually declines with the sensor running time [42]. The
increasing position shifting might be due to the inaccurate laser
pointing or be from the positioning error caused by low-quality
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TABLE III
FOOTPRINT GEOLOCATION ACCURACY BASED ON DSMs WITH DIFFERENT SPATIAL RESOLUTIONS
Land type DSM spatial resolution  Average p in GLA14 position Average p i'.l .best-match Average shifting magnitude [m]  Standard deviation of shifting magnitude [m]
0.5m 0.870 0.920 12.0 6.86
Forest I'm 0.867 0.905 124 6.91
2m 0.841 0.861 13.2 7.41
4m 0.783 0.801 159 9.21
Im 0.935 0.954 8.19 4.29
Urban 2m 0.921 0.941 8.93 453
4m 0.873 0.896 11.06 6.02
the DSM with 2 m. This suggests that for footprint with ~50-m
) . ; . Lo
° ° diameter, the DSM data with over 2-m spatial resolution is
300 I— necessary to evaluate the geolocation accuracy.
o °
£ )
g d [a . E. Limitations of DSM-Based Footprint Positioning Method
& &
< . . .
Py 200 Although some previous studies have implemented the DSM-
o= m [ ] .
g based method to locate the so-called real laser footprint, the
g a experiments in this study demonstrate that this method only
£ 100 performs well in the land scene with significant height features.
° . o .
~ The applicability of the DSM-based method can be explained by
o-l é the phenomenon “different objects return the same waveform,”
;- which is caused by uncertainty of spatial distributions and spec-
Flat land Mountiin  Tcadheet Forest Urban tra.l characteristics. Spemﬁca}ly, it is 1mp0551bl.e to derive an
Land cover unique land scene from the LiDAR waveform without accurate
] - o ) o ] prior knowledge of spatial distributions and spectral properties.
Fig. 7. Position shifting azimuths during different GLAS laser campaigns.

waveforms. Additionally, as in Fig. 7, it is seen that different
laser campaigns hold various position shifting azimuths. The
footprints on the same track have close shifting azimuths. The
waveform data in L3i campaigns are collected both in forest and
urban sites. It is seen that the footprints in L3i campaigns are
offset to southeast.

In this study, due to the lack of more experimental dataset, we
cannot conclude detailed footprint geolocation accuracy during
the whole laser campaigns. To evaluate the geolocation accuracy
of other lasers, more high-resolution DSM datasets should be
collected.

D. Footprint Geolocation Accuracy Based on DSMs With
Different Spatial Resolutions

Considering the good performance of the DSM-based method
in forest and urban areas, we further explored the effect of
DSM spatial resolution on footprint positioning over these two
sites. Theoretically, the footprint geolocation accuracy is inde-
pendent of the spatial resolution of the used DSMs. However,
the input DSM datasets with high spatial resolution would help
simulate the waveform accurately. Table III shows the footprint
geolocation accuracies using the DSMs with different spatial
resolutions. Results indicate that as the DSM resolution goes
down, the average Pearson’s coefficients in both GLA14 and
best-match locations decrease, whilst the position shiftings in-
crease gradually. When the DSM is resampled to a 4-m spatial
grid, the difference of average position shifting and standard
deviation exceeds the difference between grid units. In contrast,
the position shifting changes less than one grid unit when using

Even if these accurate prior data are obtained, only when the land
scene is extremely heterogeneous, can the DSM-based method
accurately pinpoint the laser footprint. The phenomenon “differ-
ent objects return the same waveform” and the spatial similarity
of land surface are root causes which limit the applicability
of DSM-based method. In addition, the positioning results are
related to the following error sources, which are not considered
in the DSM-based method.

First source is inaccurate land scene. We used the high-
resolution DSM to describe the land scene around the laser
footprint. However, the DSM data only records the maximal
height in the grid, but not the detailed 3-D structures of ground
objects. This means that all the objects in a grid are simplified
as an opaque surface. Especially in the forest areas, non-rigid
leaves are randomly distributed within the crowns in reality.
The DSMs cannot provide the details, such as leaf distribution
and understory terrain. The simplification of DSM data causes
multiple scattering between forest and understory not being
considered, thus reducing the accuracy of waveform simula-
tion and increasing the uncertainty of footprint positioning.
Additionally, this study uses representative spectral data from
public spectral library. In practice, the same objects might hold
different spectrums. Inaccurate reflectance assignments might
cause waveform misalignments, which also brings uncertainty
to footprint positioning.

Second, the best-match footprint position might be not the real
one. In the absence of the real position, the DSM-based method
regards the position with maximal Pearson’s coefficient as the
real position. However, affected by the spatial correlation, the
Pearson’s coefficient might change very little when moving one
pixel. Both height errors of DSM data and background noise
of full-waveform data might affect the best-match result. The
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DSM-based positioning method is sensitive to the quality of
input datasets. How to better determine the real footprint position
from the matching results should be further discussed.

Based on above error analyses, several suggestions for future
improvements of the DSM-based footprint positioning method
are described as follows:

1) to determine the most likely footprint position by consid-

ering the shifting of adjacent footprints;

2) to determine whether the positioning results are reliable

by quantifying the spatial heterogeneity of land surface;

3) to conduct accurate simulations based on accurate land

scenes and accurate simulation model.

V. CONCLUSION

This study practices the DSM-based waveform simulation
and matching method to evaluate the footprint horizontal ge-
olocation accuracy of ICESat/GLAS system. The experiments
are conducted over several study sites with various land cover
and different laser campaigns to explore the applicability and
performance of the DSM-based method. Regardless of the exper-
iment differences, the results show that the footprint horizontal
coordinates provided by GLAS.V33 products have a 13.98-m
average position shifting with an 8.73-m standard deviation,
obviously higher than that in situ measurements (~4.5 m). This
is related to the fact that the DSM-based positioning method is
only suitable for areas with significant height features, but not
applicable in areas with high spatial correlation. The derived
geolocation accuracy (8.19-m horizontal shifting with 4.19-m
standard deviation) is relatively reliable in urban site with rel-
atively high spatial heterogeneity. In addition, it is found that
the footprint position shifting slightly increases with the GLAS
laser usage time. For the footprint with ~50-m diameter, the
DSM with 2-m spatial resolution is necessary to evaluate the
footprint geolocation accuracy. These conclusions are helpful to
design the calibration experiments of spaceborne full-waveform
LiDAR. For example, China’s GaoFen-7 satellite is equipped
with an optical stereo camera, which can provide high-resolution
DSMs for locating the footprints of laser altimeter. Our next
work is to develop a rigorous screening procedure of laser
footprint based on the geolocation accuracy and other indica-
tors. After that, a global GCP database will be established for
topography monitoring and mapping.
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