
2056 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 13, 2020

A Novel Approach for Hyperspectral Change
Detection Based on Uncertain Area Analysis and

Improved Transfer Learning
Xiaohua Tong , Senior Member, IEEE, Haiyan Pan, Sicong Liu , Member, IEEE, Binbin Li, Xin Luo ,

Huan Xie , Senior Member, IEEE, and Xiong Xu

Abstract—Although a number of change detection (CD) meth-
ods have been proposed during the past years, most of them are
developed based on the assumption that there are either training
samples or no training samples for both the pretime and posttime
images. Few studies have addressed the scenario of only small
amounts of training samples are available only in a single-time
image. In this article, we propose a novel approach that can detect
multiple changes in bitemporal hyperspectral images when only a
few training samples are available in one of the images (the source
image). The proposed method consists of four main steps: first,
unsupervised CD based on uncertain area analysis to generate the
binary change map; second, classification of the source image (X1)
according to active learning; third, classification of the target image
(X2) by the use of improved transfer learning; and fourth, genera-
tion of the multiclass change map by postclassification comparison.
The proposed method was tested on one simulated dataset and
two pairs of real bitemporal hyperspectral images. Experimental
results demonstrate that: first, uncertain area analysis can im-
prove the binary CD accuracy; while active learning and improved
transfer learning can enhance the classification accuracy of the
source and target images, the multiple CD accuracy is increased
by the use of the proposed method; and second, compared with
the state-of-the-art methods, the proposed method produced best
results.

Index Terms—Change detection (CD), hyperspectral (HS)
images, multiple changes, transfer learning, uncertain area
analysis.

I. INTRODUCTION

CHANGE detection (CD) is the process designed to identify
the changes that have occurred in the same geographical

area at different observation times [1]. It has been widely used
in various applications, such as urban expansion [2]–[4], land
use/cover monitoring [5], [6], state and local planning [7], and
disaster monitoring [8], [9]. Timely land-cover CD has grown
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in importance in recent years alongside our increasing concern
over rapid urbanization and ecological change [10], and it can
be used to provide timely and comprehensive information to
decision-makers and for government management. In general,
CD methods can be divided into two categories according to
the availability of the ground reference samples: supervised and
unsupervised CD [11]. Supervised CD generally involves using
training samples to classify the images, and then postclassifi-
cation comparison is conducted to generate the change map
[12]. However, collection of training samples is often time-
consuming. Thus, unsupervised CD is more appealing in real
applications. According to the final applications, unsupervised
CD can be divided into binary CD and multiple CD [13]. The aim
of binary CD is to distinguish changed pixels from unchanged
ones. However, the “from-to” information of the change is ig-
nored. During the past decades, a number of binary CD methods
have been proposed, e.g., change vector analysis (CVA) [14],
[15], clustering methods [16], transformation based techniques
[17], [18], object-based methods [19], deep learning methods
[20]–[22] as well as the other specific approaches [23]–[36].
Among these methods, CVA is one of the most commonly used
in binary CD. The most important step of CVA is determining
an appropriate threshold to distinguish changed from unchanged
on the magnitude of the spectral vectors [13]. A single-threshold
method is simple and convenient to be implemented. However,
sometimes it cannot accurately label the pixels whose magni-
tude values are close to the predefined threshold. Therefore,
the concept of an uncertain region has been proposed [14],
[15]. In addition, the single threshold method only considers
the magnitude of the change vector, whereas other information
such as texture and spatial information are ignored, which often
leads to the misdetection of change information. As a result,
a number of compound methods have been presented, e.g., by
using a combination of texture information [6], spectral angle
information [37], [38], spatial information [19], and CVA in
probability domain [39].

Compared to binary CD, the detection of multiple changes
is more challenging. A number of approaches have been devel-
oped over the past decades, e.g., postclassification comparison
[39], [40], multi-index-based methods [41], unmixing-based
methods [11], [42], CD in the CVA polar domain [1], [13]–
[14], [43], hierarchical spectral CVA [15], sequential spectral
CVA [13]. In [44], an adaptive band-dependent model was
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proposed to represent and discriminate the multiple change
information.

However, all of the above-mentioned methods have been
developed based on the assumption that there is either some
or no ground truth in both of the images. In real applications,
there is also the scenario that only small amounts of ground-truth
data are available in only one of the images. To date, there
has been relatively few research into this situation. In order
to solve this problem, transfer learning-based methods have
been proposed. In [45], Demir et al. proposed a novel change
detection driven transfer learning (CDTL) approach to update
the land-cover map. This was done by applying an unsupervised
CD method and transferring the class labels of the detected un-
changed training samples from the source to the target domain to
initialize the target domain training set. The training set was then
optimized by an active learning procedure. Finally, the target
image was classified. Xian et al. [46] and Xian and Homer [47]
updated the 2001 National Land Cover Database and impervious
surface products to 2006 using a CD method. Multithreshold
method was used to distinguish changed from unchanged. The
unchanged pixels were randomly selected then transferred into
the target domain. Zurita-Milla et al. [42] presented a backdating
approach for land-cover classification and change analysis, in
which the unchanged objects were transferred. Finally, the types
of change were identified according to certain features, e.g.,
the normalized difference crop index, the normalized difference
water index, the shape index, the brightness, and the “relative
border to forest with no change.”

According to the above-mentioned studies, some open prob-
lems still exist. First, most of the thresholding methods use a
single threshold to generate the binary change map, ignoring the
uncertainty of the pixels’ magnitude value around the thresh-
old. Pixel’s magnitude value near the threshold has a higher
probability of misclassification than those far from it [14], [15],
[48]. Second, most of the transfer learning methods transfer
the label of the unchanged pixels into the target domain by
random selection, which will impact the classification accuracy.
Finally, most of the above-mentioned multiple CD methods were
mainly designed for multispectral images, only a few focused
on hyperspectral (HS) CD.

Therefore, the objective of this article is to present a CD
method that can detect multiple changes when only a small
amount of training samples are available for a single-time HS
image in the multitemporal domain. A CD method by taking
advantages of uncertain area analysis, active learning, and im-
proved transfer learning is proposed. First, unsupervised binary
CD based on uncertain area analysis is performed to generate
the binary change map. The source image is then classified
according to active learning. After that, the classification map
of the target image is obtained by the use of improved transfer
learning method. Finally, the change map is generated by post-
classification comparison. The proposed method was validated
on a simulated dataset and two real HS datasets. Experiment
results demonstrate the effectiveness of the proposed method.

The novelties of this article are that: it proposes a method to
solve the multiple CD issue when only a small amount of training
samples are available in single-time image. An uncertain area is

defined to improve the CD accuracy. In addition, an optimization
mechanism is used in the transferring learning process to obtain
reliable samples, and a satisfactory result can be obtained with
the limited number of the transfer learning samples.

The rest of this article is organized as follows. Section II
describes the methodology in detail. The study area and data
descriptions are presented in Section III. Experimental results
are provided in Section IV. In Section V, the parameter of
uncertain area and the number of samples in improved transfer
learning are analyzed, and the contributions of each component
are evaluated and discussed. Finally, Section VI concludes this
article.

II. PROPOSED METHOD

Fig. 1 shows the flowchart of the proposed CD approach.
The proposed approach consists of the following four main
components:

1) binary CD based on uncertain area analysis;
2) source image classification using active learning;
3) target image classification using the improved transfer

learning method;
4) generation of the multiple change map by postclassifica-

tion comparison.

A. Binary CD Based on Uncertain Area Analysis

Let us consider two HS images X1 and X2 with the size I ×
J × B acquired in the same geographical area at times t1 and
t2, respectively. I and J are the rows and columns of the image
and B is the number of spectral bands. The difference image XD

of CVA is formulated by subtracting the multitemporal images
from each other, pixel by pixel [44], i.e.,

XD = X2 −X1. (1)

The change magnitude ρ can be calculated as follows [44]:

ρ =

√∑B

b=1

(
Xb

D

)2
. (2)

The magnitude of XD represents the total spectral differ-
ence between two images. The greater value ofρ, the higher
probability of change. The most important step of CVA is to
determine a threshold for the magnitude image to distinguish the
changed pixels from unchanged ones. Otsu’s [49], expectation
maximization (EM) [25] and other thresholding methods have all
been proven to be effective in addressing this problem. However,
sometimes the single threshold method might be inappropriate
for pixels whose magnitude values were close to the predefined
threshold [42]. These pixels belong to an uncertain region be-
cause they have a higher probability of misclassification than
those far from the predefined threshold [14], [15]. For instance,
in this uncertain region, if a pixel’s magnitude was greater
than the threshold, it would be detected as a changed pixel
by the use of a single threshold method. However, it may be
actually unchanged because its spectral signatures were similar
in bitemporal images [37]. This phenomenon might be caused
by the radiometric difference of bitemporal images. In addition,
there have been a number of methods that combine CVA and
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Fig. 1. Flowchart of the proposed methodology.

other features to improve the CD accuracy, e.g., texture, spectral
angle information. Most of them were applied to a whole image.
Therefore, in this article, we proposed a binary CD method based
on uncertain area analysis and spectral similarity measure.

Let us consider the distribution of the magnitude ρ in CVA.
We assume that the magnitude value in the difference image
XD can be modeled as a Gaussian mixed model [25]. Generally,
a threshold value T was used to distinguish the changed from
unchanged pixels. According to idea of uncertain area, the pixels
were divided into the following three cases according to the
magnitude value and threshold T :

Case A: ρ < Tu, unchanged pixels
Case B: ρ > Tc, changed pixels
Case C: Tu ≤ ρ ≤ Tc, uncertain pixels

Tu = (1− α) ∗ T (3)

Tc = (1 + α) ∗ T (4)

where Tu and Tc were the thresholds of unchanged and
changed pixels, respectively. The magnitude value located
within [(1− α) ∗ T, (1 + α) ∗ T ] was defined as uncertain
area. The parameter α belongs to [0, 1], which represents the
percentage around threshold T . Parameter α plays an important
role in identifying pixel’s label and can result in different CD
maps. A largeαwill expand the range of uncertain area, whereas
a small α will narrow the scope. In a real application, the param-
eter α can be determined empirically or by the trial-and-error
method.

First, the threshold value T was initially determined by the use
of k-means based on the magnitude vector of CVA. The k-means

method is a special case of the Gaussian mixture model, which
assumes that both the changed and unchanged classes follow a
Gaussian distribution. Therefore, the parameter of the number
of classes in k-means was set as 2. The standard deviations,
mean values, and probability density functions of the changed
and unchanged pixels can be calculated according to the initial
binary change map, which is generated by the k-means method.
Then, the initial threshold T can be calculated by the use of the
following quadratic equation [25]:

(
σ2
n − σ2

c

)
T 2 + 2

(
μnσ

2
c − μcσ

2
n

)
T + μcσ

2
n − μnσ

2
c

− 2σ2
nσ

2
c ln

[
σcP (wn)

σnP (wc)

]
= 0 (5)

whereσn andσc were the standard deviations,μn andμc were
the mean values, and P (wn) and P (wc) were the probability
of unchanged and changed pixels, respectively. It should be
noted that the other thresholding methods can also be used to
determine the threshold. However, the parameter α might be
selected differently. In general, the more accurate the threshold
is, the smaller the uncertainty area, and therefore the smaller
the parameter α. In addition, in order to investigate the impact
of random initialization on the cluster result of k-means, we
conducted k-means 20 times independently for each dataset,
and the initial threshold for each experiment was calculated.
The experiment result indicated that the impact of random
initialization in k-means is very limited.

Second, the parameter α was determined. In this article, α
was tested from 5% to 40% with a step of 5%. α located within
this area may provide a reasonable range for analyzing. The
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value α that produced the best binary CD accuracy was cho-
sen. Then, a ruled-based method that combined magnitude and
spectral angle information was applied to the uncertain pixels to
determine whether a pixel was changed or not. Only the pixel
with magnitude greater than T and spectral angle greater than
Tθ was considered as changed. Otherwise, they were considered
as no changed. Tθ was the threshold of spectral angle mapper,
which can be determined by the trial-and-error method. The final
binary map was then generated.

B. Source Image Classification Based on Active Learning

Obtaining training samples is a time-consuming task. It is
often difficult to obtain satisfactory classification result with lim-
ited training samples, especially in HS remote sensing images
[50]. In this work, only a small amount of training samples were
available for the source image. In order to obtain desirable clas-
sification result, active learning was introduced in the proposed
methodology. Active learning is a semi-supervised machine
learning method, with the goal to select the most informative
training samples. A general active learner can be modeled as a
quintuple (C, Q, S, L, and U) [51], [52]. C is a classifier, which
is trained on the labeled training samples in the training set L. Q
is a query function used to select the most informative samples
from the unlabeled sample pool U. S is a supervisor that can
assign the true class label to unlabeled samples. Let us assume
that D be a set of all pixels in the source image (X1), and DL is a
set of all the labeled training samples. DL = {xi,j, yk}, where xi,j
is the location of the pixel with label yk. The goal of the active
learning algorithm is to select xi,j from DUL = D\DL and
add it to the training set D+

L = DL ∪ (x,y). The process of
identifying xi,j and adding it to DL is repeated according to a
user-specified number of iterations. Different criteria and query
functions can be adopted to select the most informative samples,
e.g., by uncertainty sampling strategy [53], [54], by selecting
more informative data that optimizes the expected gain [55],
by selecting the examples that minimize the expected error of
the model [56]. In this article, an uncertainty sampling strategy
was used, and it was a simple and popular query strategy. In
the uncertainty sampling method, the most informative samples
were considered to be those on which the classifier was the least
certain of their classification. The objective function was defined
as conditional entropy [53]

x∗ = argmax
x∈U

−
∑
y∈Y

P (y |xi ) log (P (y |xi )) (6)

where P (y|xi) was the probability that samples xi with label y.
When the probability of a sample being classified into different
categories was the same, the entropy was the largest, which
means the uncertainty of this sample was the largest. The active
learning based on uncertainty sampling method mainly consists
of three steps as follows. First, the original training samples and
unlabeled samples were initialized. Then, a random forest classi-
fier was used to train the classifier with the original samples DL.
After that, the uncertainties of the unlabeled samples were cal-
culated and the most uncertain samples were selected according

TABLE I
DESCRIPTION OF ACTIVE LEARNING ALGORITHM

to their entropy values. Table I lists the description of the active
learning process.

C. Target Image Classification Based on Improved
Transfer Learning

Transfer learning techniques or domain adaption (DA) meth-
ods in transfer learning; have been introduced in the CD liter-
ature [45]. DA methods define strategies that use the available
information in the source domain to classify the target domain,
in which no prior information is available [51], [57]. Transfer
learning provides a good solution for the cases when only a
small amount of training samples are available for one of the
single-time image in multiple CD.

Traditional transfer learning based CD methods transfer the
samples by random selection. However, the label of randomly
selected samples might be wrong due to classification error of
the source image. Therefore, in this article, we proposed an
improved transfer learning method by considering pure pixel
index (PPI) and the spectral similarity measure. By selecting the
pure pixels that are the most similar to the training samples of the
source image, the correctness of transfer learning samples would
be increased, which may improve the classification accuracy
of the target image and the final CD result. Fig. 2 shows the
flowchart of the proposed transfer learning step. First, “noise
whitening” and dimensionality reduction were performed by
using minimum noise fraction (MNF) transform in the target
image. The goal of MNF transformation was to reduce the
dimensionality and ease computational complexity as well as
to remove the noise of HS images. Then, PPI was applied to
the transformed image to find the purest pixels. PPI algorithm
is based on a convex geometry that finds the data vectors having
minimal or maximal orthogonal projections toward certain di-
rections. The pixel having more count on the extreme position,
which is calculated as a digital number (DN), is considered as
pure pixel. The larger DN value of the pixel, the more pure the
pixel is. In the experiment, the PPI was calculated in ENVI 5.3
software with the setting of two parameters: number of iterations
and threshold factor. Number of iterations was used to set the
number of data projected to the random skewers. The threshold
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Fig. 2. Flowchart of improved transfer learning.

factor was used to distinguish the pure pixels from mixed ones.
A relatively large threshold will generate more extreme pixels,
which will contain more mixed pixels. In the experiment, the
maximum number of iteration was set 1000 according to expe-
rience. The threshold was determined by manual selection. After
that, the unchanged pure pixels were selected as the candidate
pixels for transfer learning. The candidate pixels were arranged
in ascending order according to the spectral angle distance to the
training samples of the source image. Through this mechanism,
the priorities were given to those the most similar to the training
samples. The target image was then classified using a different
number of candidate pixels and the accuracy was evaluated. The
number that produced the highest classification accuracy was
selected. By doing this the training samples of the target image
can be optimized and the classification accuracy of the target
image can be improved.

D. Postclassification Comparison Based Multiple CD

The training samples of the source image were expanded
by the use of active learning, whereas the training samples
of the target image were optimized by the proposed improved
transfer learning method. Then, the source and target images
were classified by SVM classifier. Finally, postclassification
comparison was implemented to generate the final multiple CD
map.

III. STUDY AREA AND DATASET

A. Simulated HS Dataset

The first dataset is made of a real single-time HS image
acquired by the ROSIS optical sensor over the urban area of the
University of Pavia, Italy. The size of this image is 610 × 340

pixels, with 103 spectral channels in the wavelength range of
430–860 nm [58]. The dataset contains nine classes including
asphalt, meadows, gravel, trees, metal sheets, bare soil, bitumen,
bricks, and shadows. Fig. 3(a) shows a false color composite of
the ROSIS scene. By taking advantage of the available ground
truth data, we simulated and generated a changed image (con-
sidered as X2) based on the source image (considered as X1)
according to the following steps.

1) Nine tiles were extracted from the source image X1, which
correspond to four land-cover classes.

2) The extracted tiles were assigned different land-cover
classes to simulate the changes. The pixel values of ex-
tracted tiles were randomly selected according to the
ground truth data.

3) A small constant bias value was applied to X2 to simulate
the difference of light condition.

4) White Gaussian noise was added to X2 by setting an SNR
equal to 20 dB [13].

Finally, eight change types were simulated, which were
changes from meadows to asphalt, meadows to gravel, bare
soil to meadows, meadows to bitumen, meadows to bare soil,
gravel to bitumen, bitumen to meadows, and meadows to brick.
The reference change map was then generated. The false color
composite of X2 is shown in Fig. 3(b). The ground truth of X1

and the reference change map are shown in Fig. 3(c) and (d),
respectively.

B. Real HS Dataset

The second dataset used in this study includes two real HS
images acquired by the Hyperion sensor mounted on board the
EO-1 satellite. The Hyperion images were acquired on May 3,
2006 and April 23, 2007, in an agricultural area in Yancheng,
Jiangsu Province, China. The original images contain 242 spec-
tral channels, with a wavelength range from 350 to 2580 nm.
The spectral resolution is 10 nm and the spatial resolution is
30 m. The preprocessing applied to the images included stripe
repair, atmospheric corrections, and radiometric calibrations.
The uncalibrated bands, overlapped redundant bands, and water
absorption bands were also removed. Finally, 179 preprocessed
bands (bands 8–57, 79–120, 123–125, 128–166, 179–223) were
selected for the CD task. Images were then coregistered with a
residual error of less than 0.5 pixels. Two subsets were extracted
from the whole images as the experimental data. The land cover
and land-cover changes differ sharply between the two subsets,
which presents a good case study for testing the proposed
approach in different regions.

1) Subset 1: The first subset is located in a wetland area, with
a size of 357 × 226 pixels. It contains four main land-cover
classes: water, crop, bare land, and wet soil. Water and crop
correspond to the dark and red areas in the images. The spectral
signature of bare land exhibits high reflectance corresponding
to the high brightness areas in the images. In total, 12 types
of changes occurred during two time periods. The majority of
changes are C2 (water to bare land), C3 (water to soil), C8 (bare
land to crop), and C10 (soil to water). Because there was no
ground truth map for accuracy assessment, a random sampling
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Fig. 3. False color composite of the ROSIS Pavia scene (R: band 80, G: band 70, B: band 60). (a) Real HS image acquired by the ROSIS sensor in Pavia, Italy.
(b) Simulated HS dataset computed with an additive white Gaussian noise. (c) Ground truth of X1. (d) Change reference map (eight changes in different colors
and no-change class in white color).

Fig. 4. Subset 1 in real HS dataset. (a) and (b) False-color composite images (R: 752.43 nm, G: 650.67 nm, B: 548.92 nm) acquired in 2006 and 2007, respectively.
(c) and (d) Distribution check points for binary and multiple CD accuracy assessment, respectively.

and stratified random sampling method was applied to the binary
and multiple change map to generate the check points. Totally
20% of the check points were selected and the change types
were determined through visual interpretation. The distribution
of training samples and check points for the binary and multiple
CD are shown in Fig. 4(a), (c), and (d), respectively.

2) Subset 2: The second subset is in an agricultural area, with
a size of 405 × 170 pixels. The area is characterized by three
kinds of land-cover classes: water, crop, and bare land. The initial
training samples of the source image can be seen in Fig. 5(a).
The main changes are from crop to bare land (C4) and bare land
to crop (C6). The reference classification maps of the source
and target images were produced by visual inspection, and the
multiple change map was then generated by direct comparison
[see Fig. 5(c)].

IV. EXPERIMENTAL RESULTS

A. Binary CD Results

The threshold values of different binary CD methods are
presented in Table II. TProp is the initial threshold of the
proposed method, TOtsu′ s and TEM are the thresholds of Otsu’s

Fig. 5. Subset 2 in real HS dataset. (a) and (b) False-color composite (R: 752.43
nm, G: 650.67 nm, B: 548.92 nm) acquired in 2006 and 2007, respectively.
(c) Multiple change reference map.

and EM algorithm, respectively. Fig. 6 shows the binary CD map
obtained in the simulated HS dataset (row 1) and real HS datasets
(rows 2 and 3). Fig. 6(a)–(e) indicates the results obtained by the
proposed method, Otsu’s thresholding method, EM algorithm,
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Fig. 6. Binary CD results in simulated HS dataset (row 1) and real Hyperion datasets (rows 2 and 3). (a)–(e) Results obtained by the proposed method, Otsu’s,
EM, K-means, and CVAPS, respectively.

TABLE II
THRESHOLDS OBTAINED BY USING DIFFERENT METHODS

K-means, and CVA in posterior probability space (CVAPS)
method [39], respectively. In the CVAPS method, the bitemporal
images were first classified by random forest classifier, and the
posterior probabilities on date T1 and T2 were also calculated.

Then, the change magnitude based on posterior probability dif-
ference can be obtained. After that, a new image that included the
magnitude of the posterior probability differences, the classified
image on date T1 and the classified image on date T2 can be
generated. By the use of the real change/no-change information
of training samples, the new image can be classified to obtain
the binary CD result. Table III lists the accuracy statistics of
different binary CD methods.

The uncertain area parameter α was defined as 25% for three
datasets according to parameter analysis in Section V. For the
simulated HS dataset, the overall accuracy and Kappa of the
proposed method were 99.73% and 0.9921. EM algorithm pro-
duced a similar result as the proposed method. However, Otsu’s
thresholding performed an obvious underextraction. The overall
accuracy and Kappa by using Otsu’s thresholding method were
96.35% and 0.8836, respectively. K-means exhibited similar ac-
curacy with the Otsu’s method. However, it suffered more noise.
The overall accuracy of the CVAPS method was 92.27%, which
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Fig. 7. Multiple CD map obtained on simulated HS dataset by: (a) the proposed method, (b) PCC_RF, (c) PCC_MTDT, (d) CVAPS+PCC, and (e) CDTL,
respectively.

TABLE III
BINARY CD ACCURACY BY USING DIFFERENT METHODS

was significantly lower than the other methods. An obvious over
extraction can be observed in the central of the image. For subset
1, the accuracy was quantitatively evaluated by the check points
that were generated by random sampling method. EM algorithm
produced the best binary CD result. The overall accuracy of
the proposed method was 93.88%, with the Kappa of 0.8379.
The changes were over extracted by using Otsu’s and k-means.
However, by taking advantage of uncertain area analysis, the
over extraction was effectively suppressed and the accuracy was
improved 18.53% and 6.33% compared with Otsu’s thresholding
method and k-means, respectively. CVAPS method generated
satisfactory result, with the overall accuracy of 89.62%. Some
omission can be observed in the top right corner and lower right
corner of the image. For subset 2, the proposed method produced
the best binary CD result. The noise was effectively suppressed
by using the proposed method and CVAPS, compared with the
other three ones. The overall accuracy and Kappa of the proposed
method were 96.89% and 0.9299. Compared to Otsu’s, EM,
k-means, and CVAPS method, the accuracy was improved about
1.17%, 0.60%, 0.54%, and 0.11% by using the proposed method,
respectively.

TABLE IV
MULTIPLE CD ACCURACY BY USING THE PROPOSED METHOD

B. Multiple CD Results

Fig. 7 and Table IV show the results of multiple CD map on the
simulated HS dataset. Eight types of changes were simulated.
However, more than eight types of changes were detected by
using the proposed method due to classification error. For the
sake of simplicity, the changes that did not appear in the multiple
reference change map were displayed in Orchid [see Fig. 7(a)].
The overall accuracy and Kappa were calculated by using the
reference change map. The overall accuracy of the proposed
method was 92.14% with the Kappa of 0.8008. Most of the
changes were correctly detected, e.g., C1, C3, C4, C5, C6, and C7.
The change type C2 was confused with C8 due to classification
error.

Fig. 8 shows the multiple change map of subset 1. Table V
lists the confusion matrix. The overall accuracy was 76.10%
with the Kappa of 0.6438. In total, 12 types of changes were
detected during two time periods. The main changes detected
were C2 (water to bare land), C8 (bare land to crop), and C10

(soil to water). The change types C1, C2, C5, C8, C10, C11, and
C12 obtained satisfactory results, with class detection accuracy
of 94.05%, 90.57%, 97.22%, 98.91%, 83.97%, 84.78% and
93.43%, respectively. However, the accuracy of change types
C3, C6, and C9 was relatively low, which was 31.36%, 48.78%,
and 52.22%, respectively. The low accuracy might be caused by
the following reasons: 1) the changed pixels were detected as
unchanged (C6 and C9), and 2) misclassification of the target
images (C3). However, the main change types (C2, C8, and C10)
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Fig. 8. Multiple CD map obtained on subset 1 by: (a) the proposed method, (b) PCC_RF, (c) PCC_MTDT, (d) CVAPS+PCC, and (e) CDTL, respectively.

TABLE V
CONFUSION MATRIX OF MULTIPLE CD IN SUBSET 1

were all effectively detected and high accuracy was achieved.
Fig. 9 shows the multiple change map of subset 2. The confusion
matrix of the proposed method was listed in Table VI. All six
change types were effectively detected by using the proposed
method, even the small changes, e.g., C1 (water to crop), C2

(water to bare land), C3 (crop to water), and C5 (bare land to
water). The overall accuracy was 95.15% with the Kappa of
0.9071. The accuracy of the main change types C4 and C6 was
98.56% and 98.16%, respectively. The change type C2 showed
relatively low accuracy. There were 68 pixels changed from
water to bare land (C2). However, only 43 pixels were correctly
detected. Most of the pixels were detected as unchanged (Cn)

and change from crop to bare land (C4) due to the contamination
of vegetation.

The proposed method was also compared with four state-
of-the-art methods, e.g., postclassification comparison based
on random forest (PCC_RF) [2], postclassification comparison
based on multithreshold and decision tree (PCC_MTDT) [46],
the method of fusion CVA in posterior probability space and
postclassification comparison (CVAPS+PCC) [39] and CDTL
method [45]. These methods were described as follows.

1) In PCC_RF, the training samples for the source image
were the initial training samples of the proposed method.
The training samples of the target image were randomly
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Fig. 9. Multiple CD map obtained on subset 2 by: (a) the proposed method, (b) PCC_RF, (c) PCC_MTDT, and (d) CVAPS+PCC, respectively.

TABLE VI
CONFUSION MATRIX OF MULTIPLE CD IN SUBSET 2

selected and the labels were interpreted by visual inter-
pretation. Then the images were classified by random
forest classifier and postclassification comparison was
conducted to generate the multiple change map.

2) In PCC_MTDT, the thresholds of each land-cover types
were determined by manual selection. The training sam-
ples of the target image were selected through randomly
stratifying samples from the unchanged area. Different
numbers of transferred samples were tested and the one
that produced the best accuracy was finally selected.
Then, only the changed pixels of the target image were
classified by using Data Mining Tools See5 and C5.0
(See5/C5.0). Thus for comparison purpose, the unchanged
pixels in PCC_RF, CVAPS+PCC, CDTL, and the pro-
posed method were kept the same and the overall accuracy
was calculated.

3) In CVAPS+PCC, the bitemporal images were classified
by random forest classifier and then Markov random field
(MRF) was applied to the classified images to eliminate
the “salt and pepper” noise. Then, CVAPS and PCC were
combined to generate the multiple change map.

4) In CDTL, the EM algorithm was first applied to generate
the binary change map. Then, the unchanged training

samples of the source image were transferred to the target
image, and the active learning was used to expand the train-
ing set. Finally, the bitemporal images were classified by
the SVM method, and the postclassification comparison
was conducted to generate the multiple change map. For
subset 2 in real HS dataset, bare land in the source image
were all changed into crop, which resulted in that no bare
land sample can be transferred. As a result, the CDTL
method was only conducted on the simulated HS dataset
and subset 1.

The multiple CD maps by using the above methods are shown
in Figs. 7–9. Table VII lists the accuracy comparison. From the
figures and table, we can find that the following statements hold.

1) For the simulated HS dataset, all of the methods produced
more than eight types of changes due to classification error.
Similarly, the change types that did not appear in the refer-
ence multiple change map were displayed in Orchid (see
Fig. 7). The overall accuracy and Kappa were calculated
by using the reference change map. The proposed method
produced the best multiple CD result with the overall
accuracy of 95.83%, with the Kappa of 0.8818. Most of the
changes were correctly detected. The accuracy of CDTL
was slightly lower than that of the proposed method, with
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TABLE VII
MULTIPLE CD ACCURACY BY USING DIFFERENT METHODS

the overall accuracy of 93.62%. The multiple CD accuracy
of PCC_RF was 90.90%. Some of the change type C2

(meadows to gravel) were detected as C8 (meadows to
bricks) and C1 (meadows to asphalt). In addition, some of
the change type C4 (meadows to bitumen) were detected
as C1 (meadows to asphalt). The multiple CD accuracy of
PCC_MTDT was 89.88%. The change type C2 (meadows
to gravel) was detected as C5 (meadows to bare soil).
The multiple CD accuracy of CVAPS+PCC method was
85.01%. Most of the change type C2 (meadows to gravel)
and C4 (meadows to bitumen) were wrongly detected due
to classification error. In addition, the change type C3 was
detected as unchanged.

2) For subset 1, the proposed method produced the best
multiple CD result. The overall accuracy was 92.95%,
which was significantly higher than that of PCC_RF,
PCC_MTDT, and CVAPS+ PCC methods. The overall
accuracy of CDTL was 91.64%, with the kappa coefficient
0.8570. The significant difference of the final multiple CD
was located in the lower right of the image. The actual
change for the left part of this area was changes from
water to bare land. Most of these changes were correctly
detected by using CVAPS+PCC, CDTL, and the proposed
method. PCC_MTDT has the problem of under extraction,
whereas the fusion of CVAPS and PCC methods has the
problem of over extraction.

3) For subset 2, all of the methods produced comparable
multiple CD results. The overall accuracy of the proposed
method was 96.97%, a little higher than that of the other
three methods. PCC_RF, PCC_MTDT, and the proposed
method suffered more noise than CVAPS+PCC method.
This was because CVAPS+PCC method used MRF to
eliminate the “salt and pepper” noise.

The efficiency of the comparison methods was also compared
(see Table VIII). The experiment was carried out by using MAT-
LAB R2016b, on an Intel Core i7-4770 Quad-core 3.40-GHz
personal computer with 16 GB of RAM. The comparison results
indicated that PCC_RF and PCC_MTDT were more efficient
than CVAPC+PCC, CDTL, and the proposed method. However,
the accuracy of CDTL and the proposed method was signifi-
cantly higher than the other three ones. CVAPS+PCC method

TABLE VIII
TIME COST OF DIFFERENT METHODS

Fig. 10. Overall accuracy of binary CD by defining different values of α.

showed low both in efficiency and accuracy. The proposed
method took the longest time, but with the best accuracy. The
time cost of the proposed method was mainly occupied by the
active learning and classification of the target image. The other
factor affecting the time cost of the proposed method was the
SVM classifier. Compared with the random forest and decision
tree classifiers, the SVM process takes more time to train well
the model for obtaining better classification result.

V. PARAMETER AND PERFORMANCE ANALYSIS

A. Parameter Analysis

1) Uncertain Area Analysis: In order to select the optimal
parameter α of uncertain area that would produce the best
binary CD accuracy, different α was tested and the accuracy
was assessed. In the experiment, the parameter α was selected
as 5%, 10%, 15%, 20%, 25%, 30%, 35%, and 40% for three
datasets. The overall accuracy of binary CD with respect to
different α is presented in Fig. 10. As shown in the figure, the
accuracy of three datasets exhibited similar tendencies: it first
increased and then gradually decreased with the increase of α.
The best accuracy was achieved when α = 25% for the three
datasets. This indicated that the magnitude value located within
[0.75 ∗ T, 1.25 ∗ T] has the highest probability of misdetection.
By using the proposed method, the accuracy of binary CD can
be improved.

2) Number of Samples in Improved Transfer Learning: The
number of samples N in transfer learning is another important
parameter in the proposed approach. We therefore carried out
experiment to select the optimal number of N. Different numbers



TONG et al.: NOVEL APPROACH FOR HYPERSPECTRAL CHANGE DETECTION 2067

Fig. 11. Target image classification accuracy in subset 1.

Fig. 12. Target image classification accuracy in subset 2.

of N were tested and the accuracy was assessed. For the simu-
lated HS datasets, there were small amounts of pure pixels with
reference labels for most of the classes. Therefore, the transfer
samples were selected from the unchanged pixels according to
the spectral angle distance to training samples of the source
image. For the real Hyperion dataset, the numbers of transfer
learning samples N were varied from 10 to 200 with a step size of
10. Figs. 11 and 12 show the relationship between classification
accuracy and the number of transfer learning samples for subsets
1 and 2, respectively. For subset 1, the classification accuracy
tends to be stable with the increasing number of transfer learning
samples. However, for subset 2, the classification accuracy kept
stable at first and then gradually decreased with the increase of
N. This was because in the proposed improve transfer learning
method, priority was given to the pixels that the most similar
to the training samples. The best classification accuracy was
achieved when N = 10 for subsets 1 and 2, with an accuracy of
82.10% and 96.64%, respectively. This indicated that by using
the optimization mechanism of the proposed improved transfer
learning method, a satisfactory result can be obtained with the
limited number of samples.

B. Performance Analysis

1) Contribution of Uncertain Area Analysis: In order to
investigate the contribution of uncertain area, uncertain area
analysis was excluded from the binary CD task for comparison.
Table IX lists the comparison result. As can be seen from the
table, the accuracy of binary CD was significantly improved

TABLE IX
CONTRIBUTION OF UNCERTAIN AREA ANALYSIS

TABLE X
CONTRIBUTION OF ACTIVE LEARNING AND IMPROVED TRANSFER LEARNING

for all the three datasets, especially for simulated HS datasets
and subset 1. The accuracy of the binary CD was improved
from 96.77% to 99.73% and 87.55% to 93.88% for simulated
HS datasets and subset 1, respectively. Overextraction has been
effectively eliminated by using uncertain area analysis.

2) Contribution of Active Learning: Active learning was
used to improve the classification accuracy of the source image,
which would have an impact on transfer learning and the final
multiple CD results. In order to investigate the contribution of
active learning, active learning was excluded from the proposed
method, whereas uncertain area analysis and improved transfer
learning were retained. Table X lists the comparison result.
Compared with the method without active learning, the accuracy
was improved by 0.36% and 2.62% for the simulated HS datasets
and subset 1, respectively. For subset 2, the multiple CD accuracy
without active learning was a little higher than that of the
proposed method. This was because the land-cover classes were
relatively simple in subset 2. Satisfactory result can be obtained
with limited samples.

3) Contribution of Improved Transfer Learning: The con-
tribution of improved transfer learning was also evaluated by
comparison with transfer of the unchanged pixels by random
selection. The experiment was conducted 10 times and the
average accuracy was calculated as the final result. Table X lists
the comparison results. Compared with the method without im-
proved transfer learning, the accuracy was improved by 1.97%,
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3.92%, and 6.57% for the simulated HS dataset, subset 1, and
subset 2, respectively.

We also conducted experiment that active learning and im-
proved transfer learning were all excluded from the proposed
method. Compared with the method without all, the accuracy
was improved by 2.05%, 5.19%, and 19.05% for the simu-
lated HS datasets, subset 1, and subset 2, respectively. The
improvement was significant for all of the datasets. In addition,
as can be seen from Table X, for all of the three datasets, the
best accuracy was obtained by using the proposed method. The
comparison results indicated the effectiveness of the proposed
method.

VI. CONCLUSION

In this article, a novel approach for multiple CD based on
uncertain area analysis, active learning, and improved transfer
learning has been proposed. The method consists of four main
steps. First, unsupervised binary CD based on uncertain area
analysis was performed to generate the binary change map. The
source image was then classified according to active learning.
After that, the classification map of the target image was obtained
by using the improved transfer learning method. Finally, the
multiple change map was generated by postclassification com-
parison. In order to obtain the best results, the parameter of the
uncertain area α and the number of improved transfer learning
samples N were analyzed and the contribution of uncertain area,
active learning, and improved transfer learning were evaluated.
In addition, four state-of-the-art methods were compared with
the proposed method. Experiment results demonstrated the ef-
fectiveness of the proposed method. A number of conclusions
can be made as follows.

1) This article proposed a novel approach for solving the
multiple CD problem when only small amounts of training
samples were available for a single-time image.

2) The parameter of uncertain area α for all of the three
datasets was 25%, which indicated that the magnitude
value within this area may have a higher probability of
misextraction. By using uncertain area analysis, the accu-
racy of binary CD can be improved.

3) Active learning and improved transfer learning can im-
prove the accuracy of single-time classification results,
which will finally improve the multiple CD accuracy.

However, the limitation of the proposed method is that the
multitemporal images are assumed to have the same land-cover
types, where new land-cover types in the target image cannot be
detected. This issue will be addressed in our future work.
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