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Registration of UAV Images Using Improved
Structural Shape Similarity Based on Mathematical

Morphology and Phase Congruency
Jian Jin and Ming Hao

Abstract—Image registration is a basic step for remote sensing
image processing, such as classification, change detection, and so
on. Registration of unmanned aerial vehicle (UAV) images is a
challenging task because of illumination change, obvious rotation,
viewpoint change, and similar textures. The change in viewing an-
gle between adjacent images causes significant difficulties in image
matching, especially for residential areas and high-rise buildings.
Therefore, the feature points on the buildings are removed by mor-
phological processing when detecting feature points in this study.
Considering the similarity of terrain structural properties between
adjacent UAV images, the scene shape similarity feature (SSSF)
descriptor is utilized to capture the structural similarity. However,
the SSSF descriptor is influenced by the illumination changes
of UAV images. The phase congruency algorithm is adopted to
replace the Canny operator to detect structural features when
calculating the SSSF descriptors because of its robustness for il-
lumination change. Then, the normalized correlation coefficient
of SSSF descriptors is used as the similarity metric to detect
tie points. Finally, the point pairs with large residuals are elimi-
nated by random sample consensus algorithm and the tie points
are detected by iteratively removing the mismatched points. The
proposed method was compared to some recent related methods
using correct matching ratio, root-mean-square error, and time.
Five experiments including habitation, bare land, mixed terrain,
farmland, and buildings are carried out to evaluate the effectiveness
of the proposed method. Registration results demonstrate that the
proposed method is robust for illumination and viewpoint change
of UAV images and usually generates more accurate registration
results than some popular registration methods.

Index Terms—Mathematical morphology, phase congruency,
remote sensing, unmanned aerial vehicle (UAV) image registration.

I. INTRODUCTION

UNMANNED aerial vehicle (UAV) photogrammetry has
been widely used due to its advantages of simple operation,
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low cost and high efficiency [1]. Hence, it has been widely
used in the fields of large-scale topographic map mapping [2],
natural disaster emergency support [3], and urban surveying and
mapping [4]. As the fundamental work of the above applica-
tions, image registration aligns images obtained at different time
phases, from different viewpoints, and by different sensors [5].

In order to deal with the problems appeared in the process of
image registration, a large number of matching methods have
been proposed, and these methods can be mostly classified into
two categories: grayscale-based and feature-based methods.

The grayscale-based methods match images by computing
the maximum similarity of intensity values based on the im-
age grayscale space. The typical similarity measures include
approaches using mutual information [6], cross correlation [7],
and phase correlation [8]. Through the research and analysis of
the existing image matching algorithm, Pratt [9] explained the
various similarity measure functions in the image matching algo-
rithm. Evangelidis and Psarakis [10] proposed a new similarity
metric, the application of an enhanced correlation coefficient
(ECC), which is invariant to photometric distortions. Zhou et al.
[11] utilized the scale-invariant feature transform (SIFT) based
combined with a gradient-based method to obtain coarse estima-
tion and refine results. Uss et al. [12] proposed a novel accuracy
bound derived from the Cramer–Rao lower bound for analyzing
image registration. The grayscale-based methods are easy to
be carried out and can get great matching accuracy. However,
these methods are not suitable for real-time image registration
because of its computation complexity. Moreover, illumination
change between multitemporal images causes serious difficulty
for image registration.

The feature-based methods are feature matching between
multitemporal images. Such features commonly include point
feature, structural feature, area feature, and so on. Kahaki et al.
[13] proposed a contour-based corner detection method based
on mean projection transform and parabolic fit approximation,
which shows great repeatability, localization, and accuracy of re-
peatability for the detected points. SIFT proposed by Lowe [14]
is widely used for matching images due to its immutability for
image scaling or rotation. Then, a family of matching methods
based on SIFT were proposed such as CSIFT [15], PCA-SIFT
[16], and speed-up robust features (SURF) [17]. The ASIFT
algorithm [18] analyzes the images with a different viewpoint,
which is robust for viewpoint change but time-consuming.
Li and Ye [19] proposed a robust sample consensus judging
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Fig. 1. Differences of buildings caused by the change of viewpoint. (a)
Differences of high-rise buildings. (b) Deformation of buildings caused by the
change of view angle.

algorithm defined by the triangle-area representation combined
with hypothesis and testing. Recently, shape features have been
applied to define similarity descriptors for image registration
and achieved great matching accuracy [20]. Ye et al. [21]
proposed a shape descriptor named dense local self-similarity
(DLSS) to describe the shape similarity between images. Spatial
orientation feature matching, a new similarity metric, is defined
by triplewise signal eigenvector correlation. This method
supports various types of transformation in the original image,
such as scale, translation, rotation, intensity noises and occlusion
[22]. Xie et al. [23] used the extended phase correlation based
on Log-Gabor filtering to tackle nonlinear radiometric and
large-scale differences between images. Hao et al. [24] utilized
the shape context algorithm to build a scene shape similarity
feature (SSSF) descriptor, which integrates the similar structural
information between images greatly. This method captures the
structural properties between images accurately and efficiently.
Most of the methods mentioned above are not robust for match-
ing the images with a large viewpoint and illumination change.

As shown in Fig. 1, when performing aerial photography
work in residential areas and high-rise buildings, the change
in viewing angle between adjacent images causes significant
difficulties in image matching. Hence, the viewpoint and illumi-
nation differences are still problems for UAV image registration.

In this study, in order to solve the problem of image regis-
tration stability of UAV images, the feature points extracted by
SURF on the buildings are removed by morphological process-
ing [25], [26] when detecting feature points. As for the illumi-
nation change of UAV images, the phase congruency algorithm
[27] replaces the Canny operator to detect structural features

when calculating the SSSF descriptors. Then, the normalized
correlation coefficient (NCC) of SSSF descriptors is used as the
similarity metric to detect tie points. The mapping relationship
H is estimated at the preregistration stage. Subsequently, the
template matching strategy and the mapping relationship H are
used to detect matching points at the fine registration stage.
Finally, the point pairs with large residuals are eliminated by
random sample consensus (RANSAC) [28] algorithm and the
tie points are detected by iteratively removing the mismatched
points.

The rest of this article is organized as follows. Section II gives
a detailed description of the methodology. Section III analyzes
the matching accuracy of the proposed method and compared
the proposed method with other popular registration methods.
Finally, Section IV concludes this article.

II. METHODS

Fig. 1 shows that when performing aerial photography work in
residential areas and high-rise buildings, the viewpoint change
causes significant differences in the geometric structure of build-
ings. Therefore, the feature points on the buildings are not reli-
able for image registration. When performing aerial photogra-
phy work in residential areas and high-rise buildings, the change
in viewing angle between adjacent images causes significant
difficulties in image matching. Therefore, the morphological
processing is used to remove the feature points on the buildings,
and the SSSF descriptors of the remaining points are then
calculated to detect tie points. The phase consistency algorithm
has been used in the registration of remote sensing images due
to its good illumination invariance. As a result, instead of the
Canny operator, the phase consistency is used to extract the
edge features of the template window when calculating the SSSF
descriptor.

A. Building Extraction Using Morphology

In mathematical morphology, binary images are treated as a
collection. Structural elements are the basic research objects,
allowing structural elements to slide on binary images, and
the purpose of image segmentation is achieved through the
intersection and parallel operations. In this study, morphological
processing is used to extract the building area from the UAV
images, and feature points located on buildings detected by the
SURF algorithm are removed.

1) Erosion and Dilation: Erosion and dilation [29], [30] are
the most basic forms of computation in binary morphology.
In binary morphology, the “probe” (the structural element that
determines the shape) is used to detect the image, and find the
area where the probe can be stored by performing a sounding
operation on each set of regions in the image. The structural
element is significant for erosion and dilation. The essence of
structural elements is a 3×3 matrix. Specifically, for a shape,
when all the structural elements are in the shape, the center of
the structure element forms the eroded shape [see Fig. 2(a)],
whereas when only the center of the pointer is needed to lie in
the shape, the child elements of the structure element form the
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Fig. 2. Erosion and dilation schematic diagram. (a) Erosion. (b) Dilation.

structure of the dilation part [see Fig. 2(b)]

F = DΘC = {(x, y) |Cx,y ⊆ D} (1)

P = B ⊕ C =
{
(x, y) | [C(x,y) ∩B

] �= ∅} (2)

where D and B are the sensed graphics, C is the structural
element, and coordinate (x, y) is the core of “probe” C.

Formula (1) and Fig. 2(a) are the erosion formula and erosion
diagram, respectively; moreover, the “red grids” are the corroded
pixels. The image F obtained by the etching refers to a set of
central position points of the structural element C when the
structural elements C are all placed in the target area D. Similar
to this, the basic idea of dilation is that when the target area B has
the central element of structural element C, the child elements
of structural element C are regarded as the expanded elements.
Therefore, the expanded area (“blue grids”) is a collection of all
the child points of structural element.

2) Building Area Extraction: The binary open operation is
to perform the etching operation on the image first and then the
dilation operation, and smooth the edge of the object without
changing the contour of the object, and eliminate the small noise
points connected thereto. The binary close operation is to first
perform a dilation operation on the image, and then perform an
etching operation on the image to eliminate the “holes” existing
in the area. Inspired by this, open and close operations based
on erosion and dilation can be used to help us get a complete
and nonredundant range of buildings from UAV images. Fig. 3
shows the specific steps given as follows.

1) Converting the UAV image into a grayscale image and
counting the grayscale value range of the building area.

2) Separating the building by multi-threshold segmentation
according to the grayscale value of the building.

3) Removing noise points existing on the segmented image.
4) Use the morphological algorithm to remove the edge

“burr” of the image and make up the “black spots” in the
building.

5) Get the scope of the building. After the feature points are
detected by SURF, the feature points in the range will be
eliminated.

Some prior knowledge is needed before the use of morpholog-
ical processing. The grayscale histogram needs to be calculated
first. Therefore, the grayscale value range of the building is clear.
If the size of the shape is fewer than the structural element, it
will be regarded as the noise and will be removed. Therefore, the

designed structure is suitable for buildings with different sizes.
The remaining steps are as shown above.

B. Improvement of SSSF Descriptor

The SSSF descriptor is influenced by the illumination changes
of UAV images. The phase congruency algorithm is adopted to
replace the Canny operator to detect structural features when
calculating the SSSF descriptors because of its robustness for
illumination change.

1) SSSF Descriptor: Compared with satellite remote sensing
images, UAV images have the advantages of high resolution,
rich texture information, and obvious terrain features. In order
to make full use of the strong similarity between contours in
adjacent images, the SSSF descriptor [24], [31] is calculated to
describe the terrain structural information between the master
and slave images. The SSSF descriptor is a feature-based image
registration method computed by scene shape information and
shape context algorithm. This method first extends a template
window that centers on a feature point, and then the edges
of the template window are extracted by the Canny operator.
Then, the shape context at the feature points is calculated for
defining the SSSF descriptor. Fig. 4 shows the similarity of
the descriptor of the tie points in the same template window.
Therefore, the NCC of the SSSF descriptor between master and
slave images (abbreviated as SSSFncc) is used as the similarity
measure for multisource image registration

SSSFncc

=

∑n
k=1

(
hp(k)− hp(k)

)(
hq(k)− hq(k)

)

√
∑n

k=1

(
hp(k)− hp(k)

)2 ∑n
k=1

(
hq(k)− hq(k)

)2

(3)

where p and q are the feature points of master and slave images,
respectively, hp(k) and hq(k) are the shape context information
of the points p and q within a template window, respectively, and
hp(k) and hq(k) represent the means of SSSF descriptor within
the template window.

Furthermore, a template registration method is applied to
extract the tie points between the master and slave images.
The advantages of SSSF descriptor is that it makes good use
of similar terrain structural features between master and slave
images, which is suitable for UAV image registration including
large similar terrain edges feature very well. Therefore, this
study uses SSSFncc as the similarity measure to match tie points
between master and slave images.

2) Improved Structural Information Using Phase Congru-
ency: As mentioned above, the Canny operator is used to extract
the edge features of the template window when calculating the
SSSF descriptor. However, there is often an exposure difference
between adjacent UAV images and the Canny operator is sensi-
tive to illumination changes. In this study, the phase congruency
is introduced to produce the terrain structural information of the
image.
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Fig. 3. Mathematical morphology for building extraction.

Fig. 4. Similarity of SSSF descriptor.

Phase congruency is a dimensionless quantity, which reflects
the phase feature information of image. It has good local illu-
mination and contrast invariance. The two-dimensional phase
congruency transformation function [32] is

PC(x, y)

=

∑
o

∑
n Wo(x, y) �Ano(x, y)ΔΦno(x, y)− To�∑

o

∑
n Ano(x, y) + ε

(4)

where (x, y) is the image coordinate, Wo(x, y) is the weighting
factor of frequency expansion, Ano(x, y) and Φno(x, y) are the
amplitude and phase of point (x, y) in the given filter n and
o directions, � � represents that if the value is positive, it is
unchanging; otherwise, the value equals to 0, and ε is a constant
that avoids division by zero.

The phase congruency is free from the influence of the local
light and dark changes of the image, and includes the angle, line,
and texture information [33]. Especially when the image edge
contrast is low, the phase congruency gets more robust results. As
shown in Fig. 5, when there is an illumination difference between
adjacent UAV images, the phase congruency can still obtain
relatively complete structural features, whereas the structural
features obtained by the Canny operator are quite different.

Fig. 5. Comparison between Canny and phase congruency for extracting edges
feature.

Therefore, the phase congruency is applied to extract the edges
feature due to its stability for illumination difference.

3) Tie Points Matching: In order to detect more robust feature
points, when using the SURF algorithm to extract feature points,
the SURF feature points on the building are removed in the
master images. In the preregistration stage, the SURF algorithm
is applied to achieve the mapping relation between the master
and slave images by a few feature points. In fine matching stage,
the match points are found by the template matching strategy.
Finally, the tie points between the master and slave images
are achieved after the mismatches are eliminated by RANSAC
algorithm. The detailed matching process of this study is as
follows.

1) Feature points detection: Due to the influence of the imag-
ing mode (central projection) of the UAV images, the edge
distortion of the UAV image is the largest. Moreover, the
change in viewpoint can lead to a significant deformation
of buildings in adjacent UAV images. Therefore, in order
to obtain the feature points with high stability, the feature
points on the edge of the image and the building are
removed when extracting the feature points. The main
process includes the following two steps.
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Fig. 6. Removal of feature points located in buildings.

Fig. 7. Distribution of feature points.

Step 1: Extracting feature points and removing image
structural feature points by using SURF operator
with good stability and efficiency.

Step 2: Morphological treatment extracts the scope of
the building and removes feature points that fall
within buildings (as shown in Fig. 6).

2) Preregistration stage: In this stage, as shown in Fig. 7,
the mapping relationship H between the master and slave
images is obtained by the SURF algorithm using few
uniformly distributed feature points, preparing for the
template fine matching phase

⎡

⎣
x
y
l

⎤

⎦ = H ·
⎡

⎣
x′

y′

l

⎤

⎦ (5)

where (x, y) and (x′, y′) are a pair of matching points
and H is the transformation relationship between the two
images.

3) Fine registration stage: For one feature point (x, y) in the
master image, the SSSF descriptor is first calculated under
the template widows with different size (ranging from
20× 20 to 100× 100 pixels). Then, the correspondence

point (x′, y′) in the slave image is calculated by the trans-
formation relationship H obtained from the preregistration
stage. A search window of size 10× 10 pixels centering
on (x′, y′) is extended from the slave image for matching
feature points. The NCC is used as a similarity measure
between descriptors to search matches within the search
window, and the point with the highest similarity in the
search window is regarded as the final tie point.

4) Elimination of mismatched tie points: The above resultant
tie points are not completely correct because of the uncer-
tainty factors such as occlusion. The RANSAC algorithm
is used to eliminate the matched point pairs with a large
residual error. Subsequently, the transform relationship
between matches is described by projective transform,
which is set up using the least-squares method with all
tie points. Then, the residuals and the root-mean-square
errors (RMSEs) of tie points are calculated. If the RMSE
is larger than the given threshold (e.g., 1.2 pixels), the point
pair with the largest residual is eliminated. The above steps
are repeated until RMSE meets the requirements.

III. EXPERIMENTS RESULTS AND EVALUATIONS

Four sets of UAV images have been selected to verify the
effectiveness of the proposed method. The experiments mainly
have two objectives: 1) analyze the effect of the template window
on the proposed method, and 2) compare with other algorithms
such as SURF, ECC, and DLSS. The details of test sets, imple-
mentation, and experimental analysis are as follows.

A. Details of Test Set

The image pair of datasets are shown in Fig. 8, where each
pair was composed of a master and a slave image obtained from
adjacent UAV images. These UAV images are a set of data from
the same area taken under the same conditions. They have the
same resolution of 0.2 m and a size of 5456×3632 pixels. The
differences between each set are as follows.

1) Habitation: This image pair is located in a residential
area. There is a large area of cultivated land in the center
of images. Some buildings are located in the upper left
of the master image. When extracting the feature points,
the points on the buildings should be removed. Generally
speaking, habitation has rich terrain feature, and no obvi-
ous local deformation exists besides more buildings [see
Fig. 8(a)].

2) Bare land: As shown in Fig. 8(b), a large area of bare
land exists in the master image, which may lead to the
difficulty of extracting feature points and computing SSSF
descriptor. Although the road on the left side of the images
may provide some structural features, the rotation and
deformation differences caused by the change in view-
point are unavoidably appeared between master and slave
image.

3) Mixed terrain: The characteristic of this set is the rich
terrain structure such as flat cultivated land, river, road,
mountain, and woodland. Also because of this, there is
obvious local deformation in mountain and woodland.
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Fig. 8. Image pairs of experiments; the left one is master image and the right
one is slave image. (a) Habitation. (b) Bare land. (c) Mixed terrain. (d) Farmland.
(e) Buildings.

4) Farmland: Similar to dataset 1, the image pair also has a
large area of cultivated land. The difference is that there
are more terrain features in the master such as roads and
lakes, whereas there are also multiple pieces of bare land,
which may affect the accuracy of the proposed method.

5) Buildings: The characteristic of this set is the large area
buildings, which leads to the few feature points. Some
roads and plants will become the main features for the
UAV image registration.

B. Registration Process and Assessment Criteria

In the experiments, the transform relationship H was cal-
culated by SURF algorithm using about 15 evenly distributed
feature points in preregistration stage. The SURF algorithm was

first used to extract the feature points on the master image.
In order to obtain more robust feature points, the points lied
in the range of buildings and the surrounding of images were
removed by morphological processing. Then, in order to analyze
the influence of the proposed method with regard to the change
of template window size, a template window centering on the
feature points with different sizes (ranging from 20× 20 to
100× 100pixels) was extended to calculate the SSSF descriptor.
Before that, the phase congruency algorithm was first used to
detect the structural features over the template window. In fine
registration stage, the correspondence feature points in the slave
images were first calculated by the transform relationship H
obtained in preregistration stage. Subsequently, a search win-
dow of 10× 10 pixels was applied to find the points with the
highest similarity as the matching points. Finally, the RANSAC
algorithm was used to eliminate the points with large residuals.

RMSE, computation time, and correct matching ratio (CMR)
are used to evaluate the effectiveness of the proposed method.
The CMR is computed as CMR = C/T , where C is the number
of correctly matched point pairs and T is the total number
of match point pair. After the process of registration, every
feature point finds its corresponding point in the slave image.
Therefore, the residual error of each point pair can be calculated
by the projective transformation and the point pairs with large
residuals (threshold is 1.2 pixels) were removed using RANSAC
algorithm. Then, the point pairs with larger residuals will be
iteratively removed until the RMSE is smaller than 1.0 pixel.
After the mismatched point pairs were eliminated, the tie points
between UAV images are detected. Since the matching point
pairs are too much, only one-fifth of all tie points are shown in
Figs. 9 and 11, where these points are evenly distributed. Fig. 9
shows the results of tie points registration, and Fig. 10 shows
the red–green registration result.

C. Accuracy Analysis

The matching results of the four datasets are shown in Fig. 9.
From a global perspective, the tie points between the master and
slave images are matched very well regardless of the obvious
deformation and viewpoint change. Therefore, in order to quan-
titatively analyze the registration accuracy, 40 feature points
were manually selected to calculate RMSEs of the four datasets.
The accuracy of the proposed method is shown in Table I.

As shown in Table I, the size of the template window has slight
influence on the RMSEs of the experiments and all datasets
achieve good registration accuracy. Especially the best accu-
racies are obtained at 60 or 70 template window size. These
experiments indicate that the proposed method is robust for
the illumination change, obvious rotation, viewpoint change
between UAV images.

The effect of template window size on the registration accu-
racy was analyzed. Obviously, the smaller the template window,
the more difficult it is to extract accurate terrain structural fea-
tures. The calculation of SSSF descriptors are directly affected
by the less structural features. On the other hand, due to the
center projection of UAV images, the deformation and local
distortion of the edge of the template window are more obvious
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Fig. 9. Distribution of tie points. (a) Habitation. (b) Bare land. (c) Mixed terrain. (d) Farmland. (e) Buildings.
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Fig. 10. Graph of difference between master and matched images. Grayscale
is used to represent the difference between the R-band of master image and the
G-band of registration image. (a) Habitation. (b) Bare land. (c) Mixed terrain.
(d) Farmland. (e) Buildings.

across a larger template window compared to the image center
(feature points), which leads to the drop of the similarity of
structural features. Therefore, when the size of the template
window continuously increase/decrease until the similarity of
terrain features is the highest, the experiments get the best
accuracies.

The accuracies of each dataset have some differences. Cat-
egories 1, 3, 4, and 5 get the best registration accuracy when
the template size is 60× 60 pixels, whereas the “greatest”
template window of bare land is 70× 70 pixels. Moreover, the
matching accuracies of bare land are lower than the other sets.
The reasons for these differences are as follows. The suitable
template window of bare land has such difference with other
tests that the bare land contains less terrain features due to the
large range of bare land. Therefore, a larger template window is
needed to collect enough structural features to calculate SSSF
descriptor. However, larger template window also results in the
matching accuracy of bare land lower than the other sets.

The matching accuracies of the bare land and mixed terrain
are lower than the habitation and farmland. On the one hand, the
multiple bare land indeed affects the matching accuracy of bare
land. On the other hand, bare land achieves the lowest matching
accuracy due to the deformation of terrain and less structural
features between two images. In addition, although there are
fewer feature points used for image registration, the matching
accuracies of buildings are always well. However, they are lower
than the other dataset. The deformation of buildings results
in the decrease of SSSF descriptor similarity. Therefore, large
area buildings literally affect the effectiveness of the proposed

method. Nevertheless, the all RMSEs of bare land are lower
than 1 pixel. In summary, the proposed method achieves good
matching accuracy. The matching results of Figs. 9–11 and
Table III are obtained based on the most suitable template win-
dow size. As shown in Fig. 9 and Table III, the proposed method
has been successfully used to match UAV images. The CMR
and the number of tie points are affected by terrain structural
features and the CMRs of all tests are more than 90%, which
also proves the stability of the proposed method.

Moreover, the variable-controlling approach is used to test
the effectiveness of morphological processing and phase con-
gruency, respectively. The experimental results are shown in
Table II. Experimental results show that each improvement is
effective for the proposed method. Moreover, compare with
SSSF descriptor, N1 and N2 all get better registration accuracy.

In summary, the experiments evaluate that the accuracies of
the proposed method with different template window size are
always stable. CMRs, RMSEs, and the number of tie points
quantitatively certificate the proposed method’s robustness for
the viewpoint and illumination change between UAV images.

D. Comparison With Other Methods

The proposed method was compared with SURF, ECC, DLSS,
and SSSF to verify its effectiveness for UAV image registration.
ECC algorithm is a modified version of the correlation coeffi-
cient for image registration, which has the desirable characteris-
tic of being invariant to photometric distortions. Considering that
the resulting similarity metric is a nonlinear function, the for-
ward additive approach and the inverse compositional methods
are implemented for its maximization. ECC algorithm is robust
to noise and photometric distortions. The second comparison
algorithm DLSS is a shape descriptor defined by self-similarities
over images. Then, the NCC of the DLSS descriptors is used
as the similarity metric to detect tie points between images.
DLSS algorithm is robust against nonlinear intensity differences
because of its shape similarity. Since ECC and DLSS have some
similarities with the proposed method, it was compared with
ECC and DLSS to evaluate the performance of the proposed
method. The SSSF descriptor has been described in Section II.
The comparison results are shown in Table III.

The comparison experiments were implemented to five image
pairs. The same datasets had the same number of feature points
for all methods used in this study. It is known that the spatial
resolution of the UAV images is very high. Tens of thousands
of feature points can be extracted by the SURF algorithm. It is
redundant for image registration. Therefore, the detected feature
points are diluted evenly. As the input of each algorithm, it is used
for image registration. The difference is that the feature points
of the proposed method are processed by the mathematical
morphology. This reduces the influence of different feature point
extraction methods on the comparison of experimental results.
In order to ensure the fairness of the comparative experiment, the
most appropriate parameters were set to the other four methods
to analyze the matching performance. In this study, multiple
sets of experiments show that the parameter σ of ECC was set
to 8. Besides, the template window size of DLSS was set to
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Fig. 11. Tie points registration results. (a) Farmland 1. (b) Bare land. (c) Mixed terrain. (d) Farmland 4. (e) Buildings.
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TABLE I
RMSES OF THE DATASETS WITH DIFFERENT TEMPLATE WINDOW SIZE

100× 100 pixels and the template window size and Canny
operator of SSSF was set to 15× 15 pixels and 0.2, respectively.
After the mismatched points were eliminated, the matching
criteria, including CMR, RMSE, and time, were calculated.

As shown in Fig. 11 and Table III, the proposed method gets
the best matching accuracies compared with the other methods.

The SURF algorithm relies too much on the gradient direction
of the local area pixels, which restricts matching accuracies. The
ECC is invariant to photometric distortions, whereas is sensitive
to nonlinear deformation and illumination change over UAV im-
ages. Therefore, its matching accuracies are deeply affected. The
DLSS also achieves better matching performances. However,
the registration accuracies of DLSS are lower than the proposed
method. The reasons are that DLSS is built by collecting the
self-similarities from all pixel not just shape properties, and is
easily interfered by external factors such as occlusion, shadows.
The distortions and rotations of buildings caused by viewpoint
change between adjacent UAV images affect the registration
accuracy of SSSF algorithm. That evaluates the effectiveness of
the proposed method.

Additionally, the time cost of all methods is taken into consid-
eration. From Fig. 12, it can be seen that the proposed method
needs more computation time than the SSSF method. The reason
is that the proposed method is defined by combing SSSF with
morphological processing. The computational complexity of the
SURF algorithm is high and the “1-to-N” matching approach is
very time consuming. ECC algorithm is an area-based subpixel
matching method and directly uses the intensity values across the
image, which needs much time. Besides, the matching strategy
of ECC is very time-consuming due to the combination of for-
ward additive approach and the inverse compositional methods.
Therefore, the speed of ECC is slower than the proposed method
and DLSS. DLSS is defined by collecting the self-similarities
of all pixels over the template window, which needs more time
than counting the location relationship of edge information to
feature points to build SSSF descriptor.

E. Discussion

In this study, the influence of the template window size on
the proposed method has been analyzed. As shown in Table I,
the RMSEs of all tests are lower than 1 pixel. This indicates the
stability of the proposed method to the size of template window.

Tables II and III evaluate the effectiveness of the morphologi-
cal processing. In other words, the feature points on the buildings
are not robust to be used to match images. Regardless of the size
and density of the building, the feature points on the building
should be removed. The designed structural elements are used

TABLE II
RMSES OF THE PROPOSED METHOD WITH DIFFERENT VARIABLE

TABLE III
REGISTRATION PERFORMANCE OF METHODS USED IN THIS STUDY

to fill “holes” and smooth edges. No matter what structural
elements are used, the ultimate goal is to get the complete
building range. From the global point of view, the influence of
the designed structural elements may be very small. What really
affects the registration accuracy is the removing of the feature
points on the building. Besides, when using morphological
algorithm to remove the feature points on the building, there is a
limitation. It may not be able to extract enough points for densely
populated areas, which is also the limitation of the proposed
method. Therefore, we can choose whether to apply this method
according to the features.

As shown in Table II, experimental results prove the effective-
ness of each improvement of the proposed method. In addition,
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Fig. 12. (a) CMR, (b) RMSE, and (c) time of all methods.

the effectiveness of morphological processing and phase con-
sistency algorithm are also reflected in the experimental results.
First, as shown in Table III, the CMR differences of all methods
in habitation and farmland (including buildings) are larger than
bare land and mixed terrain. This demonstrates the effectiveness

of morphological processing. Second, compared with the origi-
nal SSSF method, the modified method still gets better accuracy
in bare land and mixed terrain. Therefore, registration results
demonstrate that the proposed method is robust for illumination
and viewpoint change of UAV images.

From the experimental results, the CMR of the five algorithms
is always Proposed > SSSF > DLSS > ECC > SURF. In
general, affected by similar textures and illumination changes
between UAV images, the SURF algorithm failed to achieve
good matching results. Then, ECC algorithm is an enhanced
NCC algorithm, which is robust to the linear differences between
images rather than nonlinear intensity differences between UAV
images. Differently, DLSS and SSSF algorithms are methods
based on shape similarity. The sum of square differences of
DLSS algorithm is sensitive to the gray changes caused by
illumination and noise. As a result, DLSS algorithm cannot
describe the similar texture between UAV images well. Com-
pared with DLSS, SSSF algorithm can extract local structure
information from the macro perspective. However, when the
Canny operator is used to extract edge, it is inevitably affected
by illumination changes. In addition, the feature points on the
buildings are not stable because of local distortion caused by
the viewpoint change. This study uses morphological processing
and phase congruency to smooth the influence of illumination
change, obvious rotation, viewpoint change and similar textures.
Therefore, the proposed method achieves more reliable and
comprehensive matching performance compared with DLSS,
ECC, and SSSF. Theoretically, the registration result should be
this sort, but there may be different precision for lots of images.

IV. CONCLUSION

This study utilizes morphological algorithm and phase con-
gruency to improve the UAV image registration based on struc-
tural shape similarity. Considering the influence of central pro-
jection and viewpoint change on the image registration of UAV
images, the feature points on buildings are eliminated by mor-
phological processing. The phase congruency is utilized to detect
structural features when calculating the SSSF descriptor, which
is robust for the illumination change between adjacent UAV
images. Then, the NCC between SSSF descriptors is used as
similarity measure to detect tie points. The matching results in-
dicate that the proposed method is reliable for viewpoint change,
illumination change and obvious rotation between adjacent UAV
images.

Besides, as shown in Fig. 10(b), there are few tie points
distributing in bare land because it contains few terrain features.
The proposed method is affected by the terrain shape structure
of UAV images. Thus, an image enhancement method could be
utilized to enhance the shape properties.
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