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Abstract—Deep spectral–spatial features fusion has become a
research focus in hyperspectral image (HSI) classification. How-
ever, how to extract more robust spectral–spatial features is still a
challenging problem. In this article, a novel deep multilayer fusion
dense network (MFDN) is proposed to improve the performance
of HSI classification. The proposed MFDN simultaneously extracts
the spatial and spectral features based on different sample input
sizes, which can extract abundant spectral and spatial correlation
information. First, the principal component analysis algorithm is
performed on hyperspectral data to extract low-dimensional HSI
data, and then the spatial features are extracted from the low-
dimensional 3-D HSI data through 2-D convolutional, 2-D dense
block, and average-pooling layers. Second, the spectral features
are extracted directly from the raw 3-D HSI data by means of 3-D
convolutional, 3-D dense block, and average-pooling layers. Third,
the spatial and spectral features are fused together through 3-D
convolutional, 3-D dense block, and average-pooling layers. Finally,
the fused spectral–spatial features are sent into two full connection
layers to extract high-level abstract features. Furthermore, densely
connected structures can help alleviate the vanishing-gradient
problem, strengthen feature propagation, encourage feature reuse,
and improve the HSI classification accuracy. The proposed fusion
network outperforms the other state-of-the-art methods especially
with a small number of labeled samples. Experimental results
demonstrate that it can achieve outstanding hyperspectral clas-
sification performance.

Index Terms—Deep learning, densely connected convolutional
neural network, hyperspectral image (HSI) classification,
multilayer feature fusion.

I. INTRODUCTION

HYPERSPECTRAL sensors can capture hundreds of nar-
row spectral channels with very high spectral resolution.
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With the abundant spatial and spectral information, hyperspec-
tral images (HSIs) have been applied in many fields, such as
military [1], agriculture [2], and environment monitoring [3].

Due to the complex characteristics of HSI data, HSI clas-
sification is still very challenging. During the last decade, the
HSI classification method based on spectral features [4]–[6]
has become a very active research topic in the remote sensing.
However, the large number of spectral bands may bring noise
to HSI, and the high dimensionality of HSI may produce the
Hughes phenomenon [7]. Therefore, using spectral features
directly may not be suitable for HSI classification tasks [8].

To further improve the classification performance, many clas-
sification frameworks based on spectral–spatial features have
been proposed [9] recently. Benediktsson et al. [10] utilized
multiple morphological operations to construct spectral–spatial
features of HSIs. Khodadadzadeh et al. [11] proposed a spectral–
spatial classifier for HSI classification that addresses the issue of
mixed pixel characterization. In [12], multiple kernel learning
based on spectral–spatial information is designed to improve the
SVM classifier.

More recently, many studies have shown that HSI classifi-
cation framework based on deep spectral–spatial features can
deliver state-of-the-art results. In [13], spatial features extracted
by CNN were integrated with spectral features obtained by bal-
anced local discriminate embedding to finish HSI classification.
Li et al. [14] proposed a CNN-based feature extractor by learning
discriminative representations from pixel pairs. Li et al. [15],
[16] proposed a deep network based on multiscale spectral–
spatial fusion for HSI classification. Yang et al. [17] designed
a Two-CNN model to learn the spectral features and spatial
features jointly. But in this framework, the input of spectral
data is a one-dimensional (1-D) dimension, which leads to the
lack of neighborhood information in the spatial dimension. And
the classification accuracy of these deep learning models will
decrease when the network is deeper. In addition, 3D-CNN was
used to directly extract deep spectral–spatial features from raw
HSIs, and provided promising classification results [18]. Li et al.
[19] further studied 3D-CNN for spectral–spatial classification
using input cubes of HSIs with a smaller spatial size. These
models generate thematic maps using an approach that can
directly process the raw HSIs, whereas the classification accu-
racy of the CNN models decreases as the network gets deeper.
Song et al. [20] proposed a deep fusion feature network for
classification. In this network, the features from the lower layers,
intermediate layers, and higher layers are, respectively, extracted
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by the residual network [21], and the features of different layers
are fused in a fully convoluted layer to classify the images.
Although the network fuses the outputs of different hierarchical
layers, it fuses these outputs only in a fully connected (FC) layer,
which does not enable the entire network to make full use of
these outputs to learn more discriminative features. Zhong et al.
[22] proposed a supervised spectral–spatial residual network
(SSRN) and the idea of identity mapping in residual blocks
mitigates the decreasing-accuracy phenomenon. Inspired by the
SSRN, Wang et al. [23] proposed an end-to-end fast dense
[24] spectral–spatial convolution (FDSSC) framework for HSI
classification. The SSRN and FDSSC treat spectral features and
spatial features separately in two consecutive blocks, and the
spectral and spatial features are also fused only in the FC layer.
In addition, the input of the spatial block is based on the spectral
block in the SSRN and FDSSC, and the spatial learning will lose
spatial information.

To solve these problems and extract more discriminative
fusion features, we propose a novel deep multilayer fusion dense
network (MFDN) for HSI classification. The MFDN simultane-
ously extracts the spatial and spectral features based on different
sample input sizes, and then the spatial and spectral features are
fused together through multilayer fusion strategy with a densely
connected structure. For spatial feature extraction, in order to
reduce the cost of computation, the principal component analysis
(PCA) algorithm is first performed on hyperspectral data to
extract low-dimensional HSI data. Then, the spatial features are
extracted from the low-dimensional 3-D HSI data through 2-D
convolutional, 2-D dense block, and average-pooling layers. For
spectral feature extraction, the spectral features are extracted
from the raw 3-D HSI data by means of 3-D convolutional,
3-D dense block, and average-pooling layers. For spectral–
spatial feature extraction, the spatial and spectral features are
fused together through 3-D convolutional, 3-D dense block, and
average-pooling layers. Then, the fused spectral–spatial features
are fused in two full connection layers to extract high-level
abstract features.

The main contributions of this article can be summarized as
follows.

1) To extract rich spectral and spatial correlation informa-
tion, MFDN simultaneously extracts spatial and spectral
features based on different sample input sizes.

2) MFDN simultaneously fuses the spectral and spatial fea-
tures in the convolutional layers and the FC layers, which
can make full use of complementary spatial–spectral cor-
relation information among different layers.

3) MFDN adopts dense connection structures to extract the
spatial and spectral features and fuse the spectral–spatial
features, which can help alleviate the vanishing-gradient
problem, strengthen feature propagation and encourage
feature reuse. Therefore, MFDN can learn more discrim-
inative deep spectral–spatial features to improve classifi-
cation accuracy.

The rest of this article is organized as follows. In Section II, the
proposed MFDN is described in detail. The experimental results
and analysis are presented in Section III. Finally, Section IV
concludes this article.

II. PROPOSED FRAMEWORK

The main procedure of the proposed MFDN is shown in
Fig. 1, including deep spectral and spatial features extraction,
multilayer deep spectral–spatial features fusion, and a softmax
classifier. Generally, a hyperspectral data can be denoted as
I ∈ �H×W×B , where H,W,B denote that the hyperspectral
data have H ×W pixels, and B bands, respectively. In the
MFDN, due to the high spectral resolution and high spatial
correlation of HSI, we first design a spatial extraction network
substructure to extract spatial features from the low-dimensional
3-D HSI data obtained by PCA, and design a spectral extraction
network substructure to extract spectral features from the raw
3-D HSI data. Then, in order to exploit better spectral–spatial
features, a multilayer fusion network is designed to fuse spa-
tial and spectral features. Among the proposed network, the
spatial contexts are exploited by 2-D convolutional operation,
whereas the spectral correlations and spectral–spatial contexts
are exploited by a 3-D convolutional operation. For the proposed
framework, batch normalization (BN) [25] and PReLU [26] are
added before the convolutional layer. PReLU introduces a small
number of parameters based on ReLU [27], and its formula is
defined as follows:

PReLU (vi) =

{
vi, if vi > 0
αivi if vi ≤ 0

(1)

where vi is the input of the nonlinear activation on the ith channel
and αi is a learnable parameter that determines the slope of the
negative part. In PReLU, the momentum method is adopted to
update αi

Δαi := μΔαi + γ
∂ε

∂αi
(2)

where μ is the momentum and γ is the learning rate, and αi =
0.25 is used as the initial value.

A. 2-D Convolutional Dense Block

In the 2-D convolutional operation, input data are convolved
with 2-D kernels before going through the activation function to
produce the output data (i.e., feature maps).

As shown in Fig. 2, if the (n + 1)th 2-D convolutional
layer has kn input feature squares of size rn × rn, a convo-
lutional filter bank that contains kn+1 convolutional filters of
size an+1 × an+1, and the subsampling strides of (s, s) for the
convolutional operation, then, this layer generates kn+1 output
feature squares of size rn+1 × rn+1, where the spatial width
rn+1 = �1 + (rn − an+1)/s�. The value of a neuron vn+1

ixy at
position (x, y) of the ith feature map in the (n+ 1)th layer is
denoted as follows:

vn+1
ixy =

F

⎛
⎝ kn∑

j=1

∑
m

an+1−1∑
p=0

an+1−1∑
q=0

vnjm(x+p)(y+q)w
n+1
impq + bn+1

i

⎞
⎠

(3)

where m indexes the feature map in the nth layer connected to the
ith feature map in the (n+ 1)th layer, wn+1

impq is the weight of
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Fig. 1. Overall flowchart of HSI classification based on the MFDN.

Fig. 2. 2-D convolutional operator.

Fig. 3. 2-D convolutional dense block with three composite layers (l = 4).

position (p, q) connected to the mth feature map in (n+ 1)th
layer, an+1 is the width of the spatial convolutional kernel,
bn+1
i is the bias of the ith feature map in the (n+ 1)th layer,

j indexes the input feature square in the nth layer, and F (·) is
the parametric rectified linear unit activation function that sets
elements.

Fig. 3 illustrates the layout of 2-D convolutional dense block.
As shown in Fig. 3, the input of the lth layer receives the feature
maps of all preceding layers (X0, X1, . . . , Xl−1), and the output
of the lth layer is calculated as follows:

Xl = H2D ([X0, X1, . . . , Xl−1]) (4)

Fig. 4. 3-D convolutional operator.

where [X0, X1, . . . , Xl−1] represents the concatenation opera-
tion of the feature maps produced in layers (0, 1, . . . , l − 1),
H2D(·) is defined as consecutive operations: BN, followed by
PReLU, a 3× 3 same convolution. Such connectivity pattern
strongly encourages feature reuse throughout the network and
makes all layers in the architecture receive direct supervision
signal from the loss function. If each layer produces k feature
maps, thus, the number of input feature maps in layer l can be
formulated as follows:

kl = k0 + (l − 1)× k (5)

where k0 is the number of channels in the input layer, and the k
(generally set a smaller value, e.g., k = 12) is referred as growth
rate of the 2-D dense block.

B. 3-D Dense Block

In the 3-D convolutional operation, input data are convolved
with 3-D kernels before going through the activation function to
produce the output data (i.e., feature maps).

As shown in Fig. 4, if the (n+ 1)th 3-D convolutional layer
has kn input feature cubs of size rn × rn × dn, a convolu-
tional filter bank that contains kn+1 convolutional filters of size
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Fig. 5. 3-D convolutional dense block with three composite layers (l = 4).

an+1 × an+1 × hn+1, and the subsampling strides of (s, s, s1)
for the convolutional operation, then, this layer generates kn+1

output feature cubs of size rn+1 × rn+1 × dn+1, where the spa-
tial width rn+1 = �1 + (rn − an+1)/s� and the spectral depth
dn+1 = �1 + (dn − an+1)/s1�. The value of a neuron vn+1

ixyz at
position (x, y, z) of the ith feature map in the (n+ 1)th layer is
denoted as follows:

vn+1
ixyz=F

(
kn∑
j=1

∑
m

an+1−1∑
p=0

an+1−1∑
q=0

×
hn+1−1∑

t=0

vnjm(x+p)(y+q)(z+t)w
n+1
impqt+, bn+1

i

)
(6)

where m indexes the feature map in the nth layer connected to
the ith feature map in the (n+ 1)th layer,wn+1

impqt is the weight of
position (p, q, t) connected to the mth feature map in (n+ 1)th
layer, an+1 is the width of the spatial convolutional kernel, hn+1

is the depth of the spatial convolutional kernel, bn+1
i is the bias

of the ith feature map in the (n+ 1)th layer, j indexes the input
feature square in the nth layer, andF (·) is the parametric rectified
linear unit activation function that sets elements.

Fig. 5 illustrates the layout of 3-D convolutional dense block.
As shown in Fig. 5, the input of the lth layer receives the feature
maps of all preceding layers (X0, X1, . . . , Xl−1), and the output
of the lth layer is calculated as follows:

Xl = H3D ([X0, X1, . . . , Xl−1]) (7)

where [X0, X1, . . . , Xl−1] represents the concatenation opera-
tion of the feature maps produced in layers (0, 1, . . . , l − 1),
H3D(·) is defined as consecutive operations: BN, followed by
PReLU, a 3× 3 same convolution. If each layer produces k
feature maps, thus, the lth layer has k0 + (l − 1)× k input
feature maps, where k0 is the number of channels in the input
layer. Here, the k (generally set a smaller value, e.g., k = 8) is
referred as growth rate of the 3-D dense block.

C. Spatial Feature Extraction

We take the Indian Pines (IN) dataset, the low-dimensional
3-D samples of which have the size of 27× 27× 10, as an
example to explain the designed spatial feature extraction sub-
structure.

For spatial features extraction, a PCA algorithm is the first per-
formed on hyperspectral data I ∈ �H×W×B to extract the most
informative components, which can reduce the cost of computa-
tion. The data after executing PCA is denoted as T ∈ �H×W×b,
b < B. Then, the spatial neighboring cube patch Ti ∈ �r×r×b

(r is the patch size, b is the most informative components, and
we set r to 27 and b to 10 in the experiment) of the ith pixel is
used as the input for the spatial features extraction.

To better exploit spatial structure, and texture features, 2-D
convolutional operator is adopted as the basic element of spa-
tial features extraction. In addition, BN is conducted at every
convolutional layer in spatial features extraction.

In the red dashed box in Fig. 1, the spatial features extraction
section includes two 2-D convolutional layers, a 2-D dense
block, and two average pool layers.

In the first convolutional layer, each 3× 3 spatial kernel with
a subsampling stride of (1, 1) convolves 10 27× 27 feature
tensors to generate a 27× 27 feature tensor. All 32 3× 3 spatial
kernels generate 32 27× 27 feature tensors. Next, an average
pooling layer transforms the extracted 32 27× 27 spatial feature
tensors to 32 9× 9 feature tensors.

Then, in order to extract and reuse spatial features effec-
tively, a four-layer 2-D spatial dense block, which contains
three convolutional layers and six direct connections, uses 12
3× 3 vector kernels with a subsampling stride of (1, 1) at each
convolutional layers to extract deep spatial features, and finally
produces 68 9× 9 feature tensors. In the 2-D spatial dense block,
all convolutional layers use padding to keep the sizes of output
feature maps the same as input.

Following the 2-D spatial dense block, the next convolutional
layer in this feature extraction section, which includes 128
3× 3 spatial kernels with a subsampling stride of (1, 1) for
keeping discriminative spatial features, convolves the 68 9× 9
feature tensors to produce 128 9× 9 feature tensor. Next, an
average pooling layer transforms the extracted 128 9× 9 spatial
feature tensors to a 128 3× 3 feature tensors.

D. Spectral Feature Extraction

We take the IN dataset, the 3-D samples of which have the
size of 9× 9×B and B = 200, as an example to explain the
designed spectral feature extraction substructure.

For spectral features extraction, the 3-D convolutional op-
eration is employed to capture spectral correlations from HSI
data in spectral dimension. Specially, a spectral kernel of size
1× 1× b (1 < b ≤ B) is utilized to learn the spectral features
from a HIS.

Though the 3-D convolutional operation with a kernel size
of 1× 1× b can exploit the spectral correlations, it does not
consider the relationship between pixels and their neighbors
in the spatial field. However, the convolutional of a kernel
size of 1× 1can make linear combinations or integrate spatial
information for each pixel in a small spatial patch. Therefore,
in a small spatial patch, the 3-D convolutional operation with
a kernel size of 1× 1× b can extract spectral correlations and
perfectly retains the spatial correlations.

In the blue dashed box in Fig. 1, the spectral features extraction
section includes two 3-D convolutional layers, a 3-D dense
block, and an average pool layer. In addition, BN is conducted
at every convolutional layer in spectral features extraction.

In the first convolutional layer, B 1× 1×B spectral kernels
with a subsampling stride of (1, 1, 0) convolve the input HSI
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volume of size 9× 9×B to generate a 9× 9×B feature
cube. Because the raw input data contain redundant spectral
information, 1× 1×B vector kernels are used in these blocks.
This layer reduces the high dimensionality of input cubes and
extracts low-level spectral features of HSI.

Then, in order to extract and reuse spectral features effectively,
a four-layer 3-D spectral dense block, which contains three
convolutional layers and six direct connections, uses 8 1× 1× 7
vector kernels with a subsampling stride of (1, 1, 1) at each
convolutional layers to extract deep spectral features, and finally
produces 25 9× 9×B feature cubes. In the 3-D spectral dense
block, all convolutional layers use padding to keep the sizes of
output feature cubes the same as input.

Following the 3-D spectral dense block, the last convolutional
layer in this feature extraction section, which includes 256 1×
1×B spectral kernels with a subsampling stride of (1, 1, 0)
for keeping discriminative spectral features, convolves the 25
9× 9×B feature cubes to produce a 9× 9× 256 feature cube.
Next, an average pooling layer transforms the extracted 9× 9×
256 spectral feature volume to a 3× 3× 256 feature volume.

E. Spectral–Spatial Feature Extraction

The PCA algorithm is first performed on hyperspectral data to
extract low-dimensional HSI data. 2-D convolutional and 2-D
dense block can exploit perfectly spatial correlations in low-
dimensional HSI data.

3-D convolution and 3-D dense block with a kernel size of
1× 1× b can extract spectral correlations and perfectly retains
the spatial correlations.

In order to fuse the spatial and spectral features, a spectral–
spatial feature extraction substructure is designed. As shown in
the green dashed box in Fig. 1, the spatial and spectral features
are first concatenated to cascade features, which are character-
ized by both the spatial and spectral dimensions. 3-D dense block
and 3-D convolutional operation are then applied to cascade
features to extract spatial-spectral features simultaneously. In
addition, an average pool layer and two FC layers can exploit
more abstract spatial-spectral features at high levels, which are
generally robust and invariant [28].

The 3-D dense block contains three 3-D convolutional layers
and six direct connections. 8 3× 3× 7 vector kernels with
a subsampling stride of (1, 1, 1) at each convolutional layers
are used to extract deep spectral–spatial features, and finally
produce25 3× 3× 384 feature tensors.

Following the 3-D spectral–spatial dense block, the 3-D
convolutional layer in this feature extraction section, which
includes 256 1× 1× 384 spectral kernels with a subsampling
stride of (1, 1, 0) for keeping discriminative spectral–spatial fea-
tures, convolves the 25 3× 3× 384 feature cubes to produce a
3× 3× 256 feature cube. Then, an average pooling layer trans-
forms the extracted 3× 3× 256 spectral–spatial feature volume
to a 1× 1× 256 feature volume. Next, two FC layers adapt the
MFDN to HSI dataset according to the number of land-cover
categories and generates an output vector ŷ = [ŷ1, ŷ2, . . . , ŷL].
The truth label vector y = [y1, y2, . . . , yL] is the number of
land-cover categories. The loss function of the MFDN is defined

TABLE I
LAND COVER CLASSES AND NUMBERS OF SAMPLES IN THE IN DATASET

as

Loss = − 1

ntrain

ntrain∑
i=1

[
yilog (ŷi) + (1− yi) log (1− ŷi)

]

(8)

where ŷi is the corresponding predicted labels for the ith training
sample, yi is the true label, and ntrain is the size of training set.
The whole network is trained in an end-to-end manner, where
all the parameters are optimized by the Adam [29] at the same
time.

III. RESULTS AND DISCUSSION

A. Experimental Datasets

In our experiments, the effectiveness of our method is proved
in three real-world hyperspectral remote sensing datasets, which
contain the IN, the University of Pavia (UP), and the Kennedy
Space Center (KSC) datasets.

The IN dataset was collected by AVIRIS in 1992 in north-
western Indiana. This commonly used dataset has 16 vegetation
classes and 224 bands. The spatial size is 145× 145 and the
spatial resolution is 20 m per pixel. To avoid the negative
influence on classification due to water absorption and noise,
some bands are discarded and the remaining 200 bands are
adopted for analysis. Fig. 6 shows the false-color image and
the ground-truth map, and the samples are listed in Table I.

The UP was captured by a Reflective Optics System Imaging
Spectrometer optical sensor over an urban area surrounding the
UP. The image is of size 610× 340× 115 with a resolution of
1.3 m per pixel and nine urban land-cover classes are considered
in this experiment. The number of remaining bands is 103 after
discarding the useless bands. Fig. 7 shows the false-color image
and the ground-truth map, and the samples are listed in Table II.

The KSC dataset was collected by AVIRIS in 1996 in Florida,
and contains 512× 614 pixels with spatial resolution of 18 m
per pixel and the ground-truth classes are 13. After removing
the noise bands, 176 bands are retained and used for our exper-
iments. Fig. 8 shows the false-color image and the ground-truth
map, and the samples are listed in Table III.
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Fig. 6. (a) False-color image of the IN dataset. (b) Ground truth of the IN dataset.

TABLE II
LAND COVER CLASSES AND NUMBERS OF SAMPLES IN THE UP DATASET

TABLE III
LAND COVER CLASSES AND NUMBERS OF SAMPLES IN THE KSC DATASET

B. Experimental Settings

In our implementation, the learning rate was set to 0.0001, the
training epoch was 150 for the IN dataset, 80 for the UP dataset,
and 200 for the KSC dataset. The optimizer adopted the Adam
method and the batch size was set to 30.

All experiments were conducted on a Lenovo ThinkCen-
tre with NVIDIA P106-100 GPU, Intel i3-7100 CPU, and 16
GB RAM. The software environment of the workstation is
python3.6.3, tensorflow1.9.0, cuda9.0, and keras2.2.6. The pro-
posed method was compared with some state-of-the-art methods
including the Two-CNN [17], 3D-CNN [19], SSRN [22], DFFN
[20], and FDSSC [23]. In the above-compared methods, the input
sizes of FDSSC and SSRN are (9,9, B) and (7,7, B), respectively,
where B is the number of bands of the raw hyperspectral data.
In DFFN, the PCA algorithm is first applied to the hyperspectral
data. Different input sizes are set for different datasets, where the

Fig. 7. (a) False-color image of the UP dataset. (b) Ground truth of the UP
dataset.

IN dataset is (25,25,3), the KSC dataset is (27,27,9), and the UP
dataset is (23,23,5). The input size of 3D-CNN is set to (5,5, B).
Two-CNN has Two branches and the input size of spatial branch
is (21, 21) and the input size of spectral branch is (1,1,B). FDSSC
and SSRN first extract the spectral information and then extract
the spatial information. Their spatial input sizes are (9,9) and
(7,7). The overall accuracy (OA), the average accuracy (AA),
and d kappa coefficient (k) are the classification metrics used
to assess the classification performance of all the methods. We
ran experiments for ten times with randomly selected training
data and reported the mean and standard deviation of main clas-
sification metrics. We evaluated the performance of all methods
on the small training samples to prove that our proposed MFDN
has strong robustness and generalization.

C. Analysis of Parameters

For the proposed MFDN method, the different sample input
sizes are set for the spectral and spatial feature extraction,
respectively. In addition, for spatial feature extraction, the PCA
algorithm is performed on the original HSIs with the purpose of
extracting first several principal components. The corresponding
experiments are performed on the IN, UP, and KSC datasets,
respectively. For the IN, UP, and KSC datasets, 3% of labeled
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Fig. 8. (a) False-color image of the ground-truth map of the KSC data. (b) Ground truth of the KSC data.

TABLE IV
OA OF OUR METHODS ON THE THREE DATASETS WITH DIFFERENT SAMPLE INPUT SIZES

pixels are randomly selected as training samples, and the rest
of samples are utilized for testing. For the UP dataset, we only
use 0.5% samples per class to train classifiers, and the rest of
samples are used as the test samples.

1) Effect of the Sample Input Size on Classification Accura-
cies: For the CNN used for HSI classification, the sample input
size is an important factor affecting the HSI classification. In
the MFDN, we set different input sizes for spectral and spatial
feature extraction, respectively.

For spectral feature extraction, the sample input size is set
to 5× 5, 7× 7, 9× 9, 11× 11 and 13× 13. For spatial feature
extraction, the sample input size is set to 23× 23, 25× 25, 27×
27, 29× 29, 31× 31.

We measured the OA for each dataset. Table IV lists the
classification results (OA%) of our methods on the three datasets
with different input sizes.

As can be seen from Table IV, when the sample input size was
set to 9× 9 (for spectral feature extraction) and 27× 27 (for
spatial feature extraction), respectively, the MFDN achieved the
best overall classification accuracies on all three datasets.

2) Effect of the Number of Principal Components on Clas-
sification Accuracies: For the proposed MFDN method, the
PCA algorithm was first performed on the original HSIs in the

Fig. 9. Effect of the number of principal components on classification accu-
racies in the three datasets.

extraction of spatial features. In this analysis, the spatial size
of the input sample is empirically set to 9× 9 and 27× 27
for spectral feature extraction and spatial feature extraction,
respectively.

Fig. 9 shows the overall accuracies with the different number
of principal components on three datasets. As can be seen from
Fig. 9, the overall accuracies on the IN dataset UP dataset and
KSC dataset generally increase and then become comparatively
stable as the number of principal components increases. When
the number of principal components was 10, the overall accu-
racies on the three datasets reached a higher accuracy. We also
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Fig. 10. Effect of the number of convolution layers in a dense block on
classification accuracies in the three datasets.

performed an experiment without PCA. The overall accuracies
without PCA were, respectively, 95.37%, 98.77%, and 96.96%
on the IN dataset UP dataset and KSC dataset. However, when
the number of principal components was 10, the overall accura-
cies of the three sets of data were 96.08%, 98.89%, and 97.55%
on the IN dataset UP dataset and KSC dataset, respectively,
which is slightly better than the OA of the analysis without
principal components.

3) Effect of the Number of Convolution Layers in the Dense
Block: In a dense block, the output of each convolutional layer
is a part of the input of all subsequent convolutional layers.
Therefore, the number of convolutional layers in the dense
block determines the degree of feature reuse in the dense block.
Fig. 10 shows the overall accuracies with the different number
of convolution layers in the dense block on three datasets. It can
be seen from Fig. 10 that when the number of convolution layers
in the dense block was set to 3, the overall accuracies of the three
datasets reach a higher accuracy.

D. Experiment Results and Analysis

In order to prove the superiority of the proposed network
MFDN in the case of small label samples, we compared MFDN
with other state-of-the-art methods on the three datasets. To
verify the effectiveness of the spectral and spatial feature ex-
traction parts in this framework, we also tested the network
containing only the spectral feature extraction part (Spectral)
and the network containing only the spatial feature extraction
part (Spatial). The classification results are shown in Fig. 11.

The influence of different training and test sets on several
methods is first analyzed on the IN, UP, and KSC datasets,
respectively. For the IN, UP, and KSC datasets, different percent-
ages (from 1% to 5% for the IN and KSC datasets, 0.1%–0.7%
for the UP dataset) of labeled pixels per class are randomly
selected as training samples, and the rest of samples are used as
test samples. Specifically, all experimental results are averaged
ten times with different randomly selected training data. Fig. 11
shows the overall classification accuracy of each method under
different numbers of training samples. As can be seen from
the curve, as the number of training samples increases, the
performance of all methods generally increases.

As can be also seen from Fig. 11, the MFDN, DFFN, FDSSC,
and SSRN achieved higher overall accuracies than the CNN
and Two-CNN in most cases. It can be seen from the above

analysis that the residual connections or the dense connections
can achieve a better effect.

In all three cases, the MFDN achieved the highest classifi-
cation accuracies than other methods. Compared with the Two-
CNN, which only fused spectral and spatial features in the FC
layer, the MFDN fused spectral and spatial features by 3-D con-
volutional, 3-D dense block, and FC layers, so it achieved higher
overall accuracies. Compared with the SSRN and FDSSC, which
do not consider the original spatial correlation information, the
MFDN simultaneously learns spectral and spatial features and
fuses them together, so it has obvious advantages in most cases.

Tables V–VII report the OAs, AAs, kappa coefficients, and
the classification accuracies of all classes for HSI classification.
The corresponding classification maps on the IN, UP, and KSC
datasets are shown in Figs. 12–14, respectively. For the IN and
KSC dataset, the training set, validation set, and test set were
split into 3%, 5%, and 92%, respectively. For the UP dataset, the
training set, validation set, and test set were split into 0.5%, 5%,
and 94.5%, respectively. All experimental results are averaged
ten times with different randomly selected training data. As can
be seen from Figs. 12–14, the MFDN achieved the most accurate
and smooth classification maps for all three HSIs.

As can be seen from Tables V–VII, the MFDN is superior
to Two-CNN, 3D-CNN, SSRN, DFFN, and FDSSC methods in
all three cases. The DFFN and SSRN with residual connections
generated obviously better outcomes than the Two-CNN and
3D-CNN in most cases. The MFDN and FDSSC with dense
connections also generated obviously better outcomes than the
Two-CNN and 3D-CNN. It is worth noting that the Spectral
performed better than the Two-CNN and 3D-CNN, and the
Spatial performed better than the Two-CNN and 3D-CNN in
most cases. These results show that the proposed spectral and
spatial dense connection structures alleviate the phenomenon
of reduced accuracy. In addition, MFDN always outperforms
Spectral and Spatial due to the fusion of complementary space-
spectrum correlation information among different layers.

In contrast to the idea of fusing only through the full con-
nection layer in the DFFN and Two-CNN, the MFDN fuses
spatial and spectral features through 3-D convolutional, 3-D
dense block, and FC layers, which can learn more discriminative
features. It can be seen from Tables V–VII that, on the IN, UP,
and KSC datasets, the mean overall classification accuracy of
the MFDN is 3.52%, 4.17%, and 6.67% higher than that of the
DFFN, and 35.8%, 30.36%, and 24.75% higher than that of the
Two-CNN. The SSRN and FDSSC adopt consecutive spectral
and spatial blocks to learn the spectral–spatial feature, and the
input of spatial blocks is based on spectral blocks, which causes
spatial learning blocks to lose spatial information. In particular,
the SSRN and FDSSC also fuse spectral and spatial features only
in the FC layer. Different from the idea of spectral–spatial fusion
in the SSRN and FDSSC, the MFDN simultaneously learns
spectral and spatial features and sends them into a multilayer
structure (including 3-D convolutional, 3-D dense block, and
FC layers) for fusion, which can achieve the abundant spectral
and spatial structure information and extract more discriminative
features. It can be seen from Tables V–VII that, on the IN, UP,
and KSC datasets, the mean overall classification accuracy of
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Fig. 11. OA of changing the percentage of training samples by all methods on the three datasets. (a) OA on IN. (b) OA on UP. (c) OA on KSC.

TABLE V
CLASSIFICATION RESULTS OF DIFFERENT METHODS FOR THE IN DATASET

TABLE VI
CLASSIFICATION RESULTS OF DIFFERENT METHODS FOR THE UP DATASET
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TABLE VII
CLASSIFICATION RESULTS OF DIFFERENT METHODS FOR THE KSC DATASET

Fig. 12. Classification maps on the IN dataset obtained by (a) Two-CNN, (b) 3D-CNN, (c) SSRN, (d) DFFN, (e) FDSSC, (f) Spatial, (g) Spectral, and (h) MFDN.

the MFDN is 3.45%, 0.93%, and 2.13% higher than that of the
FDSSC, and 7.74%, 2.64%, and 4.7% higher than that of the
SSRN.

It is worth noting that when training samples are very few (for
example, there is only one sample for grass-pasture-mowed and
oats classes in the IN dataset), the FDSSC with dense connec-
tions is inferior to SSRN with residual connections, and even
inferior to Two-CNN. However, compared with SSRN (63.32%
and 55.1%), the overall classification accuracy of MFDN (90.9%
and 82.9%) in grass-pasture-mowed and oats increased by about
27.58% and 27.8%. These results validated the robustness of
the designed models under very difficult conditions and demon-
strated the effectiveness of a multilayer fusion strategy.

The training and testing times provide a direct measure of
computational efficiency for the MFDN. All experiments were
conducted on a Lenovo ThinkCentre with NVIDIA P106-100

GPU, Intel i3-7100 CPU, and 16 GB RAM. The software
environment of the workstation is python3.6.3, tensorflow1.9.0,
cuda9.0, and keras2.2.6. The training set, validation set, and test
set of all methods on the IN and KSC datasets were split into
3%, 5%, and 92% for the IN and KSC datasets, respectively. For
the UP dataset, the training set, validation set, and test set were
split into 0.5%, 5%, and 94.5%, respectively. Table VIII lists the
results of training and test times for all methods on three different
datasets. It can be seen from Table VIII that the training time
of the SSRN, DFFN, FDSSC, and MFDN is longer than that of
the CNN and Two-CNN, which means that the computational
cost of residual or dense connections is more expensive. The
training time of the MFDN and FDSSC is longer than that of the
SSRN and DFFN, which means that the dense connections are
more computationally expensive than the residual connections.
Although the MFDN has a longer training time in most cases, it
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Fig. 13. Classification maps on the UP dataset obtained by (a) Two-CNN, (b) 3D-CNN, (c) SSRN, (d) DFFN, (e) FDSSC, (f) Spatial, (g) Spectral, and (h) MFDN.

Fig. 14. Classification maps on the KSC dataset obtained by (a) Two-CNN, (b) 3D-CNN, (c) SSRN, (d) DFFN, (e) FDSSC, (f) Spatial, (g) Spectral, and
(h) MFDN.

TABLE VIII
TRAINING AND TESTING TIMES OF DIFFERENT MODELS FOR THREE HSI DATASETS
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has a higher classification accuracy, especially in the IN dataset
that is difficult to classify.

E. Discussions

First, compared with other deep learning methods, the MFDN
extracts spatial and spectral features based on different sample
input sizes. Spatial features are extracted in a large neighborhood
to extract more spatial correlation information, whereas spectral
features are extracted in a relatively small neighborhood to
extract more spectral correlation information. For spatial feature
extraction, the abundant spatial correlation information can be
obtained in large neighborhood. For spectral feature extraction,
in small neighborhood, spectral feature extraction can exploit
spectral correlation information and perfectly retains the spatial
correlation information.

Second, compared with other deep learning methods, the
MFDN adopts multilayer fusion strategy to fuse the spatial and
spectral features. The Two-CNN, SSRN, DFFN, and FDSSC
only fuse spectral and spatial features in the FC layer, which
cannot achieve more discriminating features. The SSRN and
FDSSC treat spectral features and spatial features separately
in two consecutive blocks, and the input of spatial blocks is
based on spectral blocks, which causes spatial learning blocks
to lose spatial information. The MFDN adopts dense connec-
tions to simultaneously extract spectral and spatial features, and
fuses them through 3-D convolutional, 3-D dense block, and
FC layers. On the one hand, the abundant spatial and spectral
correlation information can be exploited, and on the other hand,
the spatial and spectral features can be better fused.

Third, the MFDN and FDSSC adopt dense connections that
strengthen feature propagation, encourage feature reuse, and
improve the classification accuracy. It is worth noting that
when training samples are very few, the FDSSC with dense
connections is inferior to SSRN with residual connections, and
even inferior to Two-CNN. However, the MFDN achieved very
high classification accuracy in this case, which demonstrated the
effectiveness of multilayer fusion strategy.

Finally, the shortcoming of the MMFN model is that the
training time is relatively long, which is mainly because the
network consists of spatial and spectral branches, and the spatial
and spectral features are fused by a multilayer fusion strategy.
In addition, the densely connected structure also increases the
corresponding time. Fortunately, however, the adoption of GPU
has largely alleviated the extra computational costs and reduced
the training times.

IV. CONCLUSION

In this article, a deep MFDN is proposed for HSI classifi-
cation. Compared with previous deep networks, the proposed
MFDN simultaneously extracts the spatial and spectral features
based on different sample input sizes, which can extract the abun-
dant spectral and spatial correlation information. In addition, a
multilayer fusion strategy with a densely connected structure
is exploited to fuse the spatial and spectral features, which can
extract more discriminative spectral–spatial features. Finally, the
dense connection-based network model can strengthen feature

propagation, encourage feature reuse, and improve the classifi-
cation accuracy. The experimental results demonstrate that the
proposed MFDN can obtain the state-of-the-art performance
with small labeled samples on the three data, and can be easily
generalized to other remote sensing scenarios due to its uniform
structural design and deep feature learning ability.

The MFDN is still a time-consuming model compared to
traditional methods. In future work, we will focus on further
simplifying the network structure while improving classification
accuracy.
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