1234

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 13, 2020

A Discriminative Distillation Network for
Cross-Source Remote Sensing Image Retrieval

Wei Xiong, Zhenyu Xiong

Abstract—Nowadays, several remote sensing image capturing
technologies are used ranging from unmanned aerial vehicles to
satellites. Powerful learning-based discriminative features play
an essential role in content-based remote sensing image retrieval
(CBRSIR). Cross-source CBRSIR (CS-CBRSIR) is used to find
relevant remote sensing images across different remote sensing
sources (i.e., multispectral images and panchromatic images). But
itis limited by large cross-source and intrasource variations caused
by different semantic objects, spatial resolution, and spectral reso-
lution. The main limitation of CS-CBRSIR is that it cannot address
the inconsistency between different sources and exploit the intrinsic
relation between them. This study proposes a discriminative distil-
lation network for CS-CBRSIR to address this limitation. To en-
large the interclass variations and reduce the intraclass differences,
the discriminative features from the first source are first extracted
with a well-designed joint optimization configuration (JOC) on the
basis of deep neural networks. Thereafter, the features extracted
from the first source are used as a supervision signal for the second
source; feature distribution in common feature space between the
first and second sources are made significantly similar. The method
proposed in this study simultaneously handles the cross-source
and intersource variations, unlike the existing methods. Extensive
experiments on the DSRSID dataset with Euclidean distance verify
the effectiveness of our proposed method.

Index Terms—Cross-source content-based remote sensing
image retrieval (CS-CBRSIR), discriminative features, distillation
network, joint optimization configuration (JOC).

I. INTRODUCTION

HE rapid development in aerial vehicle technologies and
Tremote sensing sensors has led to the rapid growth of
remote sensing images both in quantity and quality. We have
entered an era of remote sensing big data (RSBD) [1], [2].
Currently, effective management, mining, and interpretation
of remote sensing images constitute crucial current research
areas that need urgent solutions [53]-[56]. Consequently, useful
information must be automatically drawn from RSBD. To make
full use of RSBD, content-based remote sensing image retrieval
(CBRSIR) [3], [4] has increasingly attracted research interests
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Fig. 1. Intraclass variations. Images of the same class (high building) captured
by panchromatic and multispectral sources [5].

following its broad applications on retrieving interesting images
according to their visual content.

Most of the recent methods focus only on unified-source
CBRSIR (US-CBRSIR) [20]-[23], where the inquiry image
and retrieved images are from the same data source. The de-
velopment of remote sensing technologies has significantly en-
hanced the ability of remote sensing image acquisition. Satellites
possess the ability to use two sensors to capture multispectral
and panchromatic images separately. This article focuses on
deep neural networks for cross-source CBRSIR (CS-CBRSIR)
in which the inquiry and retrieved images are from different
data sources. Notably, there has been no effective method for
the CS-CBRSIR issue until the proposal of source-invariant
deep hashing convolutional neural networks (SIDHCNNG) [5],
which allow sensing between panchromatic and multispectral
sources. Panchromatic images possess low spectral resolution
but high spatial resolution, while the opposite characterizes
multispectral images. Finding a feature extractor for obtaining
discriminative features from different data sources poses a major
issue in CS-CBRSIR. However, the current methods limit the
retrieval performance due to drastically increasing volume and
complexity of RSBD. Significant intraclass variations make
CBRSIR [5] more complicated (Fig. 1).

Numerous methods, such as distance metric learning [16],
attention mechanism [22], and multitask learning [22], have been
introduced to learn a discriminative metric space and feature
representation in an attempt to solve these limitations. However,
these methods only address the US-CBRSIR problems, and
cannot be effectively extended to CS-CBRSIR as there is a
considerable data drift across sources. This is because data
from panchromatic and multispectral images are heterogeneous.
Specifically, CS-CBRSIR suffers from significant cross-source
hard negatives (D(b, A) < D(a, A)) and large intrasource vari-
ations (D(C, D) < D(C,C")) (Fig. 2). The existing method
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Fig. 2. Large intraclass variations and small interclass dissimilarity caused
by (a) Cross-source and (b) Intrasource variation. The box color represents the
class of the image [5].

cannot simultaneously address cross-source and intrasource
variations.

To address these issues, this study proposes a discriminative
distillation network method for CS-CBRSIR, which exploits the
intrinsic relationship between panchromatic and multispectral
images in a sequential manner. The method adopts the knowl-
edge distillation capability of transferring supervision signal
from one data source to the next. The first step involves the
extraction of discriminative features using a new joint optimiza-
tion configuration (JOC) from the first source. JOC combines
three losses with a batch normalization (BN) layer to address
the issue of intraclass inconsistency and interclass indistinction.
Second, using the guidance of the features and weights from
the first source, features for the second source are extracted.
In the training process, weights of the first network F initialize
the second network G facilitating the transfer of the supervision
signal to network G. Additionally, all the midlevel to high-level
layers in the training of the network G are frozen, while retain-
ing the first source’s high-level semantic features and learning
important low-level features from the second data source. The
features extracted from the first source images through the frozen
network F are taken as the groundtruth for the images from
the second source. Besides, the parameters of low-level layers
are independent in extracting source-specific features in this
two steps distillation network, which successfully addresses the
cross-source issue caused by data drift. This proposed method
aims to make samples with the same label very closely to each
other and samples with different labels separately far apart in
the common feature space for both sources (Fig. 3).

The main contributions of this article can be summarized as
follows.

1) To the best of our knowledge, this is the second study
exploring CS-CBRSIR after [2], which is proposing the
possibility and potential values of CS-CBRSIR. More-
over, the study offers a new framework for transforming
cross-source images into unified-source images for CS-
CBRSIR.

2) The study proposes a cross-source distillation network to
address the problem of CS-CBRSIR. This distillation net-
work successfully solves the challenge of data drift. Addi-
tionally, this is a general model method for CS-CBRSIR
that can be extended to other sources and modalities.

3) To enhance the discriminative power, we design a novel
JOC. By combining JOC and the distillation network, the
intrasource and cross-source variations are simultaneously
solved.
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Fig. 3. Intuition of the proposed method. The ball represents the feature of
multispectral image and the triangle represents the feature of panchromatic
image. The color represents the class of the image [5].

The rest of this article is organized as follows. Section II
presents some published work related to US-CBRSIR, cross-
model retrieval in remote sensing and knowledge distillation.
Our proposed method is presented in Sections III, and IV dis-
plays the experimental results and analysis in detail. Section V
draws some conclusions.

II. RELATED WORK

A. Unified-Source Content-Based Remote Sensing Image
Retrieval (US-CBRSIR)

Designing an effective feature extractor for the US-CBRSIR
stands out as its key challenge. Existing feature extractors can be
divided into three categories based on the feature type: low-level,
midlevel, and high-level feature extractors. The low-level feature
extractors rely on handcrafted features, whose design requires
sufficient domain expertise and engineering skills. This feature
is widely exploited in CBRSIR works. Popular handcrafted
features include global features constituting spectral (colour)
[6], [34], texture [7], [35], shape [8], [36] as well as local
features based on scale invariant feature transform [9], difference
of Gaussian [38], and speeded up robust features [10]. These
low-level features do not efficiently represent highly complex
remote sensing images, which limit the retrieval performance.
On the contrary, midlevel feature extractors produce more dis-
criminative features by aggregating local features, such as bag-
of-words [11], vector of locally aggregated descriptors [12],
and Fisher vector [13] or their variants. Similarly, the features
produced by midlevel feature extractors constitute handcrafted
features. Considering that the same class of remote sensing im-
ages might have different orientations, scales and illuminations,
the midlevel level features are not effective in describing the
rich information of the images accurately. The “semantic gap”
between low-level features and high-level semantic information
make the handcrafted features difficult to express image seman-
tics precisely [39]. Numerous works [14], [15] have attempted
to use the convolutional neural network (CNN) in extracting
highly abstractive and high-level semantic information features,
which have been shown to possess superior performances to
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traditional handcrafted features in CBRSIR in addressing this
difficulty. In [40], the authors conduct the usual training from
scratch. However, remote sensing dataset cannot provide enough
data for CNNs training from scratch. Nevertheless, with the
development of transfer learning, extracting feature from pre-
trained networks directly [17], [18], [52] and fine-tuning of
pre-trained model [19], [47], [51] on massive datasets have been
proven to be more efficient and effective. The targets of remote
sensing images are smaller and more complex compared with
natural images. Of note, this model trained on natural images
cannot be directly used in remote sensing images due to var-
ious adaptability and transferability factors. Numerous studies
propose the acquisition of more discriminative features, [20]
aggregate deep local features [21], and a novel region-wise deep
feature representation for US-CBRSIR. For instance, [22] study
shows the superiority of attention mechanism and multitask
learning on US-CBRSIR tasks. In [23], the author proposed a
deep hashing neural network of solving the issue of large-scale
US-CBRSIR. The semisupervised graph-theoretic method [24]
and region convolution features [37] are used for multilabel
US-CBRSIR. While these methods can address the US-CBRSIR
problems adequately, they cannot be effectively extended to
CS-CBRSIR.

B. Cross-Model Retrieval in Remote Sensing

It is well known that cross-model retrieval has received
widespread attention in recent years. Specially, CS-CBRSIR is
an important branch of cross-modal retrieval in remote sensing.
However, regarding the scarcity of remote sensing databases,
there are only three works about the cross-modal retrieval
problem. These three studies introduce the pioneer cross-modal
retrieval works, allowing the model between remote sensing
images and spoken audio, remote sensing images and sentences
and panchromatic and multispectral images. In [25], the authors
propose a novel deep visual-audio network (DVAN) for the
retrieval of spoken audio and remote sensing image on their own
dataset. This method confirms the feasibility of visual-to-image
retrieval, and presents a new way of image retrieval. However,
the cross-modal retrieval between audio and image differs from
the cross-source retrieval between different images. Remote
sensing image has more semantic information than audio sig-
nal, and these two are not significantly correlated. Thus, the
model cannot be directly applied to CS-CBRSIR. Additionally,
a large-scale benchmark dataset RSICD including various re-
mote sensing images and sentences are presented in [26]. To
describe the remote sensing images with accurate and flexible
sentences, the authors consider some special characteristics such
as scale ambiguity, category ambiguity, and rotation ambiguity
while annotating the sentences in remote sensing captioning. A
comprehensive review of popular caption methods is presented
on their dataset to evaluate the validation. But the structure of
text feature extraction cannot be applied to image features, it is
hard to use this model to solve the CS-CBRSIR task. Based
on deep cross-modal hashing [27], a SIDHCNNs [5] which
contain a series of optimization constraints are proposed for CS-
CBRSIR. While this method loses the exclusive source-specific
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characteristics by using a similar architecture to map image
features from different sources into one common space at one
training stage.

C. Knowledge Distillation

Knowledge distillation involves the transfer of knowledge
from a cumbersome teacher network to a lightweight student
network. This area has been widely studied in recent years. For
instance, [28] proposes that a distillation network compresses
vital information from an already trained teacher network into
a student network. Concerning the RGB and depth cross-model
task, a distillation network constitutes the transfers of knowledge
between RGB and depth images of the same scene [29]. Recent
studies explore different forms of “knowledge.” For example,
[30] indicates that knowledge distillation involves the transfer
of teacher network to student network using gradient-based
and activation-based spatial attention mechanism. Experimental
results demonstrate that the approach significantly improves
performance across several datasets. Unlike the previous knowl-
edge distillation methods, which only regarded the output layer
of a teacher network as the goal of the student’s mimic, [31]
focuses on the frame-per-second matrix generated by the inner
product between features from two layers. Given sufficient initial
weight, the parameter can rapidly reach the global optimum and
improve the performance of a small work. In metric learning, the
transferred knowledge is the cross-sample similarities, and the
“learn to rank” technique is used in metric learning formulation
[32]. This method can be widely used in numerous fields, for in-
stance, image retrieval, face recognition, person re-identification
(Re-id), and image clustering. In recent years, generative ad-
versarial network has made impressive progress. For example,
the application of learning loss approach through conditional
adversarial networks to transfer knowledge from teacher to stu-
dent successfully optimizes the knowledge distillation strategy
[33]. However, these methods are mainly used to solve the prob-
lems of Re-id and data imbalance in natural images. Currently,
none has used knowledge distillation to solve the CS-CBRSIR
problem.

Inspired by these studies, we adopt a cross-source distillation
network into the CS-CBRSIR. Contrary to previously proposed
methods that mainly focused on training the model in a parallel
manner [5], this study’s method aims to train the networks in
a sequential way to protect and explore source-specific features
of panchromatic and multispectral images.

III. PROPOSED METHOD

This section describes the processes of our discriminative
distillation network, including JOC and cross-source knowledge
distillation. Different from existing works in [5], our model is
trained in two stage, thus the training of images from different
sources is performed separately. The main difference is that we
train our model in a sequential manner, not in parallel. The
framework of the proposed method is shown in Fig. 4. First,
Section III-A introduces the discriminative features extracted
from the first source with JOC. Second, the cross-source knowl-
edge distillation is conducted in Section III-B to transfer the
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Fig. 4. Framework of our proposed cross-source distillation network.

knowledge from the first source to the second source, mapping
the feature to the common space.

A. Joint Optimization Configuration (JOC)

The first step of knowledge distillation involves the training
of the single-source network. It constitutes the design of a new
JOC to aid in the extraction of more discriminative features from
single-source images. After that, the network F is frozen for the
second step of training.

Generally, cross-entropy is a commonly used loss function
in multiclassification problems to divide the feature space into
different subspaces by constructing several hyperplanes. The
features of different classes will be distributed in different sub-
spaces. The softmax loss function is presented as

W Fe(i)+byi

Lsott = Zlog S

(D

WJ-T F. (JZ.L )-‘er

where m is size of mini-batch and »n is the number of class.
x; denotes the input image. F.(z;) € R? denotes the network
output before the softmax function, belonging to the y;th class.
W, € R? denotes the jth column of the weights and b € R™ is
the bias term.

Howeyver, the classification task is different from the retrieval
task as the deeply learned features with softmax tend to be
separable rather than discriminative. Therefore, these features
cannot be directly used for retrieval. We construct the triplet
loss [41], to improve the discriminative power of deep features
and enhance the interclass dispersion and intraclass compact-
ness. However, the interclass distance is sometimes smaller than
intraclass due to the particularity of remote sensing image. In
such a semantic space, it is hard to guarantee optimal global
constraints. The convergence speed on solving some problems
with high complexity will be significantly slowed down. We
can combine softmax loss and triplet loss to train the model,
thus enabling the training process to learn more discriminative
features and easier to converge. In the training process, given
an x3 (anchor) of a special class, we ensure that an image from
the same class xf (positive) is closer to the anchor than that of
an image x}' (negative) belonging to any other class. The triplet
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loss is defined as
LTl.iplet:Z[d(Ft( ), Fy (a?)) — d (Fy (2¢) , Fy (x})+ o]
- @)

where Fy(7;) € R? denotes the network output before the BN
layer. d denotes the similarity metric. « is a margin that is
enforced between positive and negative pairs.

Although the combination of triplet loss and softmax loss can
improve the discriminant of the deep learned feature, some short-
comings cannot be neglected. Triplet loss considers only the
difference between d(Fy(z%), Fy(a?)) and d(Fy(z$), Fi(xl)),
while totally ignoring the absolute values. The trlplet loss is
determined by two classes of images sampled randomly. It is
hard to ensure that d(F;(z¢), Fy(2?)) < d(Fy(xf), Fy(z})) is
maintained throughout the training process.

Center loss [42], aims at learning a center of each class
and minimize the distances between the features and their cor-
responding class centers simultaneously. The combination of
center loss and triplet loss make up for the drawbacks of only
employing triplet loss. The center loss function is given in (3)

1 m
S IF @)
1=1

where ¢,, € R? denotes the y; th class center of deep feature.
The JOC totally includes three losses as follow:

LCenter = — Cy, ||§ (3)

LTotal - LSoft + LTriplet + )"LCenter (4)

where A is hyperparameter, balancing weight of center loss.

Finally, with JOC, the interclass differences are enlarged,
while the intraclass variations are reduced. Besides, we add a
BN layer after features. The extracted feature F;} is transformed
into the normalized feature F; after passing through the BN layer.
To compute softmax loss, and center loss and triplet loss in the
training process, F; and F; are used, respectively. Normalization
makes each dimension of F; more balanced. The features are
likely to have a Gaussian distribution with the aim of making
the softmax loss easier to converge. Besides, the introduction of
the BN layer significantly reduces the constraints of the softmax
loss and makes the triplet loss easier to converge, simultaneously.
This is mainly because BN force the more biased distribution
back to the standard distribution, so that the input value falls in
the area where the nonlinear function is more sensitive to input.
In this way, small change of input leads to large changes in the
loss function. Furthermore, it keeps the feature distribution of
the same class compact by normalizing layer input.

B. Cross-Source Knowledge Distillation

This step involves the extraction of features on the cross-
source images through the distillation network. The weight of
the network F is transferred to the network G which is dedicated
to the second source. Additionally, the low-level features for
panchromatic and multispectral image that are most informative
for this task are distinct. Hence, the weights of the network are
frozen from the midlevel layer to the high-level layers. This
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retains the high-level semantic features from the first source,
while the second network learns the meaningful low-level fea-
tures from the second source. Meanwhile, the higher layers are
fixed as network still needs to map its input to a particular output
representation, namely the common feature space established
during training the first network. In this way, we end up with
two networks, in which the lower layers extract source-specific
features, and the higher layers map to the common feature space
to enable cross-source retrieval.

We utilize images x$! from the first source and z$? from the
second source in training the distillation network. The purpose
of this training is to make the first source’s images 25! with label
y as close to the second source’s images x52 with label y in the
feature space. The features extracted from the first source images
through the frozen network F are taken as the groundtruth for
the second source’s images. At the same time, the distillation
network G is trained using the second source’s images. Using
the mean squared error (MSE) loss between the features of paired
images F'(x$1) and G (z5?), the feature of two sources is mapped
into a common space. MSE loss is defined as

Luse = Y_||G (a5) — F (=) 5)
i=1

IV. EXPERIMENTS AND ANALYSIS

To verify the effectiveness of our method, an extensive series
of experiments has been considered to validate the proposed
discriminative distillation network. Section IV-A introduces the
experimental setup and evaluation criteria; the effectiveness of
proposed JOC is verified in Section IV-B; Section IV-C presents
the validity of knowledge distillation with JOC; Section IV-D
analyzes the impacts of parameter A and frozen layers on the
results with the cross-source retrieval; and Section IV-E presents
the comparison results with some baselines.

A. Experimental Setup

Experiments are performed on the only publicly available
CS-CBRSIR datasets DSRSID [5]. The dataset comprises a
great quantity of pairs of panchromatic and multispectral images
which are acquired by GF-1 multispectral sensors and GF-1
panchromatic sensors, respectively. DSRSID includes 80000
pairs of multisource images of eight classes, including aquafarm,
cloud, forest, high building, low building, farm land, river, and
water. Each class of image contains 10 000 pairs of multisource
images. The image size of multispectral image is 64 x 64
with a resolution of 8 m, and the number of spectral channels
is 4. While the image size of panchromatic image is 256 x
256 with a spatial resolution of 2 m, the number of spectral
channels is only 1. Some pairs of examples from the DSRSID
[5] are visually shown in Fig. 5. In this study’s experiments,
DSRSID is split into two subsets for constructing the training
set Dyain = {(P5, My, L;)|i = 1,2,..., N} and the testing set
Drest = {(P;, M;, L;)|i = 1,2,...,Q}, where P; denotes the
panchromatic image, M; denotes the multispectral image, and
L is the image’s label. N is the volume of the training data set,
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Low building Farm land River Water
Fig. 5. Examples from DSRSID [5].
TABLE 1
ARCHITECTURE OF DISTILLATION NETWORK
Layer Output
y . P 18-layer 50-layer
name S1ze
Convl 128*128 7*7, 64, stride2
3*3 maxpool, stride2
[1*1,64 |
* 3*3,64
Conv2 64*64 9 3%3.64 |*3
3%3,64
| 1%1,256
. [1%1,128 |
3*3,128
* ’ *) 3%3,128 [*4
Conv3 32*32 3*3,128} ,
- 141,512 |
_ [1%1,256
3%*3,256
* ’ * 3*3,256 |*6
Conv4 16*16 3*3,256}
- | 11,1024
[1%1,512
3*3,512
* ’ *) 3%3,512 |*3
Convb 8*8 {3*3,512} ,
| 11,2048
11 Global average pool
Ft 1*1 512 2048
Fi 1*1 512 2048

and Q is the volume of the testing data set. N and Q are set to
75 000 and 5000, respectively.

In the experiment, the Euclidean distance is used for the
similarity measure during the retrieval stage. The channel of a
panchromatic image is copied into four input channels to create
a 4-channel image, similar to multispectral. Each panchromatic
image is resized into 256 x 256 pixels. The shallower network,
Resnet18 [44], and a deeper network, Resnet50 [4] are chosen
as the feature extractors. The architecture of our distillation
network is provided in Table I. The Adam optimizer with a
learning rate of 0.001 and batch size of 128 and 32 for Resnet18
and Resnet50, are considered, respectively. The margin a of
triplet loss is set to 0.3. For quantitative evaluation, the precision
at k (k is the number of returned images) is reported along with
the mean average precision (mAP).
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TABLE II
QUANTIFYING THE EFFECTIVE OF DIFFERENT OPTIMIZATION CONFIGURATIONS ON MUL RETRIEVAL TASK

Feature Loss Pel  P@3000 P@8000  mAP
Extractor

Softmax 0.9157  0.8503 0.7820 0.8142
Triplet 0.9412 0.9108 0.8839 0.9012

Resnet18 .
Triplet+Softmax 0.9715 0.9417  0.9128 0.9613
Triplet+Center+Softmax 0.9920 0.9813 0.9872 0.9898
Softmax 0.9215 0.9367  0.8100 0.8421
Resnet50 Triplet 0.9572 0.9498 0.9023 0.9314
Triplet+Softmax 0.9813 0.9802 0.9698 0.9713
Triplet+Center+Softmax 0.9954 0.9901 0.9958 0.9917

TABLE IIT

QUANTIFYING THE EFFECTIVE OF DIFFERENT OPTIMIZATION CONFIGURATIONS ON PAN RETRIEVAL TASK

Feature

Loss Pal P@3000 P@8000 mAP

Extractor
Softmax 0.8836  0.8325  0.7328  0.7979
Resnet18 Triplet 0.9021 0.8612  0.8319  0.8529
Triplet+Softmax 0.9417  0.9208  0.9036  0.9206
Triplet+Center+Softmax 0.9813 0.9725 0.9802 0.9762
Softmax 09013  0.9215  0.7831 0.8210
Resnet50 Triplet 09123 09218  0.8563  0.8792
Triplet+Softmax 09762  0.9692  0.9431 0.9643
Triplet+Center+Softmax 0.9802 0.9903 0.9810 0.9892

B. Effective of Joint Optimization Configuration (JOC)

For performance evaluation with individual sources (MUL
and PAN separately), several neural network optimizations have
been investigated. Since this section intends to intuitively verify
whether our method can help to extract more discriminative
features on single-source images, four major optimization con-
figurations are considered: only the adoption of softmax loss;
only the adoption of triplet loss; the combination of triplet and
softmax loss; and the combination of triplet, center and softmax
loss. These four optimizations are compared and the correspond-
ing results evaluated further on two single-source retrieval tasks.
Under these different optimization configurations, the proposed
method achieves the best performance under the same network
architecture for two single-source retrieval tasks (Tables II and
IIT). The performance shows that training with JOC improves
the discrimination of learned features for two sources. In cases
of similar optimization configurations, the results improve as
the network deepens. Additionally, the results imply that multi-
spectral retrieval task is relatively superior to the panchromatic
retrieval task. This is because, in addition to focusing on the
panchromatic images’ spatial details, the method also makes
full use of the existing information, including spectral details in
the multispectral images.

Furthermore, under the same network architecture, Resnet50,
the feature distributions under various optimization configura-
tions are visualized by the method of t-distributed stochastic

neighbor embedding (t-SNE) [43] (Fig. 6). This intuitively ex-
hibits the feature distributions of the multispectral and panchro-
matic images under softmax loss, triplet loss, triplet loss with
softmax loss, the combination of softmax loss, triplet loss and
center loss, respectively. The distribution of the same class in
Fig. 6(d) and (h) is more compact and its features relatively sep-
arable compared with Fig. 6(a)-(g). In conclusion, the features
trained under proposed optimization configuration are more dis-
criminative since its more dispersed interclass and more compact
intraclass on two single-source retrieval tasks. This verifies that
training with JOC solves significant intrasource variations.

C. Validity Analysis of Knowledge Distillation With JOC

The networks for single-source were analyzed in the previous
I'V-B section. These networks correspond to the training of the
cross-source distillation. The purpose of the distillation network
designed in this study is to extract discriminative features of
cross-source images, but those with similar labels should be
close to each other in the feature space, while images with
different labels should be distinctively placed.

Tables IV and V show the results of the distillation networks
trained on the cross-source retrieval tasks between multispectral
and panchromatic images. Unlike single-source retrieval, the
image source of query is totally different from the image source
of gallery on cross-source retrieval. Results are shown for the
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Fig. 6.

()

(d) MUL, Triplet+Center+Softmax. (e) PAN, Softmax. (f) PAN, Triplet. (g) PAN, Triplet4Softmax. (h) PAN, Triplet4-Center+Softmax.

TABLE IV
QUANTIFYING THE EFFECTIVE OF DIFFERENT OPTIMIZATION CONFIGURATIONS ON MUL->PAN RETRIEVAL TASK

Feature

Loss Pel P@3000 P@8000 mAP

Extractor
Softmax 0.9032 0.8479 0.7718 0.8069
Resnet18 Triplet 0.9392 0.9012 0.8617 0.8998
Triplet+Softmax 0.9702 0.9368 0.9019 0.9589
Triplet+Center+Softmax 0.9897 0.9698 0.9786 0.9701
Softmax 0.9160 0.9294 0.8026 0.8375
Resnet50 Triplet 0.9478 0.9302 0.8901 0.9085
Triplet+Softmax 0.9787 0.9786 0.9637 0.9686
Triplet+Center+Softmax 0.9898 0.9798 0.9714 0.9811

TABLE V

QUANTIFYING THE EFFECTIVE OF DIFFERENT OPTIMIZATION CONFIGURATIONS ON PAN -> MUL RETRIEVAL TASK

Feature

Loss Pa1 P@3000 P@8000 mAP

Extractor
Softmax 0.8713 0.8247 0.7295 0.7902
Resnet18 Triplet 0.8819 0.8601 0.8231 0.8400
Triplet+Softmax 0.9312 0.9076 0.8893 0.9167
Triplet+Center+Softmax 0.9769 0.9658 0.9601 0.9679
Softmax 0.8902 0.9146 0.7789 0.8106
Resnet50 Triplet 0.9011 0.9214 0.8491 0.8682
Triplet+Softmax 0.9689 0.9601 0.9315 0.9568
Triplet+Center+Softmax 0.9781 0.9875 0.9702 0.9798

Feature visualization of the learned features on different single-source retrieval tasks: (a) MUL, Softmax. (b) MUL, Triplet. (¢) MUL, Triplet4Softmax.
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Fig. 7.

Feature visualization of the learned features on different single-source retrieval tasks: (a) MUL->PAN, Softmax. (b) MUL->PAN, Triplet. (¢) MUL->PAN,

Triplet+Softmax. (d) MUL->PAN, Triplet+Center+Softmax. (¢) PAN -> MUL, Softmax. (f) PAN -> MUL, Triplet. (g) PAN -> MUL, Triplet+Softmax.

(h) PAN -> MUL, Triplet+Center+Softmax.

two feature extractor architectures Resnet18 and Resnet50 with
four optimization configurations. Compared with the results on
the single-source retrieval, distillation network’s results decline
slightly on the two cross-source retrieval tasks. Therefore, the
trained distillation network significantly retains the high-level
semantic features from the first source as well as learns the
meaningful low-level features from the second source (Tables
IV and V). Based on JOC’s superiority, the proposed method
could achieve the best performance under the same network
architecture. The accuracy of transferring from multispectral
images to panchromatic images is slightly higher than from
panchromatic images to multispectral images. Furthermore, the
feature distributions acquired on two cross-source datasets are
visualized by the method of t-SNE [43] (Fig. 7), which intuitively
shows that the problem of data drift is further solved using
distillation network.

D. Parameter Analysis

In this section, experiments are conducted to illustrate the
effect of parameter A on the performance of the proposed
method. Tables VI and VII show the results of two network
architectures with different hyperparameters A on multispectral
and panchromatic images, respectively. In the experiments, the
parameter A is set to 0.00005, 0.0005, 0.005, 0.05, and 0.5. The
optimal performance is acquired when X is set to 0.0005 on
multispectral retrieval task and A is set to 0.005 on panchromatic
retrieval task. The performance decreases sharply as A continues
to increase. With an appropriate A, the discriminative power of

deep features is significantly enhanced. Therefore, the proposed
method significantly improves discriminative power of deeply
learned features.

As mentioned above, A is an important parameter involved
with performance of single-source retrieval task. Thus, we focus
on the analysis the effect of parameter on the cross-source
retrieval tasks. More specifically, Tables VIII and IX report
the results of different network architectures with different A
on cross-source MUL—PAN retrieval task and cross-source
PAN—MUL retrieval task, respectively. It is clear that the best
performance is acquired when A is set to 0.0005 on MUL—PAN
retrieval task and A is set to 0.005 on PAN—MUL retrieval task.
Similar to single-source retrieval tasks, the discriminative power
of deep features can be significantly enhanced with proper X.

The parameter experiments are conducted on different mar-
gins «v in (2) for different retrieval tasks (Fig. 8). It can be seen
that the best mAP value is achieved when the « is set to 0.3, and
the results becomes lower with the « increases. This is mainly
because the large margin makes the triplet loss maintain a large
value, making it less likely to approach 0. And a small margin
makes the triplet loss easy to approach 0; the trained feature does
not have a good discrimination ability. Therefore, it is crucial to
set a reasonable margin value.

Besides, the cross-source distillation method is highly depen-
dent on the successful knowledge transfer from MUL—PAN or
PAN—MUL. We evaluated the influence on network accuracy
in the cross-source tasks with varying components for knowl-
edge transfer to gain more insights into this transfer. Tables X
and XI, and Fig. 9 show the impact of freezing of different
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TABLE VI

QUANTIFYING THE EFFECTIVE OF DIFFERENT LAMBDA ON MUL RETRIEVAL TASK

Feature lambda Pel P@3000 P@8000 mAP

Extractor
A=0.5 0.6456 0.6068 0.5747 0.5921
1=0.05 0.7154 0.7258 0.6746 0.6948

Resnet18 4=0.005 0.8109 0.7769 0.7001 0.7696
A=0.0005 0.9920 0.9813 0.9872 0.9898
1=0.00005 0.9786 0.9734 0.9758 0.9762
A=0.5 0.6618 0.6190 0.5918 0.6029

Resnet50 1=0.05 0.7319 0.7469 0.6913 0.7189
4=0.005 0.8210 0.7913 0.7321 0.7814
4=0.0005 0.9954 0.9901 0.9958 0.9917
2=0.00005 0.9803 0.9832 0.9799 0.9801

TABLE VII
QUANTIFYING THE EFFECTIVE OF DIFFERENT LAMBDA ON PAN RETRIEVAL TASK
Feature lambda Pel P@3000 P@8000 mAP

Extractor
2=0.5 0.6402 0.5766 0.5002 0.5649
1=0.05 0.7016 0.7365 0.6299 0.6731

Resnet18 2=0.005 0.9813 0.9725 0.9802 0.9762
4=0.0005 0.9532 0.9508 0.9628 0.9545
4=0.00005 0.9387 0.9412 0.9456 0.9398
4=0.5 0.6549 0.5813 0.5210 0.5713
1=0.05 0.7135 0.7428 0.6456 0.6987

Resnet50 2=0.005 0.9802 0.9903 0.9810 0.9892
4=0.0005 0.9825 0.9834 0.9769 0.9815
A=0.00005 0.9707 0.9799 0.9734 0.9786

TABLE VIII
QUANTIFYING THE EFFECTIVE OF DIFFERENT LAMBDA ON MUL ->PAN RETRIEVAL TASK

Ei‘i:;‘::; lambda Pa@l P@3000 P@8000 mAP
A=0.5 0.6234 0.5825 0.5467 0.5658
1=0.05 0.7856 0.7023 0.6456 0.6692

Resnet18 24=0.005 0.7789 0.7532 0.7692 0.7669
4=0.0005 0.9897 0.9698 0.9786 0.9701
2=0.00005 0.9578 0.9412 0.9489 0.9598
2=0.5 0.6487 0.6023 0.5758 0.5902
A1=0.05 0.7102 0.7268 0.6757 0.7021

Resnet50 2=0.005 0.8021 0.7534 0.7213 0.7611
4=0.0005 0.9898 0.9798 0.9714 0.9811
A=0.00005 0.9769 0.9821 0.9349 0.9719
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TABLE IX
QUANTIFYING THE EFFECTIVE OF DIFFERENT LAMBDA ON PAN->MUL RETRIEVAL TASK

Eii:;‘:tr:r lambda Pel P@3000 P@8000 mAP
A=0.5 0.6315 0.5514 0.4797 0.5218
A4=0.05 0.6845 0.7129 0.6108 0.6431
Resnet18 A=0.005 0.9769 0.9658 0.9601 0.9679
A=0.0005 0.9421 0.9316 0.9443 0.9417
2=0.00005 0.9290 0.9208 0.9213 0.9202
A=0.5 0.6421 0.5523 0.5108 0.5416
A4=0.05 0.7026 0.7234 0.6063 0.6762
Resnet50 A=0.005 0.9781 0.9875 0.9702 0.9798
2=0.0005 0.9778 0.9713 0.9782 0.9745
2=0.00005 0.9633 0.9625 0.9587 0.9613

PAN->MUL - MUL->PAN

Fig. 8. Quantifying the effects of different margin for different tasks: (a) the model with different margin on MUL retrieval task, (b) The model with different
margin on PAN retrieval task, (a) the model with different margin on PAN->MUL retrieval task, (b) The model with different margin on MUL->PAN retrieval

task.

TABLE X
QUANTIFYING THE EFFECTIVE OF DIFFERENT CONV. LAYER ON MUL->PAN RETRIEVAL TASK

Feature

Extractor Frozen Pal P@3000 P@8000 mAP
Conv1-Convb 0.6218 0.6913 0.6915 0.6334
Conv2-Convb 0.8632 0.8215 0.8931 0.8692

Resnet18 Conv3-Convb 0.9897 0.9698 0.9786 0.9701
Conv4-Convb 0.9013 0.9402 0.9310 0.9568

Conv5 0.7881 0.8003 0.7802 0.7987
Conv1-Conv5b 0.7013 0.7624 0.7814 0.7132
Conv2-Convb 0.9231 0.9019 0.9513 0.9421

Resnet50 Conv3-Convb 0.9898 0.9798 0.9714 0.9811

Conv4-Convb 0.9323 0.9443 0.9665 0.9611
Convb 0.8469 0.8021 0.8210 0.8243

layer on the cross-source retrieval tasks. The performance of
this method is very sensitive with the frozen layer from the
study’s results. Freezing the Conv1-Conv5 layers or Conv2-
Conv5 layers, makes learning of some rich features on another
new sources difficult. Furthermore, freezing the Conv4-Conv5
layers or Conv5 layers, makes the retaining of the high-level
semantic features of the sources that have already been trained

difficult. However, freezing of Conv3-ConvS5 layer gives optimal
results.

To verify the robustness of the proposed model for different
similarity measures, results of two features with four similarity
indicators in [50] are presented. The Euclidean distance Q g,
mean absolute error (MAE) Qniag, cosine coefficients (o5 and
correlation coefficient (CC) Q¢ are introduced. In Table XII,
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TABLE XI
QUANTIFYING THE EFFECTIVE OF DIFFERENT CONV. LAYER ON PAN->MUL RETRIEVAL TASK

Eiet::::sr Frozen Pe1 P@3000 P@8000 mAP
Convl-Convs 0.6913 0.6216 0.6021 0.6122

Resnetl8  Conv2-Conv5 0.8732 0.8205 0.8813 0.8152
Conv3-Convs 0.9769 0.9658 0.9601 0.9679
Conv4-Conv5 0.9678 0.9721 0.9032 0.9445

Conv5 0.8413 0.8210 0.7971 0.8111

Convl-Conv5 0.6675 0.6841 0.6810 0.6921
Conv2-Convs 0.8196 0.8632 0.8332 0.8546

Resnet50 Conv3-Convs 0.9781 0.9875 0.9702 0.9798
Conv4-Conv5 0.9210 0.9515 0.9616 0.9412

Conv5 0.8032 0.8321 0.8018 0.8213

Cross-source MUL-PAN Cross-source MUL-PAN

/) —e— mAP
// —<— p@8000
—&— p@3000

—— p@1

Fig. 9.

Cross-source PAN-MUL Cross-source PAN-MUL

- mAP
—+ p@8000
—— p@3000
—— p@l

Comparisons in mAP, P@1, P@3000 and P@8000 for different tasks. (a) Comparisons with different Conv. Layer on MUL—PAN retrieval task.

(b) Comparisons with different Conv. Layer on MUL—PAN retrieval task. (c) Comparisons with different Conv. Layer on PAN—MUL retrieval task. (d) Comparisons

with different Conv. Layer on PAN—MUL retrieval task.

TABLE XII
MAP VALUES OF TWO FEATURES UNDER DIFFERENT INDICATORS

Feature Indicators MUL PAN MUL-> PAN PAN > MUL

Qs 0.9702 0.9631 0.9608 0.9601

Ft Quiae 0.9712 0.9645 0.9611 0.9606
Qeos 0.9903 0.9854 0.9809 0.9801

Qcc 0.9813 0.9779 0.9782 0.9715

Qg 0.9917 0.9892 0.9811 0.9798

Fi Quiae 0.9909 0.9884 0.9806 0.9794
Qeos 0.9921 0.9898 0.9817 0.9802

Qcc 0.9915 0.9886 0.9807 0.9795

three losses constrain the same feature Ft, while Fi is only
constrained by softmax loss by adding the BN layer. It can be
seen that the results are imbalanced for Ft, and Qs yields better
results than other indicators. Notably, the performance of Fi is
comparable and close. This is mainly because different goals of
softmax loss and triplet loss limit the optimization of this model,
and the constraint is largely reduced by addition of the BN layer.

E. Comparison With Several Baselines

By comparing the optimal results of the proposed method
with SIDHCNN s and several baselines from [5], we demonstrate
its superiority. The experiments are conducted under the same

experimental setups as SIDHCNNs. With the proposed distil-
lation network, any architecture network can be chosen as the
feature extractor. In this study, the shallower network, Resnet18,
and a deeper network, resnet50 are adopted and combined with
proposed distillation network to solve the CS-CBRSIR task
and compared with baselines. The hyperparameter A is set to
0.0005 on MUL—PAN retrieval task and A is set to 0.005 on
PAN—MUL retrieval task, and the freezing layer to Conv3-
ConvS5 as discussed above.

We summarize the mAP values of various methods in
Table XIII. Distillation_Res18 denotes the proposed method
with the architecture network Resnet18, and Distillation_Res50
denotes the method with the architecture network Resnet50.
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TABLE XIII TABLE XIV
COMPARISON OF MAP UNDER DIFFERENT METHODS COMPARISON OF MAP UNDER DIFFERENT INDICATORS
Methods PAN—-MUL MUL—-PAN Feature Indicators MUL-> PAN PAN -> MUL
CCA [45] 0.1502 0.1505 Qp 0.9789 0.9643
SCM [46] 0.3767 03871 SIDHCNNs Quiae 0.9603 0.9582
1=32) [5
DVAN[25] 0.7162 0.7195 (52)[] Qeos 0.9018 0.8973
One-Stream([48] 0.7812 0.7903 Qcc 0.9102 0.9087
Two-Stream[48] 0.7645 0.7682 Qe 0.9811 0.9798
Zero-Padding[48] 0.8031 0.8065 Distillation Qe 0.9806 0.9794
_Res50 Qs 0.9817 0.9802
TONE[49] 0.7823 0.7894
Qcc 0.9807 0.9795
TONE+HCML[49] 0.8216 0.8301
SIDHCNNS(I=8) [5] 0.9473 0.9668
SIDHCNNs(1=16) [5] 0.9552 0.9725 to constrain two different feature layers separately with a BN
SIDHCNNSs(/=32) [5] 0.9643 0.9789 layer. The results obtained are close and stable demonstrating
Distillation_Res18 0.9697 0.9701 the robustness of our method.
Distillation_Res50 0.9798 0.9811

The different / in method SIDHCNNs denotes the length of
hashing feature code. The table list, the CCA [45] and SCM [46]
adopt the handcrafted features, while other methods adopt deep
features. From the comparisons, the handcrafted features result
into unsatisfactory performance in both of the two cross-source
retrieval tasks. This is because the representation ability of
handcrafted feature cannot effectively represent the rich seman-
tic information on CS-CBRSIR task. Notably, the DAVN [25]
significantly outperforms the approaches based on handcrafted
features. However, the DAVN provides a solution for the
retrieval of spoken audio and remote sensing image, which
is not effective enough to solve the problem of CS-CBRSIR.
The architecture of feature learning method (one-stream [48],
two-stream [48] and zero-padding [48]) and metric learning
method (TONE [49] and TONE+HCML [49]) has the ability
to capture the source-specific information; but the purpose of
these methods is to solve cross-model problem in nature scene.
The complexity of CS-CBRSIR task limits the effectiveness of
these methods. Compared to the methods in [5] the proposed
Distillation_Res18 yields comparable or even better results on
PAN—MUL retrieval task. The Distillation_Res50 described
in this study achieve optimal retrieval performance on both
PAN—MUL and MUL—PAN retrieval tasks.

Besides, as one of the core issues in CBRSIR, similarity
measure influences the performance of retrieval. We compare
our method with the best results of the method in [5] with
different similarity indicators in [50]. As shown in Table XIV,
when Qg and Qyap indicators are compared with (o5 and
Qcc indicators, the mAP values of SIDHCNNSs (I = 32) [5]
decrease significantly for Q..s and Qc¢ indicators. This is
mainly because four optimization constraints are designed in the
final fully convolutional layer in the SIDHCNNS (/ = 32), which
only optimizes the Euclidean distances, but does not address
the cosine distances in the feature space. To obtain more dis-
criminative features, three losses are introduced in our method

V. CONCLUSION

In this article, we have proposed a novel cross-source distil-
lation network for CS-CBRSIR. To our knowledge, this is the
first work to solve the problem of CS-CBRSIR using knowledge
distillation. In the proposed method, the feature extractor with
the JOC, is employed to extract rich semantic information from
the first sources. Afterward, the learned features of the first
source are dedicated to the second source. In the training of
the second source, all the midlevel to high-level layers are
frozen, which retains the high-level semantic features from the
first source and learns important low-level features from the
second source. The performance of the proposed method is
tested through a detailed ablation study was conducted on the
only public dataset DSRSID. The results demonstrate that the
performance proposed method is satisfactory.

Table XIII shows that the proposed method achieves high
value on CS-CBRSIR task. This method requires further im-
provement given that its performance is tested on the only public
dataset DSRSID which is relatively simple. Future works should
explore the performance of this method on more challenging
dataset.
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