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Abstract—Active millimeter-wave imaging systems using
complex-valued self-organizing map (CSOM) have potentially
wide applications in moving-target imaging by acquiring and
classifying complex textures. However, interference in the
coherent observation causes harmful effects such as amplitude
fluctuation and phase distortion, resulting in the deterioration
of the visualization quality achieved by the CSOM. In this
article, we propose the introduction of feature refinement using
a complex-valued auto-encoder (AE) into the feature extraction
process of our imaging system to suppress these effects. We show
that the complex-valued AE is extremely useful for extracting
features appropriately even under such adverse influences, and
improves the clustering performance. We also experimentally
investigate the influence of the number of hidden-layer neurons on
the AE performance to discuss the robustness of our system.

Index Terms—Auto-encoder (AE), complex-valued neural
network, millimeter-wave imaging, security, self-organizing map
(SOM).

I. INTRODUCTION

ANY engineering fields employ various imaging tech-
M niques to obtain physical information on targets. Most
imaging systems assume that a person looks at the output
images to identify included targets [1]. For this purpose, it is
necessary to represent the features of objects more precisely and
clearly. Thus, research has focused on enhancing the resolution
and signal-to-noise ratio (SNR). However, such measures of
enhancement are limited by the increase in the cost of equipment
and physical restrictions of sensor structures. In addition, simple
improvement of the resolution causes the growth of the amount
of data to be processed and leads to an increase in the processing
time.

Human perception has a high ability in visual completion
and noise suppression. Therefore, it is possible for us to iden-
tify objects and read characters even in low-resolution and/or
high-noise images. Neural network systems, which mimic such
superior cognitive functions, show a capability in compensating
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for a lack in an image to identify objects on the basis of features.
It is also possible for such systems to realize higher functions by
using or adding information that cannot be originally perceived
by human beings, namely, phase and polarization. In the use
of phase information in addition to signal intensity, there is an
approach to treat the signals in the complex domain with neural
networks extended to complex representations. For example,
there are studies on classifying complex data observed by space-
borne synthetic aperture radars (SARs) with complex-valued
neural networks [2], [3].

Our group has also proposed neural networks that utilize
phase information, in addition to the signal intensity (amplitude)
obtained in coherent measurement by using complex-valued
convolutional neural networks, for SAR data structurization
[4]-[6]. In other words, we introduced adaptive discrimination
neural networks that learn the local complex texture (phase and
amplitude) as a local distinction feature [7], [8]. By introducing
the phase information, we can obtain the transmission/reflection
characteristics of a target substance as well as its distance. By
evaluating the complex amplitude locally, we can estimate 3-D
local unevenness and/or demonstrate high compensation ability
[9]. Using complex-valued neural networks, we can propose
various techniques that work better than conventional methods
to distinguish targets from their silhouettes and/or the fine texture
of objects, even in low-resolution and low-SNR observations.

Recently, we have proposed an imaging system using mil-
limeter wave as the sensing medium [10]. Millimeter wave is
an electromagnetic wave whose wavelength is on the order of
millimeters, as its name implies. Millimeter wave is used for
both active and passive imaging because of its high rectilinearity
and its frequency lying in the blackbody-radiation band at room
temperature [11], [12]. A millimeter wave also has high trans-
parency in various dielectric materials such as plastics, clothing,
and paper. Thus, it is also used for whole-body scanners that
detect weapons hidden under clothes at airports [1]. The same
function is realizable with a backscatter X-ray inspection device
[13], but millimeter-wave systems have the major advantage of
safety for the human body.

However, both types of systems require a long scanning
time in which a target person should stay still. This becomes
a problem when we expand the application to a situation, where
more people need to be processed, such as a station ticket gate.
Therefore, systems for measuring moving pedestrians have been
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Fig. 1. Total flowchart of scattering acquisition and data processing [18].
developed. For example, there are studies of using W-band
radar [14], using UWB Doppler radar [15], etc. However, these
systems have the disadvantage that the resolution is lower than
that of systems for stationary objects.

The system we proposed [10] solves this problem by in-
troducing a neural network to adaptively identify the complex
textures from low-resolution data. This elimination of necessity
to acquire high-resolution data can also solve privacy problems.
For pedestrian applications and on-vehicle use, we have de-
veloped a prototype real-time imaging system composed of a
millimeter-wave active radar part for capturing moving objects
that pass in front of an array antenna, and a processing part
to identify targets by using a complex-valued self-organizing
map (CSOM). We have evaluated its basic performance [16].
We have also examined in detail the effect of parameters in the
system configuration and image processing on the visualization
accuracy, and analyzed how to improve the accuracy [17]. We
also reported the improvement of the clustering performance of
the CSOM for distinguishing targets as a result of introducing a
complex-valued auto-encoder (AE) in the process of extracting
the complex texture of a local region [18].

In this article, we systematically investigate in detail the fea-
ture refinement using the complex-valued AE by focusing on the
number of hidden-layer neurons of the AE, which determines the
dimension of the refined features. Our system performs coherent
millimeter-wave imaging. Coherent imaging is susceptible to
adverse effects of interference in the measurement and suffers
from amplitude fluctuation and phase distortion. These effects
are particularly serious in measurements of moving objects.
The AE is useful for extracting appropriate features under such
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harmful effects. We show that the AE is extremely effective for
millimeter-wave active imaging when the number of hidden-
layer neurons is set appropriately.

This article is constructed as follows. Section II outlines
the system construction and the total processing flow. Sec-
tion III explains how the system captures coherent image data.
Section IV details the AE in our imaging system. Section V
describes the feature refinement in the AE. Section VI presents
adaptive imaging results. Then, we discuss the relationship
between the number of the hidden-layer neurons and the degree
of independence among the neuron weights in Section VII.
Section VIII concludes this article.

II. SYSTEM CONSTRUCTION FOR LOCAL TEXTURE
CLASSIFICATION BY CSOM

We use a complex-valued neural network to handle phase
and amplitude data obtained by coherent measurement. In our
system, we use a CSOM, which is a complex-valued version
of a self-organizing map (SOM). A CSOM s effective in
ground-penetrating radar systems, which visualize landmines
and/or other targets buried underground [9], [19], [20]. We use
aring CSOM, whose network configuration is a ring, to project
feature-vector similarity in 1-D space.

The processing flow is shown in Fig. 1. First, coherent mea-
surements are made at several modulation frequencies (f,).
Obtained data at each modulation frequency has amplitude and
phase components as shown in the upper right part of Fig. 1.
Feature vectors K are extracted from this data. The feature
extraction method is described in detail in the next paragraph.
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Fig. 2. Spatial and frequency domain correlation feature extraction in local
window [17].

In our conventional system [17], we feed the extracted feature
vectors K directly to the CSOM to perform self-organization
and classification. In this study, we introduce a feature refine-
ment module, namely, a complex-valued AE, before feeding the
refined feature vectors to the CSOM. Then, a segmented image
as shown in the lower right part of Fig. 1 is obtained by assigning
colors corresponding to the CSOM classes to appropriate pixels.
We obtain a set of 3-D data, namely, two spatial dimensions
and one frequency dimension, by modulation-frequency stepped
observation. We extract feature vectors by calculating correla-
tions among pixels in a local window as shown in Fig. 2. The
extraction procedure is as follows.
1) Cutoutalocal window of L x T size (L,T: window size).
2) Construct a feature vector K by averaging M, the spatial
correlation K (7, ), and the interfrequency correlation
K(f,) calculated with (2)—(4) as follows:

K = [M KS(O,O) Ks(ov]-) Ks(]-?()) Ks(]-v 1)

x Kp(f1). . Ki(fn,1)] " (1)
L T Ny
2(l,t, fn) 2)
LTNf;;;
L—iT—j Ny

Z*(latvfn)z(l+i7t+j7fn) (7‘7] € {0’1})
3

L T
fn - ZZZ* l t fn l t fn—i—l) (4)

l:l t=1

where z(l, ¢, f,,) is the complex amplitude measured at antenna
[, time ¢, and modulation frequency f,, which is normalized
such that 0 < |z] < 1; z* stands for complex conjugate of z;
and Ny is the total number of modulation frequency points. The
feature vectors are composed of one complex mean, four spatial
correlations, and (IN; — 1) interfrequency correlations. That is,
the feature vectors have (/N + 4) dimensions.
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III. COHERENT OBSERVATION

The coherent image data for classification is obtained using
our prototype millimeter-wave active radar unit shown in Figs. 3
and 4 [10], [16], [17]. Fig. 3 shows a schematic diagram of
the signal processing flow, and Fig. 4 is a photo of the front
end including the transmitting horn antenna and the 16-parallel
receiving antenna elements. The unit has an array of 16 par-
allel receiving elements composed of bulk linear tapered slot
antennas (bulk LTSAs) [20], [21]. We use a millimeter wave
whose amplitude is modulated by a sine wave of approximately
900 MHz to realize active illumination. The wave scattered by
targets is received by aligned antenna elements. Each bulk-LTSA
is directly connected to an envelope detector circuit, which de-
tects the envelope of the received signal immediately. Then, the
~900 MHz signal is homodyne-detected with a local oscillator
and an in-phase/quadrature-phase mixer (IQ-mixer). This EPD
minimizes the circuit to handle millimeter wave directly, and
reduces the cost of circuit design. In addition, we can utilize the
phase information corresponding to the modulation wavelength
of about 30 cm, which is suitable for detection of human- and
bottle-size targets, instead of the carrier wavelength of about
1cem[17].

We target a pedestrian holding two plastic bottles filled with
water by assuming a liquid bomb[18]. Figs. 5 and 6 show
an optical image and the obtained complex amplitude images,
respectively. The amplitude is normalized to the range from
0 to 1 after taking the logarithm. The horizontal and vertical
axes correspond to the observation time and the positions of
the parallel antenna elements, respectively. Since our proposed
system measures moving objects during the coherent imaging,
amplitude fluctuation, and phase distortion often appear owing
to interference. The amplitude increases at about the center of
the image, corresponding to the time when the target passes.
The phase also fluctuates correspondingly. Since a radio wave
absorber is set at the background of the measurement area, the
amplitude should be small and the phase should be constant
in areas other than the objects. However, there are amplitude
fluctuations and phase changes even in the background part.
Therefore, we attempt to reduce these effects by introducing
feature refinement using the complex-valued AE.

IV. REFINEMENT OF FEATURES BY COMPLEX-VALUED AE

In our conventional system, we feed the feature vectors ex-
tracted by the above method directly to the CSOM. In our pro-
posed method, we introduce a feature refinement process using
an AE to improve the robustness of the system. An AE is a type of
multilayer feedforward neural network having an hourglass-type
structure. An AE has input and output layers of identical size
and a smaller hidden layer, as shown in the schematic diagram in
Fig. 7. The hidden layer acquires an expression that effectively
represents the features in fewer dimensions by backpropagation
learning with input signals as teachers. This process can refine
the feature vectors, which are newly obtained in the hidden
layer of the AE [22]-[24]. This process is similar to general
image denoising [25]-[27]. In this case, we use it to exclude
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harmful interference effects such as amplitude fluctuation and
phase distortion occurring in coherent active imaging.

Since our system handles complex features, we use acomplex-
valued AE. The sigmoid function tanh u, commonly used as an
activation function in real-valued neural networks, has divergent
points in the complex domain. Thus, the sigmoid function tanh u
cannot be used without modification in complex-valued neural
networks. Therefore, we use an amplitude-phase-type activation

Measurement time [s]

Fig. 5. Optical image of a pedestrian holding two plastic bottles. The two
horizontal red lines show the top and bottom heights of the observation area
[18].

function expressed as
f(u) = tanh(Ju|) exp(iZu). 5)

This is an operation giving a saturating property only to the
absolute value while maintaining the argument of complex num-
bers. This function does not depend on the direction of the real
and imaginary axes, and is suitable for processing information
whose rotation about the origin is meaningful. In other words,
it is convenient for dealing with the phase and amplitude of a
wave as in this case [8].
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Using the activation function f(u), neural weight matrices
Whidden and Wyuiput, and neural thresholds wgnigden and
W0 output, WE €xpress the output signals in each layer as

(©)
(M

We update the weight matrices Wiqden and Woygput, to bring
the output signals z close to the input signals @ for the set of
feature vectors extracted in Section II, and feed to the CSOM
the output signals y in the hidden layer as a set of refined feature
vectors instead of the raw .

We describe the learning process of the complex-valued AE
below. We denote the teacher signals of each layer as ¢ and
2. In the learning process of the AE, the teacher signals of
the output layer are input signals, that is, Z = @. On the other

Yy = f(whidden x + wy hidden)
z = f(Woutput Y+ wOoutput)~
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Captured raw data showing log-normalized amplitude and phase in rad for ten modulation frequency points with 34 GHz carrier wave [18].

hand, the teacher signals of the hidden layer ¢ are obtained by
backpropagation as

g= {f(ﬁ* Woutput)}* = f(W

The components in Wiqden and Wy¢put, €xpressed as

®)

;utput 2) .

Whidden ji = |Whidden ji| €XP(Pnidden ji)

Woutput kj = |w0utput kj | exp (eoutput k])

are updated as
|Whidden ji (t + 1)| = [Whidden ji (t)] — 6{(1 — ly;1?)

X (lyg| — |ij| COS(@j — éj))|xz| COS@E”

| s > $z| . aro
= ol (0 — )t sin 05}
©)
Onidden ji (t + 1) = Onidden ji(t) — 5{(1 — ly; %)

X (ly]| — Iy}l COS(HJ- — éj))|x1| Sin@;?t

Al s ~ 0| TG o
Iyl sin(6 — ) 2] cos 050}
uj|
(10)
|wOUtPUtkj(t + 1)| = |woutput k](t)| - E{(l — |Zk|2)
X (|z1| — |2 cos(0) — 9;c))|y]|cost9’“’t
193] o grot
1971 Hro
’Uk| }
(1D

— |2n||7| sin(0r, — 6)
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0output kj (t + 1) = eoutput kj (t)

e - P

X (|2| = |2k] cos(8k — Ok))|y;| sin 675

+ |2k |7k sin(By, — k) |yi|| cos Gmt}
(12)

where the components of column vectors x, y, 2, u, and v are,
respectively, denoted as |z;| exp(6;), |y;| exp(6;), | 2| exp(6k),
|uj| exp(6;), and [vg | exp (6 ) in polar coordinates; 632" and 0}5'
are defined as

055" = 0; — 0; — Onidden ji, O4) = Ok — 0 — Ooutpurk; (13)
and ¢ is the learning coefficient. The column vectors v and v

are weighted sums in each layer and are expressed as

u = Whidden * T, ¥ = Woutput Y.

V. LEARNING PROCESS OF THE COMPLEX-VALUED AE
AND REFINED FEATURE VECTORS

To configure the AE, there are some parameters to be set such
as the number of hidden layers and the number of neurons in
each hidden layer. The dimension of the converted feature vector
after feature refinement, in other words, the input dimension of
the CSOM in the next stage, is determined by the number of
hidden-layer neurons. If the number of hidden-layer neurons is
too large, the features of the input vector are completely repro-
duced, which means that the harmful amplitude fluctuations and
phase distortions are not removed. In contrast, when the number
of hidden-layer neurons is too small, the refined features are
insufficient to reproduce the features meaning that they cannot
be classified by the CSOM. To investigate appropriate param-
eters experimentally, we constructed some AEs with different
parameters.

First, to investigate the effect of the number of hidden layers,
we prepared AEs with one and three-hidden layers and compared
them. However, there was almost no difference in the results.
Thus, we examined the distribution of the output values of all
layers and found that most of the output values were in the linear
region of the activation function used for the AEs. Therefore,
even if there are multiple hidden layers, it is possible to linearly
combine the weights of the hidden layers, and there is almost
no difference in the results from those obtained using a single-
hidden layer. We decided to use an AE with a single-hidden layer
in consideration of calculation time.

In the experiment, we use a set of 14-D feature vectors
extracted from the data obtained at ten modulation frequency
points by the method explained in Section II. The window size
isT x L =7 x 4. We set the size of the hidden layer to 2—15.
We use the mean square error (MSE) of output signals from
teachers as an index of the degree of reproduction of features in
the AEs.

Fig. 8 shows the MSE of the AEs versus learning iteration.
As the iteration proceeds, the MSE decreases, but stops at a
certain value, showing a floor. The number of iterations at which
the reduction of MSE stops depends on the size of the hidden
layer, but the reduction stops sufficiently at approximately 100
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Fig. 9. Mean square error versus number of hidden-layer neurons in the AEs
(e 15 0.01 and number of learning iterations is 100).

iterations with any size. Then, in the subsequent experiments,
the number of learning iterations is fixed at 100. We found in a
series of trials that the learning is not so sensitive to the learning
coefficient €. Then, we also fix the learning coefficient € at 0.01.

Fig. 9 shows the MSE of the AEs with different hidden-layer
sizes. The horizontal axis shows the number of hidden-layer
neurons and the vertical axis shows the MSE after 100 learning
iterations for the dataset. The MSEs are the average of ten AEs
for each hidden-layer size. As the hidden-layer size increases,
the MSE decreases, but the gradient becomes gentler toward the
right of the curve. A lower MSE is not necessarily desirable since
the reproduced signal includes noise that should be eliminated.
We predict that a hidden-layer size of approximately 12, where
the MSE stops decreasing, should be appropriate.

Figs. 10 and 11 show the feature-vector component images
before and after refinement using the complex-valued AE. Each
image of the feature-vector components is shown as pairs of
the amplitude (magnitude) in the upper row and the phase
(argument) in the lower row. Each image corresponds to a
single scan in Fig. 5. In the feature vector before refinement
shown in Fig. 10(a), we find large phase fluctuations at places
in the background part. In contrast, in the feature vector after
refinement, we find small fluctuations. Amplitude and phase
changes at the object position are emphasized in some images
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Feature vectors before and after refinement by the complex-valued AE (1/2).

Fig. 10.
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(h) Refined feature-vector component images for auto-encoder with 8 hidden-layer neurons (upper, amplitude; lower, phase).

Fig. 11.

such as the second component image of Fig. 10(d). In addition,
in the feature vectors before refinement shown in Fig. 10(a), the
component images have greatly different tendencies from one
another because their values are essentially different (mean, spa-
tial correlations, and interfrequency correlations) as described
in Section II. This may lead to inappropriate initial values and
deviation in updates to reduce the adverse effect on learning
accuracy in the CSOM. On the other hand, in the refined feature
vectors (b)—(n), there is no such concern because the components
of the refined feature vectors are mixed and uniform in their
nature.

VI. CLASSIFICATION RESULTS WITH THE CSOM

We fed and classified the above feature vectors to the CSOM.
Figs. 12 and 13 show (a) a sketch of the total measurement area,
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(1) Refined feature-vector component images for auto-encoder with 4 hidden-layer neurons (upper, amplitude; lower, phase).

(m) Refined feature-vector component images for auto-encoder with 3 hidden-layer neurons (upper, amplitude; lower, phase).
(n) Refined feature-vector component images for auto-encoder with 2 hidden-layer neurons (upper, amplitude; lower, phase).

Feature vectors before and after refinement by the complex-valued AE (2/2).

(b) a classification result without feature refinement, and (c)—(0)
the results with refinement using AEs with various hidden-
layer sizes. In the result without feature refinement shown in
Fig. 12(b), we find that some areas without objects, especially
in the first-half of the measurement (ahead of the objects), are
classified into multiple classes as artifacts. On the other hand,
areas where the objects exist are classified into only a few classes,
and we cannot distinguish the human body and the plastic bottles
from one another. Itis considered that the artifacts in the first-half
are generated by the influence of phase distortions, which are
found in the obtained complex amplitude data (see Fig. 6) and
the extracted feature vectors [see Fig. 10(a)]. In the results shown
in Fig. 13(1) and (n) for the case of classification with feature
refinement, the artifacts seen in Fig. 12(b) are so reduced that
we can distinguish the background area and the areas in which
objects exist. In addition, in the results shown in Fig. 12(c),
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Fig. 12.  (a) Sketch of the target area and visualization results obtained using the CSOM (b) without and (c)—(0) the feature refinement using the complex-valued
AE (1/2). (a) Sketch of the target area (b) Visualization result without feature refinement. (c) Visualization result with 14-hidden-layer-neuron AE. (d) Visualization
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Fig. 14. Visualization result of another scene with 6-hidden-layer-neuron
complex-valued AE.

(e), (g), (h), (), (j), (k), and (m), we can distinguish target
plastic bottles from the pedestrian because they are classified
into different classes, and we can conclude that the visualization
accuracy is improved. However, even with feature refinement,
there are also results where the visualization accuracy was not
improved, for example, the results shown in Fig. 13(0).

In the results with small number of hidden-layer neurons, as
shown in Fig. 13(m)—(0), a tendency is seen that, as the number
of hidden-layer neurons increases, the objects are classified
in greater detail and distinguished as the human body and
plastic bottles. This is because, if the number of hidden-layer
neurons is too small, the refined feature vectors do not express
sufficient feature components, meaning that the objects cannot
be classified using the CSOM. In contrast, when the number of
hidden-layer neurons is larger than five, there seems to be no
correlation between the visualization accuracy and the number
of hidden-layer neurons. This does not match the prediction
that, if the number of hidden-layer neurons is too large, the
dimension reduction has very little effect on reducing the noise
that the visualization accuracy does not improve. The reason
is that, when the AEs have sufficient hidden-layer neurons,
some neurons become linear dependent on other neurons, and
the number of effective dimensions decreases to within an
appropriate range as shown below.

Fig. 14 shows the result of another data different from the
above using the 6-hidden-layer-neuron AE. The measurement
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conditions are detailed in [17]. In this classification result, while
alarge false image is generated in front of the traveling direction,
it is found that the position of the human body and the plastic
bottle are classified.

Figs. 12, 13 and 14 show relatively good results in several
trials for each number of hidden-layer neurons. Even if the
input data and parameters were same, the learning results of
the AEs and the classification results could differ from one
another. Fig. 15 shows the classification results with feature
refinement by multiple 7-hidden-layer-neuron AEs learned un-
der the same conditions except the initial values of the weight
matrices. The used data are the same as that of Figs. 12 and
13. Depending on the initial values, there are some results in
which the feature refinement works advantageously to suppress
the artifacts as shown in, for example, Fig. 15(b) and (e), and
in which we distinguish the plastic bottles from the human
body as shown in Fig. 15(c), i.e., the body in blue and the
plastic bottles in red. However, there are other results whose
visualization accuracy does not improve, such as those shown
in Fig. 15(g) and (h). Since the implemented AE and CSOM
learn by a deterministic method, the difference in the results is
due to these difference in the randomly set initial value of the
weight vector. In other words, there is nonnegligible possibility
to fall into local solutions depending on the initial value. It is
necessary to consider introducing a method of setting the initial
values or a learning algorithm that does not easily fall into local
solutions. In the next section, we examined the possibility that
the hidden layer neurons would not work effectively because the
weight vectors of multiple hidden layer neurons become linear
dependent, which may be one of the causes of the AE falling
into a local solution.

VII. INDEPENDENCE AMONG THE HIDDEN-LAYER NEURONS

We investigate the degeneracy of the hidden-layer neurons of
the AE. We define the weighting matrix Wy;qgen Of the hidden
layer in the trained AE as

wq W11 W12« Wi(m41)
(%) W21 W22 -« W2(m+1)

Whidden = = : (14)
W Wn1 Wn2 *** Wn(m+1)

where m and n are the numbers of terminals in the input layer and
neurons in the hidden layer, respectively. Here, when the input
vector is x, the output of a hidden-layer neuron y; (1<j<n)
is expressed as

yj = f(wjz) = f <Z Wi Ti + Wj(m41) - 1) SN

=1

To investigate the degree of independence of the hidden-layer
neurons, we define the correlation dj (1 <j<n,1<k<
n, j # k) between weight vectors w; and wy in Whidden as

d |w;w| 1 = . (16)
ik = = Z ’lU"'LUk' .
P lwllllwell  wjllllwe] | &
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Fig. 16.  Correlations d;, of every pair of weight vectors in W;qden-

Here, d;y, satisfies 0 < dj < 1. A smaller value of d;, means
greater independence, whereas d;, = 1 means that the hidden-
layer neurons represented by w; and wy; are completely
degenerate.

Fig. 16 shows a graph plotting d ;;, of all combinations of 7 and
j for every AE, we generated (30 AEs for every hidden-neuron
number n)). We plot % points for every AE versus n. When
the number of the hidden-layer neurons n is in the range from 2
to 8, the upper ends of the plots are almost constant. In contrast,
when it is from 8 to 14, the upper ends of the plot tend to rise as
the number of hidden-layer neurons increases. That is, where the
number of hidden-layer neurons is larger than a certain value,
the correlation between hidden neurons becomes stronger as the
number of hidden-layer neurons increases. This result suggests
that the learning dynamics leads not to the extraction of random
noise but to the representation of meaningful features even if the
weights become similar to some extent. This matches the visu-
alization result in Fig. 12 that there is no correlation between the
number of hidden-layer neurons and the visualization accuracy
when the number of hidden-layer neurons is more than a certain
value.

The values of d;; are fairly widely distributed, as shown
in Fig. 16, since the degree of independence is not taken into
account in the learning process in the implementation of the
complex-valued AEs explained in Section IV. This should
also lead to a large effect of the initial values on the resulting
independence. A regularization component to increase the

independence of the hidden-layer neurons may work effectively
in the learning process of the AEs so that they are less effect by
randomly chosen initial values.

VIII. CONCLUSION

We proposed a moving-target visualization technique classi-
fying complex textures by using CSOM in coherent imaging. We
developed a prototype millimeter-wave radar system and verified
the effectiveness of this visualization technique. We showed that
the refinement of features by using a complex-valued AE intro-
duced in the feature extraction process improves the robustness
and discrimination performance of the CSOM. Since coherent
imaging is susceptible to the harmful effects of interference in
measurement, it often suffers from amplitude fluctuation and
phase distortion. We showed that the AE is extremely useful
in extracting features appropriately even under such adverse
influences.

REFERENCES

[1] D. Sheen, D. McMakin, and T. Hall, “Three-dimensional millimeter-wave
imaging for concealed weapon detection,” IEEE Trans. Microw. Theory
Techn., vol. 49, no. 9, pp. 1581-1592, Sep. 2001.

[2] Z.Zhang, H. Wang, F. Xu, and Y.-Q. Jin, “Complex-valued convolutional
neural network and its application in polarimetric SAR image classifica-
tion,” IEEE Trans. Geosci. Remote Sens., vol. 55, no. 12, pp. 7177-7188,
Dec. 2017.



ARIMA AND HIROSE: MILLIMETER-WAVE COHERENT IMAGING OF MOVING TARGETS BY USING CSOM AND AE

[3]

[4]

[5]

[7]

[8]
[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

D. Gleich and D. Sipos, “Complex valued convolutional neural network
for TerraSAR-X patch categorization,” in Proc. 12th Eur. Conf. Synthetic
Aperture Radar, VDE, 2018, pp. 1-4.

A.Hirose, S. Tsuda, and R. Natsuaki, “Structurization of synthetic aperture
radar information by using neural networks,” in Proc. SAR Big Data Era,
Models, Methods Appl., Nov. 2017, pp. 1-4.

Y. Sunaga, R. Natsuaki, and A. Hirose, “Proposal of complex-valued
convolutional neural networks for similar land-shape discovery in interfer-
ometric synthetic aperture radar,” in Proc. Int. Conf. Neural Inf. Process.,
2018, pp. 340-349.

Y. Sunaga, R. Natsuaki, and A. Hirose, “Land form classification and sim-
ilar land-shape discovery by using complex-valued convolutional neural
networks,” IEEE Trans. Geosci. Remote Sens., vol. 57, no. 10, pp. 24-38,
Oct. 2019.

A. Hirose and S. Yoshida, “Generalization characteristics of complex-
valued feedforward neural networks in relation to signal coherence,” IEEE
Trans. Neural Netw. Learn. Syst., vol. 23, no. 4, pp. 541-551, Apr. 2012.
A. Hirose, Complex-Valued Neural Networks. 2nd ed., Berlin, Germany:
Springer, 2012.

T.Haraand A. Hirose, “Plastic mine detecting radar system using complex-
valued self-organizing map that deals with multiple-frequency interfero-
metric images,” Neural Netw., vol. 17, no. 8-9, pp. 1201-1210, Nov. 2004.
S. Onojima, Y. Arima, and A. Hirose, “Millimeter-wave security imaging
using complex-valued self-organizing map for visualization of moving
targets,” Neurocomputing, vol. 134, pp. 247-253, 2014.

K. Mizuno et al., “New applications of millimeter-wave incoherent imag-
ing,” in Proc. Microw. Symp. Dig., IEEE MTT-S Int., 2005, pp. 4—pp.

K. Watanabe, M. Yoneyama, and K. Mizuno, “Millimeter-wave active
imaging using neural networks for signal processing,” IEEE Trans. Mi-
crow. Theory Techn., vol. 51, no. 5, pp. 1512-1516, May 2003.

A. Chalmers, “Three applications of backscatter x-ray imaging technology
to homeland defense,” Proc. SPIE, vol. 5778, 2005, pp. 989-993.

S. Hantscher et al., “Security pre-screening of moving persons using a
rotating multichannel w-band radar,” IEEE Trans. Microw. Theory Techn.,
vol. 60, no. 3, pp. 870-880, Mar. 2012.

K. Saho, T. Sakamoto, and T. Sato, “Imaging of pedestrians with UWB
doppler radar interferometry,” in Proc. Int. Symp. Electromagn. Theory,
2013, pp. 29-32.

Y. Arima and A. Hirose, “Millimeter-wave active imaging using multiple
frequencies with complex-valued self-organizing map image processing,”
in Proc. Asia-Pacific Microw. Conf., 2014, pp. 1031-1033.

Y. Arima and A. Hirose, “Performance dependence on system parameters
in millimeter-wave active imaging based on complex-valued neural net-
works to classify complex texture,” IEEE Access, vol. 5, pp. 22 927-22 939,
2017.

Y. Arima and A. Hirose, “Improvement of texture clustering perfor-
mance in complex-valued SOM by using complex-valued auto-encoder
for millimeter-wave coherent imaging,” in Proc. Int. Conf. Neural Inf.
Process., 2017, pp. 722-730.

S. Masuyama, K. Yasuda, and A. Hirose, “Multiple mode selection of
walled-LTSA array elements for high resolution imaging to visualize
antipersonnel plastic landmines,” IEEE Geosci. Remote Sens. Lett., vol. 5,
no. 4, pp. 745-749, Oct. 2008.

Y. Nakano and A. Hirose, “Taper-walled linearly tapered slot antenna,”
IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens.,vol.4,no.4,pp. 779—
784, Dec. 2011.

D. Radenamad, T. Aoyagi, and A. Hirose, “Low impedance bulk LTSA,”
Electron. Lett., vol. 46, pp. 882-883, 2010.

G. W. Cottrell, P. Munro, and D. Zipser, “Image compression by back prop-
agation: An example of extensional propagation,” ICS Report, vol. 8702,
1987, Art. no. 321.

G. W. Cottrell and P. Munro, “Principal components analysis of images
via back propagation,” Proc. SPIE, vol. 1001, pp. 1070-1077, 1988.

1797

[24] D. DeMers and G. W. Cottrell, “Non-linear dimensionality reduction,”
Adv. Neural Inform. Process. Syst., vol. 5, pp. 580-587, 1993.

P. Vincent, H. Larochelle, 1. Lajoie, Y. Bengio, and P-A. Manzagol,
“Stacked denoising autoencoders: Learning useful representations in a
deep network with a local denoising criterion,” J. Mach. Learn. Res.,
vol. 11, no. Dec, pp. 3371-3408, 2010.

S. Rifai, P. Vincent, X. Muller, X. Glorot, and Y. Bengio, “Contractive
auto-encoders: Explicit invariance during feature extraction,” in Proc. 28th
Int. Conf. Mach. Learn., 2011, pp. 833-840.

J. Xie, L. Xu, and E. Chen, “Image denoising and inpainting with deep
neural networks,” in Proc. Adv. Neural Inform. Process. Syst., 2012,
pp. 341-349.

[25]

[26]

[27]

Yuya Arima received the Ph.D. degree in electrical
engineering and information systems from the Uni-
versity of Tokyo, Tokyo, Japan, in 2018.

He is currently studying at the National Institute
of Information and Communications Technology. His
research interests include neural networks and remote
sensing.

Akira Hirose (Fellow, IEEE) received the Ph.D. de-
gree in electronic engineering from the University of
Tokyo, Tokyo, Japan, in 1991.

In 1987, he joined Research Center for Advanced
Science and Technology (RCAST), the University
of Tokyo, as a Research Associate. In 1991, he was
appointed as an Instructor with RCAST. From 1993
to 1995, on leave of absence from the University of
Tokyo, he joined the Institute for Neuroinformatics,
University of Bonn, Bonn, Germany. He is currently
a Professor with the Department of Electrical Engi-
neering and Information Systems, the University of Tokyo. In the fields, he has
authored or coauthored several books such as Complex-Valued Neural Networks,
2nd Edition (Springer, 2012). His research interests include wireless electronics
and neural networks.

Dr. Hirose served previously as the Founding President of Asia-Pacific Neural
Network Society (APNNS) (2016), President of Japanese Neural Network
Society (JNNS) (2013-2015), Vice President of the IEICE Electronics Society
(ES) (2013-2015), Editor-in-Chief of the IEICE Transactions on Electronics
(2011-2012), Associate Editor of journals such as the IEEE TRANSACTIONS ON
NEURAL NETWORKS (2009-2011), IEEE GEOSCIENCE AND REMOTE SENSING
NEWSLETTER (2009-2012), Chair of the Neurocomputing Technical Group in
the IEICE, and General Chair of International Conference on Neural Information
Processing (ICONIP) 2016 Kyoto and Asia-Pacific Conference on Synthetic
Aperture Radar (APSAR) 2013 in Tsukuba. He currently serves as a member
of IEEE Computational Intelligence Society (CIS) Neural Networks Technical
Committee (NNTC) (2009—present), Founding Chair of the NNTC Complex-
Valued Neural Network Task Force (2010—present), Governing Board Member
of APNNA/APNNS (2006-), IEEE GRSS Tokyo Chapter Chair (2013-2015),
and General Chair of International Geoscience and Remote Sensing Symposium
(IGARSS) 2019 Yokohama. He Hirose is a Fellow of the IEICE, and a member
of JNNS and APNNS.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


