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Field and Airborne Spectroscopy Cross
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Abstract—Field spectroscopy is increasingly used in various
fields of science: either as a research tool in its own right or
in support of airborne- or space-based optical instruments for
calibration or validation purposes. Yet, while the use of the
instruments appears deceptively simple, the processes of light and
surface interactions are complex to be measured in full and are
further complicated by the multidimensionality of the measure-
ment process. This study exemplifies the cross validation of in
situ point spectroscopy and airborne imaging spectroscopy data
across all processing stages within the spectroscopy information
hierarchy using data from an experiment focused on vegetation.
In support of this endeavor, this study compiles the fundamentals
of spectroscopy, the challenges inherent to field and airborne spec-
troscopy, and the best practices proposed by the field spectroscopy
community. This combination of theory and case study shall enable
the reader to develop an understanding of 1) some of the commonly
involved sources of errors and uncertainties, 2) the techniques to
collect high-quality spectra under natural illumination conditions,
and 3) the importance of appropriate metadata collection to
increase the long-term usability and value of spectral data.

Index Terms—Calibration, information systems, radiometry,
spectroscopy.

1. INTRODUCTION

IELD spectroscopy is a combination of technology and
methodology that has been applied for several decades to
obtain information about reflective properties of materials under
field conditions [1]. Field spectrometers have been proliferated
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in the past decade and many researchers have started to use these
instruments and their data to answer a plethora of scientific ques-
tions, at first often neglecting the involved intrinsic complexities
of the spectroradiometric data acquisition. The handling of these
devices is deceptively simple and yet the acquisition of reliable
spectral data is a demanding affair [2] requiring a great deal
of experience to minimize biases that can be easily introduced.
This contrasts with the fact that in sifu spectral data are often
used to validate airborne and satellite data and are commonly
referred to as ground truth [3]. There is in fact no such thing as
ground truth; it is at best an unbiased traceable representation
of the true value with an associated uncertainty [4]. It is also
a common misperception that expensive and freshly calibrated
field equipment delivering a large number of spectral bands is
by default providing a more truthful picture of the environment
than airborne- or space-based instruments [5]. Not only is the
acquisition of spectral field data prone to errors, but the ac-
quired information is also usually at a scale different from the
airborne- or space-based data, and, thus, not easily compared
[2], [5], [6]. Consequently, cross validation of in situ and air-
and space-borne spectroscopy data requires a detailed under-
standing of the measurement process, the involved scales and
scattering mechanisms, and the processing applied to the data
at various processing levels.

Although field spectroscopy predates the development of air-
and space-borne imaging spectrometers by many years, both
technologies have the common goal of acquiring accurate data
on the spectral reflectance and properties of Earth surface ma-
terials from a remote location [1]. Distinct methodologies are
necessary 1) to acquire spectral properties of both individual
elements (e.g., leaves, minerals) and spatial assemblages of the
Earth’s surface (e.g., vegetation canopies) [1], 2) to obtain re-
flectance factors as input to models (surface reflectance mod-
els or process-based models of the Earth’s surface and atmo-
sphere) [1], and 3) for the vicarious calibration of airborne- and
space-based remote sensing devices, as well as the validation
of derived surface variables [1], [7]. Even nowadays, field spec-
troscopic measurements suffer from the absence of consistent
protocols and procedures, an essential requirement for high-
quality data with stated levels of accuracy and uncertainty [1],
[71, [8]. A comprehensive approach holding together guidelines
and best practices in field data acquisition is still not defined with
sufficient maturity [8].

Since spectroradiometric measurements still remain one of
the least reliable of all physical measurements [9], [10], close
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attention must be paid to the reproducibility of remote-sensing
methodologies [11]-[13]. Reproducibility is dependent upon
uncertainties in the spectral measurement that themselves are
caused by various sources of variability [14]. A study designed to
quantify uncertainty in field measurements of vegetation canopy
hemispherical conical reflectance factors (HCRF) [14] (for ter-
minology see [15]) found sources of measurement variability
due to 1) instrument characteristics [16], [17], 2) irradiance
anisotropy [18]-[20], and 3) measurement methodology due
to target complexity, where uncertainty is linked to the sensor
resolution defined by the instantaneous field of view (iFOV)
and spatial variation of target properties (natural variability)
[11, [71, [21]. Spatial nonuniformity across the sensor field of
view (FOV) and the difficulty to accurately determine the ac-
tual measurement support are further sources of measurement
uncertainty [22].

The goal of this paper is to identify and exemplify cross-
validation strategies for in situ point spectroscopy and airborne
imaging spectroscopy data and to introduce and quantify sources
of uncertainties that affect such validations. This is achieved
by 1) summarizing fundamental physical quantities involved in
spectroscopy, 2) providing an overview of the current state of
the art—of-field spectroscopy by compiling best practices of data
collection evolved over the past decades, as well as 3) expanding
on the general constraints of airborne spectroscopy data acqui-
sition and processing. The establishment of a fully propagated
uncertainty budget is beyond the scope of this study, and, hence,
information regarding biases and uncertainties is derived from
a case study and indicates quantitative ranges that may be ex-
pected. This forms the basis to appreciate the importance of
data quality assessment and the difficulties involved with cross-
validation strategies of in situ and airborne spectroscopy data at
various processing levels within the spectroscopy information
hierarchy. The case study exemplifies data collection, process-
ing and validation strategies that can be applied within such
an integrated approach based on the operational interaction of
components of in situ and airborne spectrometer processing and
information systems. Remote sensing of vegetation is empha-
sized in parts of this study, as the case study uses data from
a measurement campaign involving crops and pastures; how-
ever, the general concepts are generically applicable and quite
independent of target types.

II. FUNDAMENTALS OF SPECTROSCOPY
A. Physical Quantities in Spectroscopy

Acquired spectroscopy data progress typically through pro-
cessing levels from raw to derived products [23] (see Fig. 1).
According to the information theory, the higher the process-
ing level, the more meaningful the data [24], [25], and, conse-
quently, the higher the number of potential users. The processing
levels of airborne imaging spectrometers and ground-based non-
imaging spectrometers are essentially identical. Level O holds
raw digital numbers (DNs), level 1 refers to radiometrically cal-
ibrated data, level 2 comprises reflectance factors of a usually
hemispherical-conical beam geometry, which may differ de-
pending on the instrument setup and the radiance to reflectance
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Fig. 1.  Spectroscopy information hierarchy showing acquisition and process-
ing stages of airborne- and ground-based spectroscopy data, their common base
of physics and measurement principles, and their cross validation as described
in this paper.
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factor conversion algorithm, and level 3 incorporates derived
biogeophysical information, for example, estimated vegetation
properties.

1) Level I: Irradiance and Radiance: According to the four
stream theory of Verhoef [26] and Verhoef and Bach [27],
irradiance (E) incident on a given surface consists of two fluxes,
B, representing the downward flux that is directly transmit-
ted between top-of-atmosphere and the surface, and E%, rep-
resenting the diffuse downward flux and the diffuse upward flux
reflected back from the atmosphere.

E4" of a Lambertian and flat surface (i.e., without topography
effects) can be described as a function of the extraterrestrial
solar irradiance (E°), direct transmittance of the atmosphere for
sunlight (7y5), and the cosine of the illumination zenith angle
01, with

EYW = 1 E" cos 6. (1)
The cosine of ;) is defined as
cos 6 = cos B, cos b + sinb, sin b cos(p, — ¢s)  (2)

where 0, p, are the zenith and azimuth angle of the sun rays
and 6,,, p, are the zenith and azimuth angle of the surface
normal vector.

E4f of a Lambertian and flat surface under a specific sun
position and status of the atmosphere can be approximated as
a function of the diffuse transmittance of the atmosphere for
sunlight (7yq) and the spherical albedo p4q, characterizing the
multiple reflection of £ between the target and its surroundings
and the atmosphere. E4f can be accordingly expressed as

Tsd + Tssmpdd
1 —7qapaa

where 754 is the spatially homogenized directional-
hemispherical reflectance of the surroundings, and 744 is the
spatially homogenised bihemispherical reflectance (BHR) of the
surroundings (cf., Schaepman-Strub et al. [15] for a definition
of used terminology). The expression of £ under natural ir-
radiance conditions (i.e., anisotropic diffuse irradiance) is more
complicated (cf., [28]).

Bt = E" cos 6, 3)
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The directional radiance signal leaving a tilted
hemispherically-illuminated surface measured at surface level
(L) can be expressed as

Tao - Edir + 70 - E;ilf

™

L=

“4)

where 7, is the bidirectional reflectance factor of the target and
Tdo 18 the hemispherical directional reflectance factor (HDRF)
of the target, £ is the direct, and E%f is the diffuse sky
radiation.

2) Level 2: Reflectance Quantities: The general lack of stan-
dardization in application of reflectance terminology leads to
uncertainties in data reporting and interpretation [1], [14], [15].
Field reflectance measurements can geometrically be described
as HCRF, although they are sometimes referred to as HDRF
when the instrument has a very narrow FOV (e.g., 3° or less)
[1]. It is to be noted that this definition deviates from the origi-
nal definitions by Nicodemus [29], where the terms HDRF and
HCREF were strictly referred to a perfectly isotropic (i.e., diffuse)
irradiance field. A detailed discussion pertaining to principles
of field measurements of reflectance factors can be found in
[30] and [31]. Due to the angular (anisotropic) distribution of
irradiance in the field environment, measured HCRF is subject
to uncertainty introduced by the irradiation environment and
may, therefore, not be solely related to properties of the sur-
face [1], [19]. In addition, temporal variations in anisotropic
hemispherical illumination (varying solar zenith angles) and
temporally varying atmospheric conditions lead to variability in
field measured HCRF [19], [28]. Such uncertainties can only
be eliminated given identical illumination conditions for both
target surface and incoming radiation measurements.

Since HCRF measurements are dependent on the sensor view-
ing angle and illumination scenario, derived biogeophysical
variables (Level 3 products) can strongly vary with changing
data acquisition geometry, as could, for example, be shown in
studies on angular sensitivity of vegetation indices from multi-
angular, field [28], [32], [33], and space-based data [34].

3) Level 3: Biogeophysical Variables: Absorption, transmis-
sion, and reflectance are the main processes describing the in-
teraction of photons with the atmosphere-surface system. These
processes are determined by properties of the atmosphere (e.g.,
the aerosol load, atmospheric water vapor) and the surface (e.g.,
composition of biochemical constituents in vegetation, soil wet-
ness, or snow impurities). Measurements of light that previously
interacted with either the atmosphere or the surface or both carry
information of these properties and can be used to retrieve them
[35]. The commonly used top-of-canopy approach applies an
atmospheric correction to minimize the impact of atmospheric
absorption and scattering effects on measured radiance data and
to eventually obtain HCRF data. Assumptions applied during
the atmospheric correction (i.e., Lambertian surface reflectance
as simplification of reflectance anisotropy, simplifications of ir-
radiance anisotropy, and the fractional amount of diffuse and di-
rect irradiance components, layering of aerosols, or fixed aerosol
phase functions) likely alter the reliability of HCRF calculations
[28]. Particularly for vegetation, canopy structure was found to
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impact retrieval accuracy of biogeochemical vegetation proper-
ties, e.g., chlorophyll or water content [28], [36].

The retrieval of atmospheric or surface variables requires
detailed understanding about the physical processes describ-
ing the photon—atmosphere or photon—surface interactions [37],
[38]. Furthermore, sensor properties (e.g., spectral resolution,
signal-to-noise ratio) are known to determine the information
content and quality of the measured signal, thus complicat-
ing the reliable extraction of biogeophysical variables [17].
Nowadays, a comprehensive set of analytical tools exists to fa-
cilitate the retrieval of atmospheric or surface variables. The
various approaches to extract biogeophysical variables from
HCREF data range from simple empirical-statistical approaches
to rather complex physical-based approaches that combine ob-
servations with process models and techniques of data assimi-
lation [39]. The latter invert vegetation radiative transfer mod-
els (RTM) such as the commonly applied models PROSPECT
[40] and SAIL [41]. Common to all methods is the require-
ment to cope with and minimize the impact of all aspects pre-
viously mentioned to eventually retrieve precise and accurate
bio-geophysical variables [35], [42]. Further, all algorithms sub-
sequently applied to the data within the information hierarchy
may add their own biases and uncertainties, entailing that errors
occurring in lower processing levels are propagated, rendering
higher level data more biased and uncertain.

B. Data Acquisition Approaches and Processing Stages

1) General Data Acquisition Considerations: Spatial sam-
pling considerations are important to account for the natural
variability of measured targets. Several studies discuss the
variability of field spectroscopic measurements with varying
sensor altitude (either defined as height above sea level or
above site [1], as distance to target [7], or as altitude above the
vegetation surface [14], [21]), where the methodological un-
certainty is linked to the sensor iFOV and the spatial variations
in target properties. It was shown for row crops that variance of
reflectance factor measurements from nadir at low altitudes was
caused by row effects, which disappeared at higher altitudes
[7], [21]. Milton et al. [1] state that the operator should seek to
ensure that field measurements characterize variations of the in-
herent properties of the surface, and not positional variations in
the location of the device; otherwise, methodological uncertain-
ties are likely to cloud the assessment of temporal and spatial
trends [14].

The design of representative sampling schemes is challenged
by the individual spatial length scales of biogeophysical vari-
ables [43]. A spatial length scale describes the degree of spatial
dependence of a variable and can be derived by variogram anal-
ysis, representing the variance of a biogeophysical variable as
function of spatial distance. Consequently, a statistically sound
comparison of ground and airborne data relies on sampling
schemes specifically optimized for individual surface variables.

The selection of appropriate sampling schemes can be arbi-
trarily complex, for example, in the case of complex structured
canopies (i.e., rows of crops such as olives or vineyards), where
altering fractions of plant and background are observed by a



1120

remote sensor. Optical measurements from airborne platforms
provide spatially continuous measurements and allow assessing
the spatial heterogeneity of surface variables. Imaging spec-
troscopy data can, thus, be used to inform field-sampling strate-
gies. Sampling approaches [8] and methodologies to assess the
necessary number of samples in the field to characterize a sur-
face have been reported in the literature [21], [43].

Temporal considerations are also important as they determine
the representativeness and accuracy of spectroscopic mea-
surements. Reflectance characteristics of vegetation canopies,
for example, can change in a short time due to physiological
adaptation, yielding changes in biochemistry (e.g., pigment
contents [44] and water content [45]) or structure (e.g., leaf
angle and related to this, changing visibility of upper and lower
leaf surfaces [46]).

2) Field Spectroscopy Data: Various studies have discussed
general guidelines on field spectroscopy techniques and data
processing, ranging from campaign planning to measurement
collection and data management [8], [47]. They defined experi-
ments to assess the reproducibility of field measurements [11],
[12], to derive field standard uncertainties [14], and highlighted
the importance of common protocols to ensure long-term value
of field spectroscopic data [1]. Field data collection should take
into account important issues of field spectroscopic data acqui-
sition and include associated metadata to ensure the measured
quantities are, ideally, made traceable with associated combined
uncertainties, and, thus, as close to the notion of ground truth
[sic] as possible.

Milton et al. [1] identified a growing interest among field
spectroscopy data users in measuring radiance quantities in the
field instead of reflectance factors, stating that “the dominant
paradigm of field spectroscopy is based on relative measure-
ments, in which the radiance of the target is compared with that
of a reference panel.” Given that the instrument has a linear re-
sponse and the reference panel is accurately calibrated, absolute
radiance calibration of the instrument is not essential. Radiance
calibrated field spectrometers, however, provide more informa-
tion on the radiation environment in which the measurements
take place [1]. As such, the primary (radiance) measurements
are expressed in SI (Systeme International d’Unités) units and
are, therefore, traceable to international standards.

Measuring incoming radiation is generally performed
using calibrated reference panels, which are neither perfectly
reflecting nor perfectly diffuse and both of these properties
vary with wavelength [48], [49]. Reference panels must be
carefully levelled (e.g., by using a tripod and a bubble level)
and care must be taken to completely fill the FOV of the
spectroradiometer [1], [30].

Temporal variations in anisotropic hemispherical illu-
mination characteristics, solar zenith angle changes, and
atmospheric scattering introduce uncertainties in field spectro-
scopic measurements [14]. According to Goetz [47], the interval
between reference measurements on a clear day is a function of
the rate of change in the solar elevation angle. If the atmosphere
is unstable, reference measurements should be taken just before
and after each target measurement, thus minimizing the time
gap between target and reference panel (incoming radiation)
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measurements [2]. Data acquisition is ideally performed within
2 h of local noon [47]. The radiometric consistency of a
diurnal dataset can be checked by analyzing reference panel
radiance time series. In an ideal case, these radiances should
follow a trajectory given by the cosine of the sun zenith angle.
Deviations of this theoretical curve must then be the result of
either unstable illumination conditions or measurement process
related issues such as angular errors in the horizontal panel
alignment, spectral contamination, or instrument biases.

Thorough consideration must be paid to the measurement
geometry for field spectroradiometric measurements [1]. The
reproducibility of repeated measurements over the same point
profits from a fixed frame or various types of support (e.g.,
tripod, mast, tower, tramway). Nearby objects cause spectral
radiance errors in the field measurements [47], [50]. Goetz [47]
found that wearing dark clothes does not mitigate the effects of
proximity to the measured sample as much as the right choice
of cloth fabric (i.e., cotton instead of polyester). The least effect
of the operator was found when measurements were made per-
pendicular to the solar principle plane, while keeping at least 1-m
distance from the measurement support minimized the contribu-
tion from scattered radiation off the clothing and made skylight
obscuration negligible [47].

Instrument uncertainties are a further reason affecting field
spectroscopic measurements. Laboratory-based instrument un-
certainty characterizations were found to significantly differ
from field-derived uncertainties and must be interpreted with
care [14]. The difficulty to accurately determine the actual mea-
surement support of a sensor, as well as the spatially nonuniform
responsivity across the sensor FOV, were found to add measure-
ment uncertainties especially in spatially complex targets [22].
Besides accurate instrument calibration, temperature effects are
a problem with many field spectroradiometers, especially when
using multiple detectors [5], [51]. For ASD spectroradiome-
ters, it is recommended to start the device at least 30 min prior
to measurements to thermally stabilize it, although reaching
a thermal equilibrium may take more than 1 h [1], [5], [14],
[51]. Some instruments allow the configuration of internal av-
eraging, designed to reduce the noise of the signal, while other
approaches apply averaging in postprocessing to estimate the
noise for quality control purposes [5].

The importance of common standards and protocols when
performing field spectroscopic measurements is being increas-
ingly recognized and has been emphasized in the recent lit-
erature [1], [7], [14], [30], [52]. The measurement conditions
should be accurately documented by a set of metadata, follow-
ing formalized standard guidelines [1], [8]. Spectral databases
like SPECCHIO [53], supporting the storage of such compre-
hensive metadata, are an important step toward expanded dis-
covery, data-mining, and long-term reusability of field spectral
measurements [54]. A list of metadata variables implemented
in SPECCHIO can be found in the literature [8], [53], while
the most recent information can be obtained from either the
SPECCHIO application help or web site [55].

3) Airborne Spectroscopy Data: Airborne data acquisitions
are most often a tradeoff between ideal sampling patterns,
ground resolution, and monetary/temporal restrictions. De-
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pending on the study, flight lines might be optimized for
reflectance anisotropy effects, either to enhance or suppress
them as much as possible. This may, however, be contradictory
to the flight pattern delivering the whole dataset in the shortest
possible timeframe. Optimizing the temporal aspect should be
considered important if the phenomena to be observed change
significantly over time, e.g., due to melting processes for snow
or water fluxes in tidal regions, or if funds are limited and the in-
troduction of additional flight lines might result in greater costs.
In pushbroom sensors like the Airborne Prism EXperiment
(APEX) [56], pixel sizes in across-track direction are given
by the above-ground altitude of the sensor while along-track
dimensions are driven by aircraft ground speed and integration
time per scan line. In practice, pixels are never square but either
stretched or compressed in along-track direction. Square pixels
are the result of georectification, which introduces additional
uncertainties due to spatial resampling [57].

Ideally, airborne spectrometers are regularly calibrated
radiometrically, geometrically, and spectrally in specialized
laboratories [58], making them traceable to SI units. Acquired
raw data are calibrated to radiance units by applying calibration
factors. To achieve the highest degree of accuracy, the data
processing must implement a detailed sensor model that can be
inverted to compensate for specific sensor characteristics, such
as pressure or temperature behavior impacting the radiometric,
geometric, or spectral performance of the instrument during
flight operations [59].

The raw geometry and acquisition time of every pixel is given
by the smoothed best estimate trajectory (SBET) information
produced from data recorded by an inertial measurement unit
coupled with a GPS receiver [60]. SBET data are used to define
the 3-D position of each pixel in combination with a digital ele-
vation model. This 3-D information is subsequently used during
atmospheric correction and georectification. Positional accura-
cies are influenced by the accuracy of the raw positional data, the
resolution and accuracy of the elevation model, and the bore-
sight calibration, the latter being specific for each instrument
build-in into the carrier platform.

4) Spectroscopy Data Processing Stages: The physical
quantities present in the spectroscopy information hierarchy
were introduced in Section A. The related processes commonly
applied to spectroscopy data are briefly described hereafter with
further information given in the methods section related to the
case study. The reader may also wish to refer to the detailed
processing and dataflow diagram provided in Fig. 2, denoting
the processing modules and dataflow as applied within the case
study of this paper.

Airborne imaging spectrometer data are typically stored and
processed within processing and archiving facilities (PAF), com-
prising integrated hardware and software components for data
storage and processing [60]. Ground-based point spectrora-
diometer data are ideally handled by spectral databases in com-
bination with processing algorithms, for example, the SPEC-
CHIO spectral information system [61], [62].

Radiometric calibration relies on calibration coefficients usu-
ally established under laboratory conditions that establish a link
between at-sensor radiances and recorded DNs [63]. During data
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calibration, DNs measured by spectroradiometers are converted
to radiance values by applying coefficients supplied by the in-
strument manufacturer or directly by a calibration laboratory.

At-sensor radiance data of airborne imaging spectrometers
are typically converted to bottom of atmosphere HCRFs by em-
ploying atmospheric correction algorithms. The process gener-
ally involves the modeling of irradiance for each individual pixel
to compensate for effects due to the state of the atmosphere (i.e.,
transmission, path scattering, and adjacency). The pixel HCRF
is then calculated from corresponding radiance measurements
and irradiance estimates.

Field spectroradiometer-based target HCRFs are computed
from target radiances, and measurements defining the irradiance,
such as given by white reference panel radiances and panel
reflective properties, or cosine receptor-based irradiances.

Product generation may involve a great variety of algorithms
depending on the intended application. In addition, product gen-
eration may be based on HCRF data or use radiance data when
employing coupled model approaches [64].

5) Vicarious Validation: Besides on-board calibration
approaches, vicarious validation provides an alternative and
independent way to evaluate the performance of sensors
in flight. Usually, in situ measurements and corresponding
at-sensor signals are compared and the degree of agreement
of both signals indicates the in-flight sensor performance.
However, vicarious validation is essentially possible across all
levels of the spectroscopy information hierarchy (see Fig. 1).
According to Anderson and Milton [11] and Kriebel [18],
several vicarious calibration/validation strategies are typically
applied, namely radiance-, irradiance-, and reflectance-based
methods [65]-[67]. An optional multitarget reflectance-based
vicarious calibration approach as, e.g., implemented in
ATCOR4 [68], [69] is based on a set of reference targets that
characterize homogeneous and flat areas of a minimum extent
of 10 x 10 m, covering a large dynamic range of radiance
values. This approach holds the potential to even evaluate a
possible nonlinear behavior of the sensor.

The radiance-based validation is used to check the accuracy
of the measured at-sensor radiance values of a remote sensing
system during in-flight conditions. It relies on an accurate
calibration of the sensor system to physical units, (e.g.,
to mW/(m? sr nm)) [70]. These data are to be compared to
the output of radiative transfer calculations, requiring accurate
geometrical inputs for sensor and sun positions and angles as
well as reference data of ground HDREF, often approximated
by in field HCRF measurements. The state of the atmosphere
is to be characterized independently from the image data by
means of sun photometer measurements, i.e., by inversion of
the irradiance field on the ground. Accordingly, modeled data
may still be significantly biased by adjacency effects, which
cannot easily be quantified from ground measurements. Due
to this, the validation accuracy is better for low flight altitudes,
negligible topography, and for large uniform targets used as
references. It may be further improved by dedicated measure-
ments of adjacency radiance, i.e., the angular diffuse irradiance,
and by incorporation of appropriate models for irradiance
distribution [71].
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Spectroscopy information hierarchy showing acquisition and processing stages of airborne- and ground-based spectroscopy data and their interrelations

with the processing modules and data flow as applied within the case study of this paper.

The irradiance-based validation is mainly a validation of the
atmospheric compensation process and the underlying RTM in
comparison to irradiance values measured on ground.

The output of the atmospheric compensation is comparable
to bottom of atmosphere in field HCRF, which may be used
for reflectance-based validation. The variations of reflectance
anisotropy within the typical observation angle of airborne in-
struments of 0.5-1 mrad are in practice negligible (i.e., below
0.2%, if an extreme BRDF variation with factor 2 is assumed
within an angle of 60°). Therefore, bottom of atmosphere HCRF
is considered a directional rather than a conical quantity, i.e.,
variations of the BRDF within the conical FOV of airborne data
are irrelevant for data processing and analysis. Variations of in
field HCRF acquired by field spectroradiometers are significant.
However, the difference in observation angle (i.e., the conical
nature of field data acquisitions) is typically not corrected for
under the assumption that reflectance anisotropy induced vari-
ations acquired with a =8° FOV of a field spectrometer are a
sufficiently close approximation of the directional assumption.

A further conceptual difference between in field measure-
ments and airborne data is the reflectance quantity itself. The
data derived from airborne data are reflectances in a strict sense:
the HDREF is calculated by relating the modeled irradiance per
pixel to the bottom of atmosphere radiance after accounting for
all the above-mentioned atmospheric effects. The inversion of
the radiative transfer equation requires atmospheric parameter
retrieval of water vapor and aerosols and one iteration to account

for adjacency effects [72]. The field data, on the other hand, are
reflectance factors as they are related to a measurement of a
white reference panel; they are absolute reflectance factors if
corrected for the reference panel reflectance [15].

To overcome the limitation of reflectance anisotropy-induced
variations, the reflectance-based validation would optimally be
done on the level of BHR values, i.e., the spectral white sky
albedo. The airborne HCRF data may be corrected to BHR
by an appropriate model describing the underlying reflectance
anisotropy [31]. The same applies to field data. A precondition
to this would be the multiangular in situ data acquisition by
goniometers [33], [73] and the correct conversion of these mul-
tiangular measurements to BHR values, taking into account the
sun position during field measurements as the principal irradi-
ance direction [74].

Vicarious validation approaches are distinguished based on
the instrument or method to be evaluated and on the quantity
that is compared. The major problem common to all cases
is consistency in geometrical, but also spectroradiometrical
sense. It is not only the spatial resolution which is significantly
different between single point surface measurements and
airborne measurements, but also the differences in observation
angles, which, in combination with reflectance anisotropy, can
lead to significant errors. For the spectroradiometric part, it all
comes down to a consistent calibration for both the spectral
and the radiometric response, such that physical quantities
measured on ground and from an air- or space-borne instrument
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TABLE I

OVERVIEW OF VALIDATION LEVELS FOR THE USE OF FIELD SPECTROSCOPY IN SUPPORT OF IMAGING SPECTROSCOPY DATA
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Level/Parameter

Field Spectra

Airborne Spectra

Model

Use

Level 1 At-sensor radiance
Level 1 Total ground irradiance
Level 2 Bottom of atmosphere
HCRF

Level 2 Bottom of atmosphere

BHR

Level 3 Products

HCREF adapted to sensor
properties input to RTM
Total irradiance measurements

HCREF values

BHR derived from multiangular
ground measurements

Surface variables derived from

Calibrated at-sensor radiances
None

Atmospherically compensated
HCRF

Atmospherically compensated
and reflectance anisotropy
corrected BHR

Surface variables derived from

Forward atmospheric RTM

Irradiance model in atmospheric
RTM

Atmospheric compensation via
inverse RTM

Atmospheric compensation and
reflectance anisotropy correction

Various atmosphere-ground

Airborne Sensor calibration/validation

Irradiance model and ground sensor

validation
Airborne HCRF validation

In-depth validation of correction
models

Surface variable validation

field HCRF airborne HCRF

coupled models

are comparable. An overview of the various approaches is given
in Table I.

III. CASE STUDY—DATA AND METHODS
A. Study Site

The Oensingen test site (47°17'11”N, 7°44'01”E, 452 m
above sea level) is an agricultural area located near the village of
Oensingen in the Swiss midlands. The orographically flat site is
characterized by small agricultural fields with grassland, clover
fallow cropping, bean, maize, rapeseed, pea, sugar beet, and
winter wheat as dominant crops. The test area is equipped with
an eddy-flux tower and is frequently surveyed in the framework
of field and airborne campaigns.

B. Airborne Data

APEX is a pushbroom imaging spectrometer featuring visible
and near-infrared (VNIR) and shortwave infrared (SWIR) chan-
nels with a common fore optic [56]. Both channels record 1000
spatial pixels in across-track direction with the ground resolu-
tion being a function of aircraft above ground level altitude and
of the field of view of 28°. Resulting on-ground pixel sizes are
typically in the range of 1.5 to 2.5 m. VNIR and SWIR channels
are spectrally overlapping in the near infrared and cover wave-
lengths ranges of 372-1015 and 940-2540 nm, respectively,
[75] with the VNIR channel allowing spectral hardware bin-
ning of its 334 spectral bands, by default resulting in 114 VNIR
bands. Detailed system characteristics of APEX are covered in
Schaepman et al. [56].

APEX imaging spectrometer data were obtained within a sin-
gle flight line in north-south direction on the 17th June, 2009
starting 1044 UTC and taking 4 min to complete. The sensor
altitude was 5150 m above sea level resulting in an across-track
pixel size of 2.5 m with a geolocation accuracy of 1 to 2 pix-
els. Raw data were calibrated to radiances within the APEX
PAF [60], [76], [77], corrected for the effects of spectral shifts
on radiometry for both VNIR and SWIR channels [59], and
resampled to standardized centre wavelengths to remove spec-
tral misregistrations. These data calibration steps utilized co-
efficients calculated within the APEX Calibration Information
System [58] based on calibration data acquired in the APEX
Calibration Home Base (CHB) [78]. The APEX PAF generated

quality layers and quality metadata are compliant with generic
quality indicators elaborated within EUFAR HY QUAPRO [79].

Level 1 data were converted to HCRF data using the MOD-
TRANS [80] based atmospheric correction software ATCOR4
[68], [69]. Spectral polishing using a derivative approach [72]
was applied to remove remaining spectral artefacts in the AT-
CORA4 reflectance outputs.

ATCOR4 calculates the irradiance for each pixel, utiliz-
ing a digital terrain model to include slope, aspect, sky-view
factor, and adjacency effects [69]. Atmospheric water vapor and
aerosol characteristics are derived from the radiance data to ac-
count for both atmospheric transmittance and scattering effects.
The irradiance calculation of ATCOR4 combines the directly
transmitted solar irradiance with the diffuse irradiance produced
due to scattering by aerosols and molecules of the atmosphere
[72]. Scattering involves single scattering by aerosols, but also
multiple scattering interactions with the surrounding area and
its reflective properties. Consequently, the contribution of ad-
jacency effects is included in the calculation, also considering
direct irradiance stemming from adjacent terrain. All adjacency
effects assume a Lambertian behavior of adjacent areas. AT-
COR4 produces a spectral data cube containing the per-pixel
direct and diffuse irradiance, which may then be compared to in
situ white reference panel measurements.

Inverting the MODTRANS radiative transfer code leads to
a surface reflectance quantity very much similar to an HCRF
measured in the field at the same geometrical solar incidence
angles and observation conditions. The major difference is the
very small observation angle of one pixel, i.e., iFOV. ATCOR4
reflectance products for an iFOV << 0.03° are in a strict sense
HCREF data but are often and well approximated as HDRF [15].

HCRF data were georectified using PARGE [81]. The
topographic correction within ATCOR4 and PARGE was based
on the swissALTI3D digital elevation model with a 2-m grid
cell size provided by the Swiss Federal Office of Topography
(swisstopo).

C. Field Spectroscopy Data

Field spectroscopic measurements were carried out using an
ASD FieldSpec Pro high-resolution spectroradiometer (PAna-
lytics, CO, USA) on the 16th and 17th June, 2009 to support
vicarious validation and to derive vegetation information. The
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ASD registers reflected radiation within the spectral range of
350-2500 nm with a nominal bandwidth of 3 nm between 350
nm and 1000 nm and 10 nm between 1000 and 2500 nm. The
nominal FOV of the instrument is 25°. A calibrated Spectralon
white reference panel (0.25 m x 0.25 m) mounted on a tri-
pod and adjusted horizontally using a bubble level was used to
measure incident irradiance.

For this case study, we selected two sets of targets. The first
set comprises six artificial and natural targets to facilitate the
evaluation of Level 1 and Level 2 data. The rationale was to
include surfaces covering a wide dynamic range of radiance
values. The second set of targets comprises 12 homogeneous
crop fields to evaluate the agreement of vegetation information
derived from both field and airborne spectroscopy data. The
term “fields” refer to agricultural parcels covered by a specific
crop type.

The measurement setup was adapted to characterize surface
areas of about 2.0 m? in a homogeneous surrounding to match
the APEX pixels size and the average geolocation accuracy
of 1-2 pixels. The instrument’s fibre optic was used in nadir
view approximately 1 m above the surface. Between 20 and
30 individual measurements were recorded moving the fibre
optic manually over the surface, bracketed by five spectra of a
white reference panel. The integration time was automatically
optimized in order to maximize the signal-to-noise ratio.

The ASD binary files were imported into a SPECCHIO in-
stance including automatic calibration from DN to radiance, and
augmented with metadata (e.g., spatial position, target name,
sensor, and sun geometry) to assist the automated computa-
tion of validation data. The final metadata space [82] for this
study comprised 30 metaparameters.! The preprocessing of the
measured radiance signals consisted of evaluating the measure-
ment uncertainty through the analysis of white reference panel
spectra, correcting for radiometric miscalibration, in particular
for in-between detector jumps at 1000 and 1800 nm, due to
sensitivity drifts caused by temperature using a multiplicative
instrument model [5], [51].

The reference panel readings bracketing the target spectra
were linearly interpolated over time for each spectral band to
provide a best estimate of the solar irradiance for each target
radiance spectrum. Target HCRFs were computed using the
interpolated irradiance, including a compensation for the re-
flective properties of the reference panel. Measured radiance,
irradiance, and derived HCRF data were directly used for the
vicarious validation approach.

D. Algorithm Implementation

Most algorithms for data quality checks were implemented
in MATLAB and written in a generic way to allow their appli-
cation to other datasets as well. An underlying and powerful
feature is the direct connection from MATLAB to the SPEC-
CHIO system, giving full access to the metadata space. Spectral
data and metadata for all plots involving in sifu spectra shown in

A full list of all available attributes within SPECCHIO may be found on
www.specchio.ch, comprising a total of 350 different attributes at the time of
writing.
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this study were automatically selected from SPECCHIO, loaded
into MATLAB, processed and plotted ready for production. Se-
lection of targets to be involved in the analysis was done inter-
actively using the SPECCHIO spectral data hierarchy browser
component.> Exceptions to this are the biogeophysical variables
retrieved by model inversion, which was not yet fully integrated
with either SPECCHIO or the APEX PAF.

E. Biogeophysical Variable Retrieval

One commonly used vegetation index and three vegetation
variables were exemplarily investigated to quantitatively assess
the agreement of Level 3 data products derived from simultane-
ously acquired in situ and airborne-based HCRF data. These are
the normalized difference vegetation index (NDVI), the canopy
chlorophyll content (cCAB), canopy water content (cCW), and
leaf area index (LAI). The NDVI is widely used in vegeta-
tion remote sensing and was designed as proxy of vegetation
health and structure [83], [84]. For this specific study, NDVI
was calculated for both in situ and APEX data using narrow
band implementations [85] after spectrally convolving the in
situ HCRF spectra to APEX bands as

NDVI = (Rso0.1 — Re71.4) / (Rsoo.1 + Rer1.4) 5

where R, is the reflectance factor at the given APEX centre
wavelength in nanometers.

The three vegetation variables are important plant traits and
characterize the biochemical (cCAB, cCW) and structural (LAI)
state of vegetation canopies [86], [87]. All three variables were
obtained from HCRF data using a model inversion scheme. We
particularly used a combination of two vegetation RTM, i.e.,
PROSPECT [40] and SAIL [41], and a look-up-table (LUT)-
based quasi-model inversion [88]. The LUT was calculated us-
ing the models in forward mode, while keeping the three param-
eters of interest free within reasonable parameter ranges (i.e.,
CAB: 10.0-70.0 pgxcm~2; CW: 0.001-0.03 gxcm~2; LAIL
0.1-8 m?> x m~2). All other parameters were fixed to represen-
tative values (i.e., leaf structure (N): 1.8; leaf angle distribution:
planophile). Applied value ranges and constants are justified by
published results [37] and knowledge gathered during several
field campaigns. Background optical properties (i.e., soil HCRF)
were extracted from the image. The biogeophysical variable re-
trieval itself was based on minimizing a cost function (i.e., nor-
malized difference between the measured and simulated HCRF
signal) considering the entire wavelength range excluding the
H, O absorption features to find a LUT entry that shows the best
match with a particular APEX-HCREF signature. We applied no
regularization strategies at all, such as stratification of input
model parameters for specific crop types, selection of most sen-
sitive wavelength ranges, spatial constraints, or probability dis-
tribution functions of model parameters and their combinations.
Canopy chlorophyll and water content were derived as products
of retrieved LAI as suggested by Darvishzadeh et al. [89].

2The full SPECCHIO application programer interface definition can be found
online: http://www.specchio.ch/doc/index.html.
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IV. CASE STUDY—RESULTS
A. Level 1: Radiance

Radiance spectra taken by an ASD spectroradiometer were
used in conjunction with calibrated white reference panel-based
irradiance measurements to carry out a radiance-based valida-
tion. The MODTRANS-based atmospheric LUT of ATCOR4
was used for the radiative transfer calculations. The entire pro-
cess entails 1) inverting ground irradiance data for the best
aerosol model and water vapor amount based on a RMS crite-
rion, 2) inverting the ground irradiance below 500 nm for aerosol
optical thickness, 3) using the inversion results and irradiance
measurements for the radiative transfer calculation of at-sensor
radiances, and 4) extracting spectra from the airborne radiance
data at the location of ground measurements using a fixed win-
dow size of 5 x 5 pixels to account for spatial inhomogeneities.
These modeled at-sensor radiances were then compared with
airborne at-sensor radiances.

The results of the radiance validation are shown in Fig. 3,
comparing modeled and airborne at-sensor radiances with the
standard deviations indicated by error bars. RMSE values range
between 11% and 15% excluding water vapor absorption bands
at 1400 and 1850 nm where both airborne and in situ spectrora-
diometers contain largely noise [90].

B. Level 1: Irradiance

The overall quality of the in situ spectral data was assessed
by analyzing the radiance time series of the white reference
panel readings over the midday time period, corrected for the
reflectance of the panel. The individual measurements were fit-
ted with a polynomial and then used to compute the radiometric
uncertainty for a 1° angular error of the panel

L-cos(f£1°)
cos (6)
where § = Solar zenith angle. (6)

Langular error —

The obtained reference panel radiances are just within the
1° angular error envelope (see Fig. 4, top), confirming that the
field team was very careful in adjusting the panel with a bubble
level. The radiance time series also follows the change in sun
elevation, confirming that the day was clear and no major irradi-
ance fluctuations took place. Influences of instrument sensitivity
changes were removed during preprocessing [51]. Changes in
measured irradiance due to spatial inhomogeneity of adjacency
are assumed to be minor due to the structure of the landscape,
but may be represented in the scatter of irradiance values. The
uncertainty envelope also illustrates the impact of the angular
adjustment of the reference panel. A 1° angular error in the
solar principle plane from the true horizontal results in a mean
change in radiance of £0.8% for the given solar zenith angle
range. The dependence of the radiometry on the sun zenith an-
gle in combination with the angular error can be observed in the
uncertainty envelope in Fig. 4 (bottom) where errors are higher
in the morning/afternoon and decrease toward solar noon.

The consistency of the reference panel radiance spectral time
series is a prerequisite for the quality check of the irradiance
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estimate provided by the atmospheric correction algorithm.
The global irradiance estimate was computed by ATCOR4 for
the time of the overflight and compared with the irradiance cal-
culated from white reference panel radiances interpolated over
time, multiplied by 7, and spectrally convolved to APEX, based
on the assumption of the white reference panel being an ideal
Lambertian reflector.

The global irradiance estimate computed by ATCOR4 is com-
pared with the irradiance calculated from white reference panel
radiances in Fig. 5. The two irradiances display an RMSE of 8%,
excluding water vapor absorption bands at 1400 and 1850 nm,
with an increased difference toward the end of the SWIR. The
impact of reference panel leveling uncertainty is a negligible
component of the observed bias. Fluctuations of the at-ground
irradiance due to changes in atmospheric conditions between
in situ irradiance measurement and APEX imaging times are
assumed to be within the uncertainty envelope defined by the
angular error.

C. Level 2: Bottom of Atmosphere HCRF

The quality of the ATCOR4-based APEX HCRF was assessed
by comparing it with the HCRF of spectral ground control points
(SGCPs) measured with a field spectroradiometer. Fig. 6 illus-
trates the comparison on the example of a vegetation target. The
relative RMSE in the spectral range of 500 to 2200 nm exclud-
ing water vapor absorption bands at 1400 and 1850 nm amounts
to 19% and reaches 29% when considering the full wavelength
range up to 2450 nm, still excluding the water vapor absorp-
tion bands. Higher differences appear at both ends of the APEX
dataset and in the water vapor absorption regions at 1400 and
1850 nm, respectively. The atmospheric correction applies in-
terpolations to bands where low signals or sharp absorption fea-
tures occur. These regions (690-736 nm, 753-770 nm, 790-838
nm, 907-983 nm, 1100-1176 nm, 1312-1514 nm, 1772-2029
nm) are indicated in Fig. 6 and should be treated with caution
when using the Level 2 data.

D. Level 3: Biogeophysical Variables

A comparison on the level of retrieved biogeophysical vari-
ables was carried out on the NDVI product using a narrow band
implementation and on cCAB, cCW, and LAI products using
model inversion techniques. In situ HCRF data were spectrally
convolved to APEX bands prior to biogeophysical variable re-
trievals. Uncertain wavelengths, i.e., water absorption bands,
were removed before model inversions. In all cases, APEX de-
rived biogeophysical variables at selected pixels coinciding with
the SGCPs were plotted versus the mean variable values at the
SGCPs while their standard deviation is indicated by error bars
for NDVI (See Fig. 7). The model inversion was carried out on
mean values, and, hence, no error bars are provided in Fig. 8.

The NDVI derived from in situ and APEX data shows a good
agreement with an R? of 0.97 (see Fig. 7). However, the linear fit
displays an offset of —0.127 indicating that the obtained APEX
biogeophysical variable is biased. The cause for this is likely
to be the near infrared band at 800 nm, which is interpolated
in the APEX HCRF dataset. Illumination effects as discussed
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Fig. 3. Radiance (L)-based validation results of APEX imagery SGCPs for asphalt, barley, and soil at a flight altitude of 5.1 km above sea level, showing mean
radiances with standard deviations indicated as error bars (left) and absolute and relative differences computed from mean spectra (right).
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Fig. 4. Radiance of the white reference (WR) panel at 500 nm compiled over the midday period of the 17th of June field campaign, and related radiometric
uncertainties due to a reference panel angular leveling error of 1° and their dependence on the sun elevation angles.
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In Situ and Simulated Ground Irradiance
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Fig.5. Comparison of irradiance (E) simulated using ATCOR4 and computed

from in situ white reference panel readings (top) and absolute and relative
differences with indication of uncertainty due to a panel angular levelling error
of 1° (middle and bottom).
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Fig. 6. Comparison of a SGCP HCRF with ATCOR4-based APEX HCRF,
indicating the variability of the ground target and the interpolated bands in the
ATCOR4 output (top) and the absolute and relative differences of the mean in
situ spectrum and APEX HCRF (bottom).

in [28] can contribute to the observed bias. The relative RMSE
and relative standard error of the mean are 6.7% and 6.9%,
respectively. These values are rather high and mainly driven by
the asphalt and soil targets, which also lead to the observed
offset of the linear regression, as all vegetation targets are close
to the 1:1 line.

Biochemical (cCAB and cCW) and structural (LAI) biogeo-
physical variables derived from in situ and airborne HCRF data
show a moderate to good agreement with a R> of 0.49 for the
cCAB, a R? of 0.63 for the cCW, and a R? of 0.73 for the LAI
(see Fig. 8). Common to these three retrieved biogeophysical
variables are deviations from the 1:1 line as well as individual
biases. This reduced agreement compared to the more simple
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APEX NDVI versus In Situ NDVI
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Fig.7. Linear regression of NDVI derived from APEX and in situ HCRF data

for different crop and surface types.

vegetation index is caused by the bulk inversion without apply-
ing any regularization. Moreover, while calculations of spectral
indices have the tendency to compensate disturbing effects (i.e.,
illumination effects), more complex inversion schemes exploit
the full information content of measured signals. Consequently,
they show the divergence of information within measured HCRF
if the sampling scheme of in situ data is not optimized for spe-
cific biogeophysical variables.

V. DISCUSSION

A. Agreement of Physical Quantities at Field and
Airborne Scale

An overarching premise of this study is the notion that there
is no truth as such when it comes to data obtained by measure-
ments, be it on ground or from remote sensing platforms. The
various sources of error and uncertainty of in situ spectroscopy
render the acquisition of accurate spectral ground data a strin-
gent and difficult task. Table IT summarizes typical agreements
between in situ and airborne-based data products as established
in this study.

The radiance level validation generally confirmed the radio-
metric calibration for all targets, but the nonvegetation SGCPs
showed higher biases in the 600-700-nm region than the veg-
etation. These target-dependent biases are likely the result of a
suboptimal target state for the soil SGCP where some sparse
vegetation was apparent, as well as the rather small spatial size
of the asphalt target where the APEX spatial point spread func-
tion may have easily covered adjacent natural targets, leading
to a mixed spectral signature. The at-sensor radiance model-
ing utilizes the field spectrometer-based reflectance factors to
simulate at-sensor radiance, and, therefore, biases in the field
spectra are propagated. Simulation of the adjacency is a further
source of uncertainty. Hence, it appears that the validation for
spectra close to the image data average (here: vegetation types)
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APEX versus In Situ Leaf Area Index
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Linear regression of LAI (top left), cCAB (top right), and cCW (bottom left) derived from APEX and in situ HCRF data for different crop types.

TABLE II
AGREEMENT OF In Situ AND AIRBORNE-BASED DATA PRODUCTS ACROSS PROCESSING LEVELS INDICATED BY RELATIVE ROOT-MEAN-SQUARE ERRORS AND
RELATIVE STANDARD DEVIATIONS AS ESTABLISHED WITHIN THIS STUDY

Processing Data Product Rel. RMSE Rel. Std. Deviation Major effects limiting comparability

Level

Level 1 Radiance 11% 6.8% Surface heterogeneity in combination with varying spatial point spread functions and
beam geometries; convolution artefacts; atmospheric characterization; white
reference panel degradation

Level 1 Irradiance 8% 7.9% Atmospheric characterization; white reference panel degradation

Level 2 HCRF 18.7% 20.6% Above factors plus illumination effects

Level 3 Vegetation index 6.7% 6.9% Above factors plus varying spectral point spread functions

Plant traits 28.5% 74.7%

performs better, whereas results are less reliable for isolated
objects like bright bare soil or asphalt.

The reflectance level validation showed some differences in
particular in spectral regions where APEX bands were interpo-
lated as shown in Fig. 6. Interpolated values may differ from
in situ values either due to radiometric miscalibrations at the
edges of the interpolated regions or due to erroneous irradiance
estimations.

Differences in the noninterpolated parts of the spectrum can
have a variety of causes, such as wrong estimates of atmospheric
composition and subsequent biases of irradiance, or radiometric
miscalibrations of the airborne sensor due to incomplete sensor
models or suboptimal laboratory setups (e.g., integrating sphere

and optical filter interreflections that modify the radiance at the
sphere port). The typical radiometric problem regions of imag-
ing spectrometers are the UV and the blue wavelengths, as well
as the end of the SWIR channel where signals are low, not only
under in-flight conditions but also in laboratory settings and
their correct calibration and characterization remains challeng-
ing. In this study, the APEX HCREF of the bands between 840
and 890 nm is typically underestimated and the interpolation
of the red edge and the 820-nm H,O feature is consequently
biased. Reasons for this are likely to be radiometric miscali-
brations of the APEX sensor due to temperature and pressure
effects, currently under investigation in the framework of the
European Metrology Research Program MetEOC2 project [91].
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Fig.9. Agreement of in situ/modeled and airborne-based data products within
the spectroscopy information hierarchy stating the relative RMSE and the rel-
ative standard deviation of the errors. CHB-based uncertainty for Level 1 is
derived from Schaepman et al. [103] and provided for completeness. Observa-
tional errors for Level 1 Radiance/Irradiance, Level 2 HCRF, Level 3 Index, and
Level 3 least square inversions are based on this case study.

Observational approaches are always faced with the hetero-
geneity of surfaces. Table II and Fig. 9 indicate a decreasing
agreement between in sifu and airborne-based data products with
increasing processing level. This effect is not only caused by the
uncertain model parameterisation (e.g., of the atmosphere), but
also governed by the nature of the model describing the re-
lationship between input and output. At-sensor radiances are
generally linearly related to the DNs recorded by the sensor,
while e.g., a product such as chlorophyll content is subject to a
nonlinear function describing the relationship between chloro-
phyll concentration and reflectance [92]. Consequently, errors
tend to grow as small errors in the HCRF product translate
into bigger biases in the computed higher level product. Vege-
tation indices, essentially being derived from combinations of
individual spectral bands, relate more directly to HCRF data and
typically show a higher agreement between in sifu and airborne-
based products compared to plant traits retrieved using complex
analytical frameworks. This effect is also caused by the suppres-
sion of target brightness differences by normalising indices such
as NDVI. Fig. 9 illustrates the generally bigger biases with in-
creasing information level, with a notable drop in relative RMSE
and a decreased standard error for the NDVI (Level 3 index).

The most fundamental effect compromising a direct compar-
ison of in situ and airborne data is surface heterogeneity in com-
bination with differing beam geometries and intrinsic sampling
schemes (spatial point spread functions). In situ data are ac-
quired in a hemispherical-conical configuration where airborne
data are virtually similar with the hemispherical-directional
case: field spectrometer FOV's typically range around 20° un-
less special fore optics are used, while, e.g., APEX has an iFOV
of 0.028° [56]. The angular sensitivity of radiance measure-
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ments and subsequently derived surface information is well
known [93]-[95] and is basically a combined effect of chang-
ing fractions of E4" and E9if and reflectance anisotropy. Damm
et al. [28] demonstrate the large angular dependence of radiance
measurements and vegetation variables retrieved from spectro-
scopic measurements. This sensitivity in combination with dif-
fering iFOV’s (measured radiances are an integral observation
over a certain angular range) can cause strong sensitivities in
measured radiance signals and retrieved biogeophysical vari-
ables. Furthermore, airborne data are affected by adjacency
effects, which increase with flight altitude. The detailed cor-
rection of these effects for validation purposes is to be further
investigated.

Difficulties related to the estimation of surface E are an intrin-
sic problem of commonly used reflectance-based approaches,
i.e., estimates of surface irradiance are often less representa-
tive for the underlying radiance measurement, adding uncer-
tainty to subsequently derived HCRF data, and biogeophysical
variables. It is suggested to emphasize the use of alternative
retrieval schemes such as the at-sensor radiance approach (cf.,
[28], [37], [38]) in order to minimize the number of assumptions
as applied in current processing schemes. This consequently
improves the comparability of spectroscopic measurements, de-
rived HCRF data, and retrieved biogeophysical variables across
observational scales.

1) Level I—Radiance: In spectroradiometry, the only mea-
surable quantity is the radiant flux—there is no physical method
to measure reflectance quantities other than going through ra-
diant quantities, i.e., radiances or irradiances or the radiant flux
directly. Thus, the validation on radiance level remains an indis-
pensable task for sensor system validation, whereas validation
on higher levels of processing is of high importance for data
end-user quality reporting.

Accurate spectroradiometric calibrations of field and airborne
spectrometers are difficult to achieve even under laboratory con-
ditions [10], and all instruments will invariably change their
properties to some degree when leaving controlled calibration
environments and being exposed to various pressure and tem-
perature regimes [59], [96]. Therefore, regular laboratory-based
calibrations to reestablish traceability in combination with de-
tailed instrument characterizations to build sensor models ex-
plaining changes of the nominal behavior are an indispensable
requirement of precise radiometric measurements [5]. Such sen-
sor models and related correction procedures are in most cases
not available from the manufacturers but are established by re-
searchers noting biases in their measurements [5], [16], [51],
[59]. Consequently, end users acquiring new instrumentation
are advised to carry out a thorough literature review to get to
know the peculiarities of their systems before embarking on any
measurement campaign [97].

2) Level I—Irradiance: Absolute reflectance factors are
only obtainable from in situ-based spectrometer target measure-
ments if the irradiance field can be reliably measured. Irradiance
fields with their individual diffuse and direct E components are
typically measured in field spectroscopy using almost 100% re-
flective reference panels placed above the target, assuming a
horizontally oriented and fully illuminated surface.
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However, surface inclination and surface structure violate this
assumption: E41" can be considered as a function of the cosine
of the illumination angle, while the anisotropic E4f component
is a function of illumination angle, atmospheric transmittance,
aerosol scattering, and the adjacency effects [98]. For vege-
tation, the canopy structure determines changing fractions of
shaded and sunlit canopy elements and geometric-optical scat-
tering, both impacting the underlying radiative transfer. These
illumination effects add an intrinsic disagreement between true
and approximated surface E for any field spectroscopic measure-
ment, and, consequently, retrieved surface HCRF and biogeo-
physical variables become uncertain [28]. To be more explicit
on the latter point, one may consider the microstructure of a
crop canopy: radiation reflected by shaded leaves contributes to
the signal, but their illumination is supposed to be 100% due to
the assumption of the reference panel-based reflectance estima-
tion that equivalent amounts of irradiance reached each scene
element. Consequently, the reflectance of nonhorizontal or not
fully illuminated scene elements is wrongly estimated.

There are, however, also a few practical issues that lead to
errors even when not considering the discussed irradiance field
approximation. The involved problems include the alignment of
the reference panel in 3-D space, contaminations of the panel
that change its reflective properties, and spectral contamination
of the panel signal by neighboring objects due to wrong pointing
of the sensor.

In our case study, we have demonstrated the impact of a
1° angular error in panel alignment. From our data, it would
seem reasonable to expect that angular deviations from the true
horizontal of less than 1° are achievable when using a tripod and
a bubble level. The errors caused by balancing the panel on the
palm of the hand instead of using a tripod have been investigated
during an OPTIMISE COST action summer school and indicate
radiometric biases between 5% and 10%.

The contamination and degradation of reference panels addi-
tionally alters the representativeness of in situ irradiance mea-
surements. Degradation of the reference panels over time is a
major source of error that can be mitigated by frequent monitor-
ing of the panel reflectance versus a laboratory standard. Typical
losses in reflectance appear in the UV-Blue wavelength region
just by ageing processes [99]. Fig. 10 shows a typical ageing
effect where a field panel after being used for several years was
compared with a pristine freshly calibrated panel under field
conditions. Changes are —5% to —23% for wavelengths below
550 nm and these errors would be propagated into the measured
reflectance spectra and further into derived biogeophysical vari-
ables if not compensated for.

Contamination of the reference panel radiances with neigh-
boring target signatures due to incorrect pointing of the sensor
head can as well be detected if the irradiance is assumed to be
constant. In the ideal case, dividing the averages of the before-
target and after-target panel radiances should result in a factor
of 1 (see Fig. 11 (top)) and standard deviations of the two panel
radiance sets should be similar. Any significant deviation can
then be attributed to a spectral contamination (see Fig. 11 (bot-
tom)). The shape of the negative relative standard deviation
(coefficient of variation) may give indications as to what further
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Fig. 11. Example of a white reference (WR) panel signature contamination

showing visually almost identical WR panel spectra before and after target
acquisition and their ratio (top) and the negative relative standard deviations
with a contamination by vegetation apparent for the WR 1 acquisition (bottom).

material was present in the measurement support apart from the
reference panel. In our example, the negative standard deviation
resembles a vegetation spectrum. This is an interesting finding,
but it has not yet been analyzed in depth and, while indicative,
we feel that more research is required to develop it into a robust
quality indicator.

An alternative approach, circumventing panel contamination
due to dirt and neighboring scene elements by incorrect sensor
pointing, would be to use calibrated irradiance measurements for
reflectance retrieval as a reference rather than relying on indirect
measurements of reflectance factors using a white reference
panel [2].

For the airborne case, irradiance is modeled using atmo-
spheric RTM assuming homogeneous and fully illuminated sur-
faces. This approach, thus, basically adds the same uncertainties
due to the irradiance field approximation as described above,
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but is further complicated by the need to accurately describe
the status of the atmosphere. Imaging spectrometer data can
themselves be used to estimate some atmospheric parameters,
but these are not independent measurements, and, hence, influ-
enced by the spectral and radiometric calibration uncertainty of
the instrument. All these aspects limit the capability to compare
field and airborne spectroscopy data.

3) Level 2—Reflectance Factors: The aspects that determine
the agreement between in situ and airborne measurements, as
discussed for radiance and irradiance data, also govern re-
flectance factor values. This makes the comparison of HCRF
data from in situ and airborne observations most uncertain across
the various processing levels (cf., Table II). A validation of air-
borne data using in situ data should only be undertaken if the
SGCPs were collected with great care and if a potential vio-
lation of assumptions applied throughout the entire processing
cascade is expected to be negligible.

4) Level 3—Biogeophysical Variables: Biogeophysical
variables obtained from simultaneously acquired in situ and
airborne spectroscopy data should be ultimately the same,
proofing that measurements are the same as well. The above
discussion outlines a wealth of different factors impacting
the agreement of in sifu and airborne spectroscopy data
even if taken with care and processed with the best knowl-
edge available. The main reason of disagreements between
biogeophysical variables obtained with both measurement
approaches is related to the spatial heterogeneity of surfaces
and the individual and diverging spatiotemporal length scales
of biogeophysical variables that can be present in a certain
area. Physics of photon-surface interactions determine fluxes
measurable by instruments. Therefore, slight differences in
observational geometry, timing, and instrumental properties
impact the information content of measured radiances and
eventually also of retrieved biogeophysical variables. It is, thus,
unprofessional to talk about “ground truth” when referring to
biogeophysical variables derived from in situ spectral mea-
surements. Consequently, the comparison of biogeophysical
variables obtained in such manner, be it either from in situ or
airborne data, is essentially limited. Ideally, a validation of
biogeophysical variables should include their measurement via
independent methods such as chemical analysis.

The aspect of instrument calibration uncertainty on derived
products has recently been studied by Bachmann et al. [100] for
the case of the EnMAP sensor. Their Monte—Carlo-based uncer-
tainty propagation through ATCOR4 showed target-dependent
NDVI uncertainties in the range of 8.2%-8.9%. This corrob-
orates that the product errors indicated by our case study are
in a reasonable range. It furthermore illustrates an example of
uncertainty propagation, which should be applied to the full-
processing chain.

B. Prerequisites for Quality Assessments

The extent to which in situ spectroscopy data quality can
be evaluated depends largely on the measurement strategies
and protocols, essentially defining the available information
for quality assessments. Utilizing radiometrically calibrated
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instruments is the preferred solution as they deliver more
information for quality assessments [1]. The quality check
of the irradiance is one of the foremost issues as the HCRF
computation assumes a constant illumination condition during
the target measurement. The required data are at best acquired
with a dual FOV instrument, removing the need for assumptions
on the irradiance stability [2]. In the more common case of
single FOV instruments, it is advisable to acquire several
radiance spectra over the reference panel before and after the
target acquisition. These data allow checking the stability of
the irradiance by computing first- and second-order statistics
for before-target and after-target panel radiance sets.

C. Metadata and Contextual Awareness

Reliable and shareable data require a strict control and doc-
umentation of the above sampling setups and environmental
influences, and according metadata data should find its way into
spectral data collections [5], [101] to allow automated quality
indicator generation [54]. Such metadata should be sufficient to
enable the contextual awareness, i.e., a full understanding of the
circumstances of data acquisition. Modern spectral information
systems are essentially capable of storing unlimited numbers of
metaparameters [61], [62]. However, entering these data in a
consistent [54] and timely manner while field records are still
available and personal recollections yet fresh is definitely prob-
lematic. As a matter of fact, the metadata of this study were only
properly compiled within SPECCHIO for the purpose of provid-
ing consistent analysis for this very paper. We have found this
experience a rather frustrating one as it was exceedingly time
consuming, starting with fundamental issues such as the time
zone of the acquisition time stamps. In some cases, no satisfying
reason could be found as to why a certain SGCP was radiomet-
rically biased. Consequently, the perpetual first level of quality
starts with the education and training of field personnel, impress-
ing on them the importance of strict adherence to field protocols
and thorough documentation to support the identification of er-
ror sources later on. Similarly vital is an understanding of the
physics involved in the light and matter interactions. In particu-
lar, the biases caused by panel angular alignment errors are often
not recognized, and the effective irradiance given by the illumi-
nation zenith angle relative to the panel surface is confounded
with the Lambertian property that results theoretically in an an-
gular independence of reflected radiance on the viewing angle.

Modern technology such as inclinometers and automated sys-
tems may be used to take the human errors out of the equation
and log metadata describing the sampling procedure and envi-
ronment. This leaves the complexities of the measurement proto-
col to be applied [5], [101], which must deal with time and space
in a way relevant to the scientific question to be answered and
the process to be investigated. Either way, the meticulous collec-
tion of metadata and spectral data, the latter ideally as radiance,
is the key to developing quantitative quality indicators during
postprocessing and to finding explanations for irregularities.

D. Reliability and Representativeness of this Case Study

Cross-validation exercises should be approached with care,
keeping in mind that all measurement results are inherently
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uncertain. In situ data may be used to constrain the biases of
airborne- and space-based data and vice versa, utilizing data at
various processing levels to implement as many quality checks
as possible within the processing chain. Data storage and pro-
cessing infrastructures that handle spectroscopy data and meta-
data in a repeatable manner are, thus, a key component for the
consistent generation of cross-validated data products within
the spectroscopy information hierarchy. Restrictions to this are
caused by measurement setup differences (observation geom-
etry, FOV, and spatial scales and representativeness), operator
errors, unsuitable protocols for the application in question, un-
certainties due to limited control over the equipment position in
time and space, and inherent uncertainties caused by assump-
tions of the representativeness of reference panel measurements.

Thus, while greatest care has been taken in preparing and
analyzing the dataset used in this case study, it still includes
some biases in both in sifu data and airborne that could not yet
be properly identified. The general areas requiring particular
attention are 1) representativeness of SGCPs due to spatial in-
homogeneities, measurement errors, and missing metadata for
postinterpretation, 2) detailed airborne sensor models to com-
pensate for environmental conditions like pressure and tempera-
ture, and 3) parameterization of RTM to replicate the irradiance
and scattering conditions during image acquisition.

The error budgets stated in this study are based on a few
data points only and should be taken as indications rather than
established figures. The stated uncertainties are based on the
standard deviation of the differences between airborne and in
situ based data, i.e., the standard error, and are not to be mistaken
as propagated uncertainties.

The time, software, and expertize required to carry out all
cross-validations outlined in this study may be well beyond the
resources and capabilities of a typical imaging spectroscopy
end user. This realization strongly advocates a better cross-
validation methodology support via specialized software written
to this extent. Furthermore, a propagated uncertainty estimate,
throughout the spectroscopy acquisition and processing stages,
i.e., traceability [91], [102], should be embraced by the commu-
nity and implemented in the relevant software packages.

VI. CONCLUSION

This study collates methods and recommended practices of
field spectroscopy accumulated within the research commu-
nity over the past decades and presents validation techniques in
support of field and airborne spectroscopy. Experienced spec-
troscopy scientists should find the work insofar interesting as
that complications of instruments, software, fieldwork, pro-
tocols, calibration, characterization, and traceability, already
treated two decades ago, are still relevant today and reliable
spectroscopy is still no off-the-shelf product. Researchers new to
the field will find references herein to relevant work and findings
established in the past, compiled in a succinct manner to quickly
establish an overview of the complexities of field spectroscopy.

The sources of error within airborne and in situ sensor-based
data are manifold and a comparison between such datasets is
further complicated by scale dependencies and differing ob-

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 10, NO. 3, MARCH 2017

servational geometries. If one thing may be gleaned from the
presented case study, it is the realization that a lack of metadata
severely limits the interpretation of results, simply because the
exact nature of the measurement process and the environmental
conditions at the time of data acquisition are unclear and cannot
be precisely replicated. Hence, the attribution of the cause of
observed differences is wrought with difficulties and often re-
mains speculative. The RMSE and related standard deviations
reported for the presented case study may be taken as indicative
of the errors one may expect and should prompt users to carry
out their own error assessment for their individual datasets.

The key to advances in field and airborne spectroscopy is
fourfold and encompasses 1) the development of smarter in-
struments gathering relevant metadata in an automated fashion,
2) the detailed study of irradiance fields within the iFOV of
spectroradiometers, 3) the design of spectral processing and
storage software that can handle spectral data and their meta-
data including the propagation of uncertainty, and 4) last but
not least the education of the spectroscopy researchers to foster
the understanding of interactions between light and matter and
the implications of measuring these phenomena using spectro-
radiometric systems.
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