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An Improved Side-Slither Relative Radiometric
Calibration Method for WFV Satellite: Taking

HY1D CZI as an Example
Ru Chen , Mi Wang , Member, IEEE, Yingdong Pi , Tao Peng , Rongfan Dai , and Ru Wang

Abstract—Wide field of view (WFV) push-broom optical satel-
lites can acquire ground images over hundreds to thousands of
kilometers in a single pass, thanks to their large field of view
(FOV) cameras consisting of tens or even hundreds of thousands
of detectors, which also makes their relative radiometric correc-
tion (RRC) difficult. Existing side-slither-based RRC approaches
overlook the distinct structural design of WFV push-broom opti-
cal satellite cameras, thus failing to rectify nonlinear distortions
in side-slither images stemming from the nonflat arrangement
of camera detectors. Furthermore, these methods necessitate the
corresponding pixels (pixels of the same ground object) covering
the entire FOV in side-slither images. However, the brief duration
of side-slither imaging makes it unfeasible to cover the entire FOV
with calibration data. To address these issues, we propose a novel
RRC approach for WFV push-broom optical satellites, achieved
based on a thorough analysis of the unique structural traits of WFV
push-broom optical cameras, enabling precise standardization of
the nonlinear distortions in side-slither data. Additionally, a local-
to-global side-slither calibration strategy is proposed to obviate the
requirement for corresponding pixels to cover the entire FOV in
calibration data. Experiments using the Haiyang-1D Coastal Zone
Imager satellite indicate that our method effectively rectified non-
linear distortions in side-slither data, and evident RRC accuracy
improvement with that of the existing methods can be obtained.

Index Terms—Haiyang-1D coastal zone imager (HY-1D CZI),
relative radiometric calibration (RRC), side-slither, wide field of
view (WFOV).

I. INTRODUCTION

R EMOTE-SENSING satellites have become an indispens-
able means of acquiring extensive ground information,

with the quality of their image products largely depending on
the design of the optical imaging system and subsequent radio-
metric calibration. Nowadays, charge-coupled devices (CCDs)
are frequently integrated into optical imaging systems, offering
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Fig. 1. (a) Raw image of HY-1D CZI with stripe noise and (b) image after
relative radiometric calibration.

push-broom and whisk-broom imaging modes as alternatives.
In practice, push-broom optical sensors are predominant in this
field. Linear array push-broom sensors are composed of a group
of independent detectors. When provided with the same radiance
input, the detectors should ideally yield identical digital number
(DN) outputs. However, due to factors, such as overall sensor
circuit design and detector manufacturing processes, detector
responses are not consistent, resulting in visible stripes in the
imagery (see Fig. 1). The process of rectifying and compensating
for inconsistencies between detector responses is referred to as
relative radiometric calibration (RRC), which is an important
processing procedure to improve the quality of optical satellite
images [1].

The essence of RRC is a map linking the noisy signals of
the detector outputs to the noise-free signals. For push-broom
optical sensors, RRC methods can be broadly classified into
four groups [2]: laboratory RRC, on-board RRC, uniform-field
RRC, and statistical RRC. Laboratory RRC relies on integrat-
ing spheres to generate standardized signals, with the inte-
gration sphere utilized as input and the sensor as output to
calculate RRC coefficients [3]. However, this method is not
applicable to on-orbit satellite data due to changes in device
status after launch. On-board RRC [4] employs standard light
sources (built-in lamps, the sun, and the moon) to construct
standardized signals and establish response relationships, but
on-board calibration devices are complex, bulky, and expensive,
and introduce calibration errors due to aging. In uniform-field
RRC [5], standardized signals are constructed from uniform
terrain, with large-area ocean, ice, and desert imagery used to
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Fig. 2. Comparison of (a) typical push-broom imaging and (b) typical side-slither imaging.

establish relative relationships between detectors during satel-
lite operation [6], [7]. However, this method has stringent re-
quirements with respect to terrain uniformity, which are often
difficult to fulfill. Statistical RRC [8], [9] weakens the influence
of random factors through data accumulation, relying on the
law of large numbers to construct standardized signals. The
quality of this method’s calibration depends on the richness and
duration of the accumulated data, making it probabilistic and
requiring long statistical periods that result in low timeliness.
In addition to these methods, Moghimi et al. [10] propose a
robust algorithm for relative radiometric normalization (RRN)
of bitemporal multispectral images. Vicarious techniques are
employed to enhance the relative radiometric quality of images
[11], [12], [13]. Lunar radiometric calibration is utilized to cap-
ture long-term trends and monitor satellites for inconsistencies
[14]. Furthermore, pseudoinvariant calibration sites are utilized
for the radiometric calibration and temporal stability monitoring
of optical satellite sensors [15]. Methods, such as the random
sample consensus-based RRN method [16] and the support
vector machine regression-based model [17], are also imple-
mented to improve image radiometric quality. Additionally, the
block adjustment method [18], [19] is employed to eliminate
radiometric differences between multiple sensors.

With the development of satellites equipped with agile ma-
neuvering capabilities, side-slither imaging mode has become a
reliable approach to address inconsistent detector responses. By
rotating the camera and adjusting the yaw angle, all detectors
pass sequentially over the same location, mitigating the influence
of factors, such as sunlight, atmosphere, and topography. The
QuickBird [20] satellite employs the side-slither imaging mode
and exploits the satellite’s agility, resulting in consistent pixel
inputs for each camera’s detectors. The AMETHIST method
was first tested on the Pleiades satellite [21], [22]. Similarly,
the GaoFen-9 [23], [24] and Landsat-8 [25], [26] satellites have

adopted the approach of rotating the camera by 90° to perform
RRC, with promising results. Since this method does not de-
pend on ground or uniform calibration scenes, high calibration
accuracy and strong timeliness are ensured.

Fig. 2 [24] reveals the imaging process during a yaw maneuver
of a conventional linear array push-broom satellite camera.
When the satellite platform rotates by 90°, the arrangement
direction of the camera detectors becomes parallel to the satel-
lite’s flight direction, and each detector images the same ground
object in sequence. The detector at the forefront of the flight
direction images the ground object first, while those at the rear
image it with a certain delay. Furthermore, a currently imaging
detector is from the first one, the more delayed its imaging time is
for the same ground object, resulting in a greater row-direction
offset of its line image relative to the line image of the first
detector. Therefore, the pixel position relationships of images of
the same ground object captured by all sensor detectors cannot be
used directly for calibration. Side-slither images must undergo
normalization processing to ensure that the line images produced
by all detectors have no offset in the row direction.

It can be observed that the offset of each detector’s image is
directly proportional to its center distance from the first detector.
For the conventional linear array push-broom satellite cameras,
the size of the detectors is uniform, and they are arranged in a
straight line closely together. When the camera is in the yaw
imaging mode, the arrangement direction of the detectors is
parallel to the flight direction, and the center distance between
adjacent detectors in the flight direction is equal to the size of
the detectors themselves. Therefore, the offset of the line images
produced by adjacent detectors in the row direction is equal, and
the image offset of each detector relative to the first detector
(referred to as the detector image offset) is a linear function of
their center distance relative to the first detector (referred to as
the detector center distance). Side-slither-based RRC requires
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Fig. 3. Typical narrow FOV sensor structural design for (a). HY-1D CZI:
sensor structural design for (b).

correcting this diagonal line such that it is horizontal, thus
ensuring that the pixels in each image row represent imaging
information of the same ground feature. This process is referred
to as the standardization or normalization of side-slither data.
The core of yaw image normalization is to calculate the image
offset of each detector, which can be accurately obtained through
line detection methods, achieving high-precision normalization
processing of yaw images.

Based on the linear features of side-slither data, several stan-
dardization methods have been proposed. Pesta et al. [25] intro-
duced a method that corrects the image using a 45° inclination
angle. Zhang and Li [27], among others, employed a least signifi-
cant difference-based method [28] to detect diagonal lines within
side-slither data by performing a statistical analysis to determine
the optimal slope and subsequently calculating the offsets for
each column of the image. Li et al. [29] further optimized the
process by incorporating sensor geometric correction principles,
resulting in more accurate standardized side-slither data.

In the case of wide field of view (WFV) linear array push-
broom optical satellites, in which the FOV can exceed 60°, the
typical linear detector layout can result in significant geometric
distortions, as the central and peripheral detectors will differ
substantially in their principal distance. To ensure a more con-
sistent distribution of principal distances among detectors, WFV
linear array push-broom sensors often adopt a nonlinear detector
arrangement. This design is employed by Haiyang-1D coastal
zone imager’s (HY-1D CZIs) sensor [see Fig. 3(b)], resulting in
a remarkable FOV of 63°.

However, during side-slither imaging, a nonflat sensor ar-
rangement introduces variations in the effective dimensions of
the detectors along the scan direction and unequal center-to-
center distances between detectors. Consequently, the diagonal
features of the corresponding pixels that manifest in side-slither
images change from linear to curved, as shown in Fig. 4. Ex-
isting side-slither data standardization methods based on linear
features cannot be directly applied to WFV satellites.

Another issue is that the traditional side-slither-based RRC
methods generally necessitate corresponding pixels covering the
entire FOV, discarding the “upper triangle” and “lower triangle”

Fig. 4. Comparison of a typical narrow FOV side-slither image (linear fea-
ture) for (a) and HY-1D CZI side-slither image (curve feature) for (b), with
corresponding pixels in dotted boxes, respectively.

Fig. 5. Comparison of typical narrow FOV side-slither RRC data utilization
and WFV side-slither RRC data utilization.

of the images. While this strategy is acceptable for detectors with
a narrow FOV, as the discarded portions constitute a relatively
small percentage of the entire side-slither data [see Fig. 5(a)], it
poses challenges for satellite sensors with ultra-WFV imaging,
as these sensors often consist of multiple CCDs stitched together,
with hundreds of thousands of sensor detectors. To ensure stable
on-orbit operation of the satellite, the side-slither imaging dura-
tion is generally short such that the number of captured data rows
may be smaller than the total number of sensor detectors. This
situation results in an image width that is larger than or equal to
the image height, with hardly any corresponding pixels covering
the entire FOV, as shown in Fig. 5(b). In such cases, achieving
high-precision RRC coefficients using typical side-slither RRC
methods becomes extremely challenging.

To address these issues, we developed a novel side-slither
RRC method based on a thorough analysis of the unique
structural traits of WFV push-broom optical cameras and cul-
minating in polynomial correction models enabling precise
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Fig. 6. Workflow of our proposed radiometric calibration method for HY-1D
CZI side-slither data.

standardization of the nonlinear distortions in side-slither data
that arise due to nonflat detector arrangements. Additionally,
overlapping information [30], [31], [32] from multiple CCDs
within the camera was used to devise a strategy for local-
to-global side-slither calibration. This approach obviates the
requirement for corresponding pixels in calibration data to cover
the entire FOV. We then compared our method with the typical
side-slither RRC and statistical calibration methods using the
HY-1D CZI satellite. The outcomes were assessed by visual
examination and using calibration metrics.

The rest of this article is organized as follows. Section II
describes both the workflow of the methods employed in this
study and details of the calibration approach. Section III presents
the experimental dataset and quantitative evaluation metrics,
and outlines the comparative experiments, conducted using both
the proposed and alternative methods, as well as the results
of the visual assessments and quantitative indicators across all
tested methods. Section IV discusses issues identified during the
experiments. Finally, Section V concludes this article.

II. METHODOLOGY

A. Overview

The workflow of our proposed radiometric calibration method
for HY-1D CZIs side-slither data is illustrated in Fig. 6.

Our method can be divided into two parts: local and global
calibration. Given the new features of HY-1D CZIs side-slither
data, our proposed standardization method transforms the bent
diagonal line into a horizontal line to ensure that the images
collected by all detectors are mutually consistent. As the upper
and lower triangular parts of each CCD are invalid for RRC,
in the standardization of side-slither data, they are discarded
as a preprocess of local calibration. Local processing aims at
eliminating the response differences of detectors in their respec-
tive CCDs, which guarantees the internal radiometric quality of
the CCDs. After local calibration, the response differences be-
tween detectors within each CCD are removed, but the response
differences between CCDs remain. A full FOV adjustment for

Fig. 7. Analysis of the HY-1D CZIs detector arrangement.

radiometric calibration is, therefore, performed to achieve color
consistency.

B. Standardization of the Side-Slither Image

The raw calibration data must be standardized or regularized
such that all DNs in each row direction of the standardized image
are the DNs captured by all detectors.

1) Detector Center Distance Model: As mentioned in
Section I, the image offset of each detector is directly propor-
tional to its center distance from the first detector. The HY-1D
CZI sensor adopts a free-form surface design, each detector
corresponds to an equal central angle at the focal point, which
maintains the principal distances between the central and edge
detectors as consistent as possible. Thus, instead of arranging the
detectors in a straight line, they are arranged in an approximate
circular arc. The offset characteristics of the side-slither data
are highly dependent on the distance between the centers of the
detectors. To facilitate the analysis of offset characteristics, the
curved arrangement of detectors is equivalently transformed into
a traditional linear arrangement of detectors, as shown in Fig. 7.

As the field of view (FOV) increases, the equivalent size of
detectors on the focal plane gradually increases, and the distance
between adjacent detectors also increases with the expansion
of the FOV. This implies that with the increase in the FOV,
the detector displacement between neighboring detectors also
gradually increases. In the yaw image, detectors from adjacent
detectors capturing the same object form a curved line instead
of a straight line such that ways to fit the new shape of the data
were needed, as shown in Fig. 8.

On the free-form surface, the central angle (θ) between a
single detector and the focus is considered. For the kth detector
in the equivalent linear arrangement, its equivalent size is given
as follows:

Sizek = R(tan kθ − tan(k − 1)θ) (1)

where R represents the camera’s focal length, and Sizek repre-
sents the kth detector’s equivalent size.
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Fig. 8. WFV satellite camera side-slither imaging.

Fig. 9. Calculation of adjacent column offset based on sliding window RMSE.

The distance between the center of the (k + 1)th detector and
the kth detector is expressed as follows:

Dk+1 =
Sizek+1 + Sizek

2

=
tan(k + 1)θ − tan kθ + tan kθ − tan(k − 1)θ

2
·R

=
tan(k + 1)θ − tan(k − 1)θ

2
·R. (2)

Considering errors introduced by the yaw angle, and mis-
matches between the camera’s integration time and the satellite’s
ground speed, the image offset of the k+1th detector relative
to the kth detector can be expressed through a more detailed
mathematical model

Sk+1 = λ [tan(k + 1)θ − tan(k − 1)θ] (3)

where λ represents the compensation for yaw angle, camera in-
tegration time, satellite ground speed, and the principal moment
of the camera.

2) Column Offset Calculation: Taking column j of the image
I (size m× n) as an example, the offset of column j + 1 relative
to column j is calculated. First, a certain number of rows (e.g.,
L rows) of data are selected starting from the ith row of column

j to be used as the reference column vector Vj (4)

Vj = [I(i, j), I(i+ 1, j), I(i+ 2, j), . . . , I(i+ L− 1, j)] .
(4)

Assuming a search radius of r in the row direction, on column
j + 1 of the image, starting from the (i− r)th row, consecutive
L rows of data are selected as the target-matching column vector.
This process continues until the (i− r + L)th row, forming a set
of target-matching column vectors (5){

V t
j+1 = [[I(i, j + 1), I(i+ 1, j + 1), I(i+ 2, j + 1), . . . ,

I(i+ t, j + 1)]] |t ∈ [−r, r]} . (5)

The RMSE between Vj and V t
j+1 named Rj+1(t) can be

calculated, as shown in the following equation:

Rj+1(t)

=

√∑L−1
l=0 [DN(I(i+ t+ l, j + 1))− DN(I(i+ l, j))]2

L
.

(6)

In (6), DN(I(i, j)) represents the DN value of the image at
the ith row and jth column. If t∗ is the value of t that minimizes
Rj+1(t), (see Fig. 9) then the offset Sj+1 between the column
j + 1 and the column j of the image is equal to t∗ and is
represented, as shown in the following equation:{

t∗ = argmint∈[−r,r] Rj+1(t)

Sj+1 = t∗.
(7)

Combining (3) and (7), it is possible to solve the parameter λ.
After the relative offsets for all columns in the image are

calculated, the global offset for column j (G_Sj) of the image
(see Fig. 10) is obtained, as shown in the following equation:

G_Sj =

N∑
j=1

Sj . (8)

Equations (3) and (7) are used to solve for the parameter λ,
considering that (3) is a tangent function, its Taylor expansion
is generally used for subsequent fitting calculations in practice.
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Fig. 10. Calculation of global offset for each column.

The Taylor series expansion of tan k is shown as follows:

tan k = k +
k3

3
+

2k5

15
+

17k7

315
+ · · · . (9)

Here, up to the fifth term, the center-to-center distance Dk+1

between the kth and (k+1)th detectors can be represented by a
quintic polynomial (10)

Dk+1 = q0 + q1k + q2k
2 + q3k

3 + q4k
4 + q5k

5. (10)

The logical relationship between the detector number (column
index j) and the offset in the column direction (Offset(j)) can
also be expressed by a quintic polynomial (11)

Offset(j) = a0 + a1j + a2j
2 + a3j

3 + a4j
4 + a5j

5. (11)

The offset values calculated using (8) are fitted to obtain
polynomial parameters [a0, a1, a2, a3, a4, a5] according to (11).
After the fitting process, the offset values are obtained, and the
original side-slither data are rearranged as a group of horizontal
lines using the following equation:

Istd(i, j) = I(i+ offset(j), j). (12)

The use of a quintic polynomial model to fit the obtained
offsets and the standardization of side-slither data can effec-
tively eliminate errors introduced by the RMSE-based method.
This process provides a dependable calibrated data source for
subsequent calculations of relative radiometric coefficients.

C. Local Calibration

After standardization, each row of the slide-slither image can
be regarded as if it were obtained by all detectors photographing
the same feature. To calibrate the response difference between
detectors, each CCD is treated as an independent unit and each
detector’s response difference is calibrated using the sum of the
histogram of its CCD as an expectation histogram.

The expectation histogram of each CCD is calculated by
summing the histograms of all of its detectors. When the amount
of statistical data is sufficient, based on the law of large numbers,
the influence of random errors, such as those in terrain and illu-
mination, will gradually be eliminated, while systematic errors
between detectors will remain. Local calibration coefficients
can be generated by matching each detector’s histogram to the
expected histogram of its CCD. The purpose of local calibration
is to eliminate systematic errors between detectors in a single
CCD, and then level up radiometric vignetting in overlaps to
avoid introducing unreliable radiometric information during full

Fig. 11. Full FOV adjustment for each CCD.

FOV adjustment. The calculation process is described in detail
in related works [24], [43].

D. Full FOV Adjustment

Based on the local radiometric calibration coefficients of the
side-slither data of individual CCDs, an RRC is applied to the
original side-slither data. The RRC eliminates the influence
of random errors and inconsistencies among detectors within
each CCD. However, differences in response between CCDs
remain. HY-1D CZI consists of two cameras, with two CCDs
per camera, and uses optical butting and FOV butting between
cameras. However, due to the minimal displacement in the FOV
stitching between cameras, the four CCDs can effectively be
treated as collinear CCDs. Based on a linear correction model
[34], [35], [36] utilizing the overlapping information from the
side-slither data of the four CCDs, a least-squares adjustment
model is established [32] to solve the adjustment parameters
for each CCD. By combining the local radiometric calibration
coefficients of all CCDs, the global radiometric calibration
coefficients are computed.

For example, in the case of two adjacent CCDs, Li et al. [37]
used the mean and standard deviation as expressions of the radio-
metric information for overlapping regions. Due to the limited
duration of side-slither data acquisition, it is often challenging to
obtain image data that cover the entire sensor’s grayscale range
uniformly. In our method, images of each overlapping region
are divided into blocks along the row direction and their means
are then calculated as expressions of the radiometric information
for the overlapping regions, as shown in Fig. 11. Compared with
the use of only the mean and standard deviation, our method in-
creases the number of observations in the adjustment equations,
thereby enhancing the reliability of parameter estimation.

The adjustment parameters for the ith CCD (out of a total of N
CCDs) are set to (Adj_ki,Adj_bi). Before adjustment, the mean
DN value of the Pth block in the ith left overlap is L_MP

i . The
purpose of the adjustment (13) is to make the DN values of each
overlapping region consistent

σMp
i
= L_MP

i · Adj_Ki + Adj_Bi − (R_MP
i · Adj_Ki+1

+ Adj_Bi+1) (13)
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Fig. 12. Comparison of typical side-slither RRC data utilization and the proposed RRC data utilization.

where σMp
i

represents the difference between the DN values of
the Pth block in the ith left overlap and the DN values of the Pth
block in the ith right overlap.

A constraint is, therefore, incorporated to minimize the loss
of radiometric information after the adjustment for each block,
with the aim of keeping the change in the standard deviation of
the block (σStdPi

) before and after adjustment as small as possible
(14)

σStdpi
= StdP

i · Adj_ki − StdP
i (14)

where StdP
i represents the DN value’s standard deviation of the

Pth block in the ith overlap.
This process yields the adjustment (15), (16), (17), and (18)

⎡
⎢⎢⎢⎣

σO1

σO2

...
σON−1

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣
O1

O2

. . .
ON−1

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Adj_k1
Adj_b1
Adj_k2
Adj_b2

...
Adj_kN
Adj_bN

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−

⎡
⎢⎢⎢⎣

LO1

LO2

...
LON−1

⎤
⎥⎥⎥⎦ (15)

where Oi, σOi
, and LOi

refer to

Oi =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

L_M1
i

L_Std1i
0

1
0
0

R_M1
i

0
R_Std1

i

−1
0
0

...
...

...
...

L_MP
i 1 R_MP

i −1
L_StdPi

0
0
0

0
R_StdPi

0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(16)

σOi
=
[
σM1

i
σL_Std1i

σR_Std1i
· · · σM1

i
σM1

i
σR_StdPi

]T
(17)

LOi
=
[
0 L_Std1

i R_Std1i · · · 0 L_StdP
i R_StdPi

]T
(18)

where L_StdPi represents the DN value’s standard deviation of
the Pth block in the ith left overlap, and R_StdPi represents the
DN value’s standard deviation of the Pth block in the ith right
overlap.

For sensors composed of multiple CCDs that are stitched
together, our method does not require discarding all parts of
the image that do not cover the entire FOV, as shown in Fig. 12.
Compared with related processing methods [24], [29], [38], our
approach significantly improves the utilization of side-slither
data and avoids the distortion of radiometric correction pa-
rameters caused by insufficient inclusion of side slither in the
calculations.

E. Global Calibration

With the lookup table generated for the ith CCD in the local
calibration process, denoted as LUTi(DN), and the adjustment
parameters obtained for the ith CCD in the global least-squares
adjustment process, represented as [Adj_ki,Adj_bi], the global
relative radiometric correction coefficient is given by the fol-
lowing equation:

Coefi(DN) = int (LUTi(DN)) · Adj_ki + Adj_bi (19)

where Coefi(DN) represents the ith detector’s global relative
radiometric coefficients.

III. EXPERIMENT AND RESULTS

A. Parameters of HY-1D CZI

The coastal zone imager (CZI) aboard the HY-1D satellite
consists of two three-mirror anastigmat cameras. Each of these
cameras has a focal plane composed of two CCDs optically
stitched together. These two cameras use field stitching, resulting
in a combined total FOV angle of approximately 63°, meeting the
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TABLE I
PARAMETERS OF HY-1D CZI

TABLE II
LOCATIONS REPRESENTED BY THE EXPERIMENTAL DATASET

requirement for a 950 km swath width and providing a ground
resolution of 50 m (see Table I).

B. Parameters of the Experimental Dataset

Side-slither data captured in 2021 were selected for data
standardization and RRC coefficient calculation. Additionally,
four sets of image data captured in push-broom mode from
the same year were used for validation. The side-slither data
covered a geographic region extending from Iran and the Arabian
Peninsula to the Indian Ocean, encompassing a variety of land
cover types, including desert and ocean (see Fig. 13).

The validation data were captured (see Table II) over three
locations: Greenland, North China Plain, and the Philippine Sea.
These areas comprise various typical land cover types, including
snowfields, land, and ocean, thus allowing verification of the
radiometric calibration performance across high-, medium-, and
low-sensor DN values.

C. Quality Assessment

Streaking metrics [39] can be used to evaluate the high-
frequency response difference of adjacent detectors, as shown

in the following equation:

Streakingi =

∣∣∣mi − mi−1+mi+1

2

∣∣∣
mi−1+mi+1

2

× 100% (20)

where Streakingi is the streaking metric of the ith column and
mi is the mean value of the ith column.

The root mean square (RMS) [29], [40], [41] of the column
mean of the image can be used to evaluate the low-frequency
response difference of all detectors, as shown in the following
equation:

RMS =

√∑N
i=1 (mi−mimg)

2

N−1

mimg
× 100% (21)

where mi is the mean value of the ith column, mimg is the mean
value of the entire image, and N is the column count.

D. Experiment Using Side-Slither Data

Typical methods of side-slither data standardization typically
use the line segment detector (LSD) approach [29], [40]. How-
ever, for data from structures with unique design characteristics,
such as the HY-1D CZI, the side-slither images will exhibit
curved features instead of the typical straight lines, as shown
in Fig. 14(a). The LSD-based standardization method struggles
to align images with the same features within a single row,
as depicted in Fig. 14(b). Our approach considers the curved
design of the HY-1D CZI sensor and combines the neighboring
column’s RMSE with a third-degree polynomial model to accu-
rately derive the offsets for each column. This achieves highly
precise standardization of side-slither data, aligning images with
the same features within the same row, as illustrated in Fig. 14(c).

Fig. 15(a) and (b), respectively, shows the standardized side-
slither images obtained by direct application of the column
offset calculation and after optimization using the detector center
distance model. It can be observed that the standardized image
using direct column offset calculation exhibits “jaggies” due to
calculation errors and the propagation of errors in the column
direction. In contrast, the standardized image using the detector
center distance model establishes a theoretical correspondence
between pixel numbers and detector offsets. By accurately fitting
the actual detector offsets with a polynomial, the occurrence of
“jaggies” is avoided.

Fig. 16(a) illustrates the full-field CZI side-slither image.
Unlike the images obtained from the traditional sensors, the
CZI side-slither image contains more prominent curve features,
which is particularly evident in the red portion of Fig. 15(a)
on the edge CCDs. After a second round of side-slither data
standardization based on the traditional linear characteristics,
the diagonal features caused by the 90° yaw angle are eliminated,
leaving behind the curve distortion introduced by the sensor’s in-
herent structural design, as depicted in Fig. 16(b). Building upon
this foundation, in conjunction with the detector center distance
model (see Section II-B), the accurate standardized side-slither
calibration data can be obtained, as shown in Fig. 16(c).
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Fig. 13. Locations of the experimental dataset.

Fig. 14. Comparison of (a) HY-1D CZI raw image (local FOV of a single
CCD) and standardized calibration images using the (b) LSD method and
(c) our method.

Fig. 15. Comparison of (a) HY-1D CZI standardized side-slither image (col-
umn offset calculation) and (b) standardized side-slither image using detector
center distance model method.

After standardization of the side-slither data, local radiometric
correction coefficients can be generated for each CCD. Subse-
quently, the overlapping information among the CCDs is used
to establish a least-squares adjustment equation to calculate
the parameters describing the transformation of local-to-global
radiometric correction coefficients. The effectiveness of the
radiometric correction coefficients was tested using the original
side-slither images, as shown in Figs. 17, 18, and 19.

The visual assessment revealed the correction effects of
the local radiometric calibration coefficients in the vignetting
and nonvignetting regions. From Fig. 18(a) and (b), it is ev-
ident that the vignetting caused by optical sensor obstruction
was effectively recovered in the image. Similarly, Fig. 18(c)
and (d) shows that the striping noise caused by inconsistent
detector responses was effectively eliminated from the image.
The correction effects of the original image using both local
and global radiometric calibration coefficients are presented in
Fig. 17. Fig. 17(b) shows that the local radiometric coefficients
effectively mitigated the radiometric inconsistency within a
single CCD, and Fig. 17(c) shows that the global adjustment
parameters effectively addressed the radiometric inconsistency
across multiple CCDs.

As seen in Table III, after RRC, the average streaking in the
corrected images decreased from 0.168 (B), 0.121 (G), 0.083
(R), and 0.103 (NIR) to 0.009 (B), 0.005 (G), 0.005 (R), and
0.003 (NIR). Maximum streaking decreased from 17.097 (B),
20.565 (G), 17.581 (R), and 17.237 (NIR) to 0.280 (B), 0.307
(G), 0.333 (R), and 0.311 (NIR). The standard deviation of
streaking decreased from 0.261 (B), 0.277 (G), 0.236 (R), and
0.231 (NIR) to 0.014 (B), 0.006 (G), 0.008 (R), and 0.004
(NIR). The quantitative data also confirmed effective reduc-
tion of the detector response inconsistency in the side-slither
images.
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Fig. 16. Comparison of (a) HY-1D CZI raw image (full FOV) and standardized calibration images using the (b) LSD method and (c) our method.

Fig. 17. (a) Original side-slither image, (b) side-slither image corrected with local radiometric coefficients, and (c) side-slither image corrected with global
radiometric coefficients.

E. Experiment Using Typical Push-Broom Imaging Data

We conducted experimental comparisons using laboratory co-
efficients [3], the on-orbit statistical method [8], [14], the LSD-
based method [19], [30], and the proposed method. According
to the visual assessment, both the on-orbit statistical method and
the proposed method achieved excellent results for land scenes
(see Figs. 20 and 23). However, the method based on laboratory
coefficient still resulted in noticeable striping artifacts and color
discrepancies between CCDs. The LSD-based method generally
performs well; however, there is a slight unnatural transition
in the inter-CCD regions. Figs. 21 and 24 show that, for sea
scenes, the laboratory coefficient method was not effective in
adjusting the overall color differences of the images, and the

prominent stripe noise persisted. However, both the proposed
method and the on-orbit statistical method demonstrated better
consistency in the overall color radiance, while the proposed
method performed slightly better than the on-orbit statistical
method in transition areas among multiple CCDs. The LSD-
based method performs well in the transitions between CCDs,
but there are relatively obvious striped flaws on the right side of
the image. Notably, Figs. 22 and 25 show that, for snow scenes,
the images corrected using the proposed method displayed the
highest level of overall color consistency and the least amount
of stripe noise and were, thus, clearly superior to the images
obtained using the other methods. Although the on-orbit sta-
tistical method outperformed the laboratory coefficient method
in achieving the overall color consistency, residual stripe errors
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Fig. 18. (a) Original vignetting region image, (b) corrected vignetting region
image, (c) corrected nonvignetting region image, and (d) original nonvignetting
region image. All images were subjected to standardization processing.

Fig. 19. Distribution of the average DN values of the side-slither image
column.

TABLE III
STEAKING METRICS OF THE SIDE-SLITHER IMAGE BEFORE AND AFTER

CORRECTION

could still be seen in the corrected images. Moreover, the LSD-
based method exhibits noticeable overexposure in snow scenes,
and the right side of the image has lost a lot of detail.

For the quantitative evaluation, Tables IV–VI present the
parameters of the streaking coefficients and the RMS values of
the image column mean for both the original normalized images
and the relatively corrected images. Streaking coefficients offer
insight into the level of pixel-scale stripe noise (high-frequency
stripe noise) present in the images, while RMS values of the
image column mean provide a measure of the color differences
at various scales, such as between CCDs or even across the entire
scene (low-frequency stripe noise).

For the high-frequency image stripe noise, in land scenes
(medium radiance), all methods effectively reduced the ra-
diometric nonuniformity relative to the original images (see
Table IV). The best results were obtained with the proposed
method and the on-orbit statistical method, with almost identical
effects seen for the three streaking coefficient parameters. On
average, streaking relative to the original images was reduced
by 76% (B), 64% (G), 50% (R), and 60% (NIR). Maximum
streaking was reduced by 98% (B), 91% (G), 95% (R), and
96% (NIR), while the standard deviation of the streaking value
decreased by 86% (B), 83% (G), 74% (R), and 79% (NIR). Both
the proposed method and the on-orbit statistical method were
better than the laboratory coefficient method, by an average of
10%, in terms of average streaking, maximum streaking, and the
standard deviation of streaking. The LSD-based method gener-
ally performs well, although it is slightly inferior to onboard
statistics and the proposed method in terms of the maximum
streaking metrics.

In sea scenes (low radiance), the performance of the proposed
method and the on-orbit statistical method was again superior,
reducing streaking relative to the original images by 75% (B),
54% (G), 35% (R), and 17% (NIR) on average. Maximum
streaking was reduced by 84% (B), 75% (G), 54% (R), and
85% (NIR), and the standard deviation of streaking by 28% (B),
83% (G), 74% (R), and 79% (NIR). As in the other scenes,
the laboratory coefficient method was inadequate for the sea
scenes, with the maximum reduction in streaking limited to 9%
in the R band and 15% in the NIR band compared with the
original images, indicating significant residual stripe patterns in
the corrected images. The LSD-based method performs poorly
in the R band, with the striping coefficient metrics significantly
lagging behind those of onboard statistics and the proposed
method.

In the snow scenes (high radiance), the proposed method
clearly outperformed the other two methods, reducing streaking
relative to the original images by 89% (B), 85% (G), 84% (R),
and 84% (NIR) on average. The maximum streaking reduc-
tion was 97% (B), 97% (G), 93% (R), and 84% (NIR), and
the standard deviation of streaking was reduced by 88% (B),
86% (G), 83% (R), and 82% (NIR). On average, the streaking
reduction achieved by the proposed method surpassed that of
the on-orbit statistical method by 21% and that of the labo-
ratory coefficient method by 24% in the B, G, and R bands.
The LSD-based method overcorrects in the G and R bands,
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Fig. 20. Before and after relative radiometric correction (RRC) of the HY-1D CZI images of plains scenes. (a) Raw images, (b) images corrected using laboratory
coefficient, (c) images corrected using on-orbit statistical, (d) images corrected using LSD method, and (e) images corrected using the proposed method.

Fig. 21. Before and after RRC of the HY-1D CZI images of sea scenes. (a) Raw images, (b) images corrected using laboratory coefficient, (c) images corrected
using on-orbit statistical, (d) images corrected using LSD method, and (e) images corrected using the proposed method.

which clearly leads to noticeable overexposure, as evident from
Fig. 25(b) and (c). This results in a lower evaluation value for
the average streaking metrics for the LSD-based method, but
at the cost of significant detail loss. The clouds and snow on
the right side of the image are almost invisible, being entirely
overexposed.

For low-frequency stripe noise, the proposed method achieved
optimal results in uniform sea and snow scenes. In the sea scenes,
relative to the original images, RMS values were reduced by 83%
(B), 93% (G), 92% (R), and 89% (NIR). In the snow scenes, the
reductions were 73% (B), 77% (G), 68% (R), and 38% (NIR).
However, the performance of the laboratory coefficient method
was even lower for the G, R, and NIR bands in the sea scenes and
lagged noticeably behind the proposed method and the on-orbit
statistical method for the G, R, and NIR bands in the snow scenes.

Due to the overexposure present in the LSD-based method, its
evaluation metrics also fall behind those of the onboard statistics
and the proposed method.

Analysis of the quantitative parameters demonstrated consis-
tently superior radiometric calibration quality of the proposed
method compared with the laboratory coefficient method across
scenes with varying levels of brightness. For high-frequency
stripe noise, the correction quality of both the proposed method
and the on-orbit statistical method was similar between land and
sea scenes, with the proposed method slightly outperforming the
on-orbit statistical method for snow scenes. For low-frequency
stripe noise, and with respect to the overall color differences
in images, the proposed method significantly outperformed the
other three methods, as it effectively enhanced image uniformity
at the entire scene scale.
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Fig. 22. Before and after RRC of the HY-1D CZI images of snowfield scenes. (a) Raw images, (b) images corrected using laboratory coefficient, (c) images
corrected using on-orbit statistical, (d) images corrected using LSD method, and (e) images corrected using the proposed method.

Fig. 23. Distribution of the images’ column average DN value for plains scenes. (a) Blue band. (b) Green band. (c) Red band. (d) NIR band.

Fig. 24. Distribution of the images’ column average DN value for sea scenes. (a) Blue band. (b) Green band. (c) Red band. (d) NIR band.

Fig. 25. Distribution of the images’ column average DN value for snowfield scenes. (a) Blue band. (b) Green band. (c) Red band. (d) NIR band.
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TABLE IV
STEAKING METRICS OF TYPICAL HY-1D CZI PUSH-BROOM IMAGES BEFORE AND AFTER CORRECTION

TABLE V
RMS OF TYPICAL HY-1D CZI PUSH-BROOM IMAGES FOR SEA REGIONS

IV. DISCUSSION

The experimental results, as presented in Section III, validate
our newly developed method of side-slither data standardization
for the HY-1D CZI sensor, with its ultra-WFV and unique
arrangement of sensor detectors, as it corrects the curved
characteristics of side-slither data effectively. The success
of our method can be traced to the approximate free-form

arrangement of the sensor detectors in HY-1D CZI, which
ensures consistency between the central and edge detectors
within the FOV. This arrangement is advantageous in controlling
the geometric distortion caused by the large FOV of typical
imaging. However, when the detector undergoes 90° rotation for
calibration imaging, inconsistencies arise in the effective sizes of
detectors in the push-broom direction, distorting the straight-line
characteristics in side-slither images. Specifically, this distortion
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TABLE VI
RMS OF TYPICAL HY-1D CZI PUSH-BROOM IMAGES FOR SNOW REGIONS

Fig. 26. Distribution of residuals between the first, third, and fifth polynomial
fitted values and the true values.

becomes progressively apparent from the center to the edge of
the FOV.

The Taylor expansions of (9) can be taken as first, third, fifth,
seventh, or even higher terms. To determine the appropriate
number of polynomials, the column offset was fitted with the
first, third, and fifth terms, and the residuals between each of the
fitted values and the true values were calculated (see Fig. 26).

The residuals of the first polynomial fit were significant, with
RMSEs up to 199.1; the residuals of the third polynomial fit had
RMSEs of up to 22.6; but those of the fifth polynomial were only
as high as 5.7; and RMSEs of the seventh and ninth polynomials
were even lower, as shown in Table VII. While higher number

TABLE VII
FITTING RESIDUALS OF POLYNOMIALS WITH DIFFERENT TERMS

polynomials more accurately fit the column offset, beyond the
fifth polynomial, the R2 was basically the same such that the
fifth polynomial was sufficient to accurately describe the column
offset.

Applying both the first-degree polynomial based on the tra-
ditional side-slither imaging linear characteristics and a fifth-
degree polynomial based on the detector center distance model
to the column offset of detector images calculated by (7), as
shown in Fig. 27, it can be found that, on both the original images
and the images corrected by LSD, the fifth-degree polynomial
fitting based on the detector center distance model achieved a
higher R2 value. This means that the method presented in this
article is more accurate in describing the side-slither imaging
distortion characteristics caused by the nonlinear arrangement
of detectors in WFV cameras.

As shown in Fig. 28, by statistically sampling the DN val-
ues of typical terrain features corresponding to each sensor’s
response, we obtain the corresponding distribution of DN values,
as shown in Fig. 29. Considering the DN values of clouds in
each band, during calibration calculations, the DN values of
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TABLE VIII
COMPARISON BETWEEN [38] AND THE PROPOSED METHOD STEAKING METRICS

Fig. 27. (a) Column offset of the HY-1D CZI raw image. (b) Column offset
of the HY-1D CZI image after LSD correction.

Fig. 28. Schematic of typical terrain features of HY1D-CZI.

clouds are truncated to serve as the upper limit for calcula-
tions. The valid calibration DN value ranges, including high
response (snow-covered areas), medium response (land), and
low response (ocean), are [639, 2850] (B), [570, 3680] (G), [440,
3624] (R), and [210, 3520] (NIR).

At the same time, we selected another track of side-slither
data taken during the same period. Based on its distribution
of DN values, we produced a DN value heatmap, as shown

Fig. 29. Distribution of DN value statistics for typical terrain feature sampling
of HY1D-CZI.

in Fig. 30. The heat map of DN values shows that most of
the data in the B band are below 2500 DN, with the vast
majority falling within the effective calibration DN range. In
the G band, there are many data points within the 2500–3500
DN range, and some data approach or even reach the upper DN
limit (4095). The data in the R band all exceed 3000 DN, with
most reaching the DN value limit. Similarly, in the NIR band, a
significant amount of data also exceeds the effective calibration
range.

After standardization using the LSD correction and the
method described in this article, we obtained the corresponding
DN value heatmaps, as shown in Fig. 31.

The LSD-based method only selects parts that cover the
entire FOV of all CCDs, which first reduces the utilization
rate of yaw data, and second, the area covering the entire FOV
has many excessively high DN values, often approaching the
upper limit of DN values, which can affect the calculation
of relative radiometric calibration coefficients. On the other
hand, the method described in this article performs yaw data
standardization and local relative radiometric coefficient cal-
culations on individual CCDs, followed by global radiometric
correction. As shown in Fig. 32, compared with the LSD-based
method, this method manages a larger volume of effective DN
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Fig. 30. Heatmap of DN value for side-slither data.

Fig. 31. Heatmap of DN values for side-slither data standardized by (a) LSD-based method and (b) the proposed method.

Fig. 32. Proportion of effective DN values in side-slither data using the LSD-
based method and the method described in this article.

value data. Due to the lower proportion of effective data in
the LSD-based method, the accuracy of the generated radio-
metric coefficients is lower, resulting in poorer radiometric

correction performance compared with the method described
in this article. This also explains why the LSD method under-
performs in areas of high and low brightness compared with
the onboard statistics method and the method described in this
article.

Additionally, similar to the LSD-based method, Chen et al.
[38] use the parts of the yaw data that cover the entire FOV
as calibration data. Although the nonlinear distortion of the
yaw data was corrected, as shown in Fig. 15 in Section III-D,
the calculation errors of the offsets between adjacent columns
and the propagation errors in the column direction led to the
appearance of “jaggies” in some parts of the standardized data.
The detector central distance model optimizes the fitting of col-
umn offsets by establishing a relationship between the detector
element numbers and their offsets, achieving the accurate and
smooth standardization of yaw data.

Another improvement of the method described in this article
lies in the increase in the volume of effective calibration data
involved in the standardization of yaw images. Since the original
yaw images in the G and R bands contain a large amount of
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Fig. 33. Before and after RRC of the HY-1D CZI images. (a), (d), (g), and (j) Raw images in blue band, green band, red band, and NIR band, respectively.
(b), (e), (h), and (k) Images corrected using column offset calculation method in blue band, green band, red band, and NIR band, respectively. (c), (f), (i), and (l)
Images corrected using the proposed method in blue band, green band, red band, and NIR band, respectively.

data exceeding the effective calibration DN value range, using
only data covering the entire FOV results in lower precision
of relative radiometric calibration coefficients in the G and R
bands. Accordingly, we used the method from the article [38] and
the improved method described in this article for experimental
comparison.

Fig. 33 and Table VIII clearly shows that the literature [38]
used only the column offset calculation to standardize yaw im-
ages and calculate relative radiometric calibration coefficients.

In the B band, it achieved nearly the same effect as the method
described in this article, but it performed poorly in the G, R,
and NIR bands. The corrected images show obvious striping
flaws, and the right half of the image is noticeably overexposed.
In contrast, the method described in this article achieves good
correction results across all four bands. This demonstrates that
our approach significantly improves the utilization of side-
slither data and avoids the distortion of radiometric correction
parameters caused by insufficient inclusion of side slither in
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the calculations, increasing the number of effective calibration
DN values and enhancing the precision of relative radiometric
calibration.

In both the visual assessment and the quantitative evalua-
tion, the results from the experiments on typical push-broom
imaging clearly demonstrated the exceptional performance of
our approach. Typically, land and ocean scenes are of greatest
interest for CZI imaging, and they are the primary focus of
typical imaging plans. The calibration quality of the on-orbit
statistical method is contingent on the duration of the period
over which statistical data accumulate. In this experiment, the
on-orbit statistical method utilized six months of accumulated
statistical data, resulting in excellent correction outcomes for
both ocean and land scenes. Our method achieved nearly iden-
tical results for the land scene and slightly better results for the
ocean scene. In scenes characterized by fewer statistical samples,
such as snow-covered areas, significantly better visual effects
and evaluation metrics were obtained with our method than with
the on-orbit statistical method. This underscores the capacity of
our method to yield satisfactory radiometric correction results
across low-, medium-, and high-range radiance levels.

By contrast, the comparative experiments involving the LSD
method revealed the limitations inherent to the classical side-
slither RRC approach. The LSD method’s reliance on capturing
side-slither data by sweeping across the entire FOV creates chal-
lenges when applied to CZI, given its WFV characteristics. The
truncated side-slither data lack comprehensive coverage of the
sensor’s dynamic range, and the side-slither data standardization
method based on the linear features fails to effectively rectify
the curved characteristics within those data. Consequently, the
radiometric correction results derived from the LSD method
exhibited notably weaker visual effects and evaluation metrics
than those obtained with either the on-orbit statistical method or
our proposed method.

Following advances in remote-sensing satellite technology,
an increasing number of satellites are now equipped with agile
imaging capabilities, allowing sensor RRC during on-orbit op-
erations through the 90° side-slither imaging mode. However,
as a result, applying classical methods directly from the field to
conduct RRC for satellite sensors with varying FOV sizes and
structural characteristics is no longer suitable. Instead, calibra-
tion methods and strategies tailored to the unique attributes of
satellite sensors are needed. By addressing the specific structural
features of HY-1D CZI, we developed an RRC method based on
side-slither data that achieves high-precision ultra-WFV sen-
sors, such as the HY-1D CZI. The proposed offset calculation
method based on the adjacent column RMSE and the model
describing side-slither data curve characteristics can be extended
to other satellites, provided that their structural attributes are
considered, thus enabling high-precision side-slither data stan-
dardization and, in turn, high-quality RRC coefficients.

V. CONCLUSION

By analyzing the structural characteristics of the HY-1D CZI
sensor, we developed a side-slither data RRC method suitable
for ultra-WFV sensors with a nonflat detector arrangement. The
main contributions of our work are given as follows.

1) We developed a polynomial correction model based on a
thorough analysis of the unique structural traits of WFV
push-broom optical cameras, enabling precise standard-
ization of the nonlinear distortions in side-slither data
arising from nonflat detector arrangement.

2) The overlapping information of multiple CCDs within the
camera was used to devise a strategy for local-to-global
side-slither calibration, which obviates the requirement for
the corresponding pixels in calibration data to cover the
entire FOV.

We verified our method on HY-1D CZI, and the validation
data were captured over three locations: Greenland, North China
Plain, and the Philippine Sea, including snowfields, land, and
ocean, thus allowing verification of the radiometric calibration
performance across high-, medium-, and low-sensor DN val-
ues. The experimental results reveal the effectiveness of our
method in rectifying nonlinear distortions in side-slither data
and evidenced reduction in stripe artifacts and RMS compared
with classical side-slither methods and on-orbit statistical meth-
ods. These results demonstrated that our method significantly
improves the relative radiometric quality of HY-1D CZI, thus
providing a robust method for RRC in WFV push-broom optical
satellites.
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