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Detection of Flooded Areas Caused by Typhoon
Hagibis by Applying a Learning-Based Method
Using Sentinel-1 Data

Takahiro Igarashi and Hiroyuki Wakabayashi

Abstract—Typhoon Hagibis (No. 19, in Japan) made landfall
in Koriyama City in Fukushima Prefecture, Japan, on October
13, 2019. The consequent floods damaged built-up areas in the
city center. Furthermore, rice production was affected because
the flood occurred before rice harvesting. Although the effects of
inundation using Sentinel-1 synthetic aperture radar (SAR) data
have been studied, further quantitative analyses are necessary to
detect flooded areas using SAR data because the changes in the
backscattering coefficient are complex and vary between built-up
and paddy areas. Here, we aimed to apply a learning-based method
to detect flood-damaged areas in both built-up areas and paddy
fields. The training and test datasets were derived from variations
in backscattering coefficients measured by Sentinel-1 SAR before
and during the flooding event. Moreover, changes in SAR data in
built-up areas and paddy fields, where flood damage occurred, were
used as training data. A support vector machine was applied as a
classifier to detect areas damaged by floods. The proposed method
can detect flood-damaged areas caused by Typhoon Hagibis in both
the built-up and paddy areas. Changing both the backscattering
coefficient and texture (entropy) information improved the flood
detection accuracy by a kappa coefficient of 0.15 when compared
with that achieved using backscattering-only input. Furthermore,
upon comparing F-values across categories using dual and single
polarization, we found that VV (transmit V and receive V po-
larizations) enhanced the accuracy of detecting flooded built-up
areas, while VH (transmit V and receive H polarizations) yielded
improvements in identifying flooded paddy areas.

Index Terms—Backscattering coefficient, entropy, flooded area
detection, gray-level co-occurrence matrix (GLCM), support
vector machine (SVM).

I. INTRODUCTION

YPHOON Hagibis (No. 19, 2019) made landfall in Japan
T on October 12, 2019. Many areas through which the ty-
phoon passed, such as Kanto, Koshin, and Tohoku, were heavily
damaged by floods. In the southern part of the Tohoku region,

Manuscript received 15 September 2023; revised 9 March 2024; accepted 8
May 2024. Date of publication 13 May 2024; date of current version 30 May
2024. This work was supported in part by the Japan Society for the Promotion
of Science Grants-in-Aid for Scientific Research under Grant JP22KK0089 and
in part by the Center for Environmental Remote Sensing, Chiba University.
(Corresponding author: Hiroyuki Wakabayashi.)

Takahiro Igarashi is with the Graduate School of Engineering, Nihon Univer-
sity, Koriyama 963-8642, Japan (e-mail: ceta21001 @g.nihon-u.ac.jp).

Hiroyuki Wakabayashi is with the Graduate School of Human In-
formatics, Tohoku Gakuin University, Sendai 984-8588, Japan (e-mail:
hwaka@mail.tohoku-gakuin.ac.jp).

Digital Object Identifier 10.1109/JSTARS.2024.3400282

, Member, IEEE

several flooding events occurred in the Abukuma River Basin,
causing considerable damage in built-up areas. For example,
in Koriyama City, Fukushima Prefecture, Abukuma River and
its tributaries, such as the Sasahara, Yata, and Ouse Rivers,
caused inundation above the floor in 6931 cases and inundation
below the floor in 956 cases [1]. In addition, rice production was
adversely affected because flooding occurred in paddies in the
Tohoku region before the harvest period [2], [3].

Sentinel-1B captured data in the early morning (5:42 JST) on
October 13, 2019, when the flooded area was the largest, cover-
ing Koriyama City and its surroundings. Therefore, this satellite
was suitable for analyzing the effects of inundation on synthetic
aperture radar (SAR) data. The initial analysis examined the
changes in backscattering coefficient and coherence in flooding
areas using Sentinel-1 SAR data [4]. However, a quantitative
analysis over a broader area is necessary to accurately detect
areas that are affected by flooding, including built-up areas and
paddy fields. To the best of the knowledge of the authors, only
a few studies on the high-precision detection of flooding areas
that encompass both built-up areas and paddy fields are available
(51, [6].

When the water level in the paddies exceeds the plant height,
the dominant backscattering mechanism of the smooth water
surface exhibits specular reflection. Therefore, a fully flooded
paddy field observed by SAR shows lower backscattering co-
efficients than nonflooded paddies. Many methods have been
proposed to optimize the backscatter threshold [7], [8], [9], such
as split-based automatic thresholding applied to TerraSAR-X
data [10], a combination of image segmentation and the sur-
face scattering model applied to CosmoSkyMed X-band SAR
data [11], and an automated Sentinel-1-based processing chain
designed for flood detection and monitoring in near real time
[12].

When flooding occurs in built-up areas, such as urban or
residential areas, double-bounce scattering between the building
wall and the water surface increases. However, because the
change in the backscattering coefficient is complex and depends
on the azimuthal angle of the building wall, radar incidence
angle, and vegetation cover on the ground, the same thresholding
method usually cannot be applied to built-up areas. An alterna-
tive method for detecting inundation areas is to use coherence
calculated using interferometric SAR analysis. Coherence can
recognize changes in the backscattering mechanism between
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Fig. 1. Inundation depth map created and provided by the GSI.

two data acquisition intervals. It decreases in flooded, urban, and
vegetated areas [6], [13], [14], [15]. However, because coherence
calculates the phase correlation between two observations, at
least three observations are needed to detect the flooded area,
for example, two before and one during flooding. In addition to
the aforementioned methods that use backscattering and coher-
ence changes, texture information derived from the gray-level
co-occurrence matrix (GLCM) [16] can improve the accuracy
of flood detection [17], [18].

This study applied a learning-based approach to detect built-
up areas and paddies affected by floods caused by Typhoon
Hagibis using the changes in backscattering coefficients before
and during flooding. Specifically, built-up areas and paddies
in Koriyama City, which were affected by flooding, were used
as training data. By training a learning-based classifier on the
changes in backscattering coefficients caused by flooding and
applying the trained model to the test data, flood-affected areas
were detected. In addition, the research leveraged texture infor-
mation computed from the GLCM to enhance flood detection
accuracy.

II. TEST SITE AND SENTINEL-1 DATA

In Koriyama City, the urban area is in the city center and is
surrounded by agricultural areas. Because the Abukuma River
flows through the city center from south to north, flood damage
in 2019 was concentrated near this river.

This study selected flooded and nonflooded areas based on
the inundation depth map [19] released by the Geospatial In-
formation Authority of Japan (GSI). The map shown in Fig. 1
presents the inundation depth characterized by different shades
of blue. The depths were calculated using elevation data and
aerial photographs taken by the GSI on October 13, 2019 [20].
Fig. 2 shows aerial photographs of the Koriyama City Center
captured in the afternoon (JST) on October 13,2019, along with
the flooded areas on the inundation depth map.

Based on the inundation depth map, we manually set polygons
for built-up areas and paddy fields. Four categories were estab-
lished: flooded built-up areas, flooded paddy fields, nonflooded

10007

(b)

Fig.2.  Aerial photographs taken by the GSI around noon on October 13, 2019.
These bird-eye views were captured from the east side of Koriyama City and
by facing the west direction. (a) Southern part of the Koriyama City Center.
(b) Northern part of the Koriyama City Center.

TABLE I
SUMMARY OF SENTINEL-1 DATA CHARACTERISTICS

Platform

Sentinel-1A

Sentinel-1B

Acquisition time

5:43 A.M. 7 October(JST)

5:42 A.M. 13 October(JST)

(Range x Azimuth)

Orbit direction Descending Descending
Observation mode IWS WS
Polarization VV + VH VV + VH
Resolution 5mx20m 5mx20m

built-up areas, and nonflooded paddy fields. Fig. 3 shows the
training and test areas indicated by the categories used to extract
the inundation areas in this study.

Interferometric wide (IW) swath mode data from Sentinel-1A
and Sentinel-1B observed at the test site on the mornings of
October 7 and 13, 2019, were applied as the SAR data. Table I
summarizes the characteristics of the Sentinel-1 data used in
the analysis. The IW mode employs terrain observation with the
progressive scan SAR technique [21] to acquire data over a 250-
km swath with a spatial resolution of approximately 5 m (range)
x 20 m (azimuth) in the slant range. The incident angle ranged
from 29° to 46° in the IW mode. Koriyama City is located at an
incidence angle of approximately 35°. Dual-polarization data,
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Fig. 3. Training and test areas selected in this study based on the inundation
depth map given in Fig. 1.

VV (transmit V and receive V polarization) and VH (transmit V
and receive H polarization), were acquired.

III. SENTINEL-1 DATA PREPROCESSING AND ANALYSIS
A. Preprocessing of Sentinel-1 Data

The European Space Agency Copernicus Open Access Hub
provided Level-1 Ground Range Detected (GRD) data for
backscattering analysis, along with the Sentinel Toolbox to
preprocess the GRD data.

After obtaining high-precision orbital data, we applied ther-
mal noise removal and radiometric calibration to the gamma
naught (7°) with terrain flattening of the GRD data. v° was
used instead of the backscattering coefficient (¢°) to reduce
the sensitivity to the effect of incidence angle. Finally, the data
were projected onto Universal Transverse Mercator coordinates
(Zone 54) with a pixel spacing of 10 m. The Shuttle Radar
Topography Mission digital elevation model with a 1-arc-second
(30 m) grid was applied for both radiometric terrain flattening
and orthorectified processing.
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Fig. 4. Eight-bit scaled and cutout 0 images (972 pixels by 3739 lines).
(a) VV and (b) VH images acquired on October 7, 2019. (c) VV and (d) VH
images acquired on October 13, 2019.

The Sentinel Toolbox created * images with a wide dynamic
range, representing each pixel in a 32-bit floating format. To
calculate the GLCM elements, scaling the pixel values and
adjusting the number of gray levels is necessary. Therefore, the
maximum and minimum values were obtained from the 98%
range, excluding the top and bottom 1% of image histograms,
and resulted in a range from —28.6 to 7.1 dB. Fig. 4 shows the
scaled (256 levels) Sentinel-1 images covering our test site.

B. Texture Calculation

Each element (ith row and jth column) in the GLCM rep-
resented the relative occurrence of two different gray levels
using pixels that were separated by a fixed distance (Ax, Ay),
and the statistics calculated from the GLCM elements provide
quantitative textural information. When the calculation window
size was N X M, each element of the GLCM was calculated as
follows:

1

Pl s A Ay) = 5o a5 QU+ A, Ay)
+ Qi Ax, Ay)} (1)
N-Az N—Ay

Q(i,j: Az, Az)= > H A
n=1 m=1

1, I(n,m)=iANI(n+ Az, m+ Ay)=j
A =
0, elsewhere
2
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where Q(i, j: (Ax, Ay) represents the number of pixels that
have gray level j at a distance of (Ax, Ay) away from the
corresponding pixel (gray level /) within the calculation window,
and I (n, m) represents the gray-level value at coordinates (n
and m) in the calculation window. In this study, the values in
the four directions (1,0), (1,1), (0,1), and (—1,1) were averaged
as (Ax, Ay) to calculate GLCM elements. Due to the different
spatial resolutions of Sentinel-1 GRD, which are 5 m in the range
direction and 20 m in the azimuth direction, the average of four
directions is used for the calculation of the GLCM element.
Subsequently, texture features were calculated using the above
GLCM elements and used as the support vector machine (SVM)
input vector.

The texture information, namely, entropy, was calculated us-
ing the GLCM. Entropy (ENT), which is the most useful texture
feature for land cover classification [22], can be calculated from
the GLCM elements as follows:

ENT = — % " P(i, j) log P(i, ). 3)

(2]

C. Leaning-Based Classification to Detect the Flood Area

The SVM is a supervised learning algorithm that focuses on
training samples closest to an optimal boundary among feature
space classes [23]. This algorithm maximizes the distance be-
tween the training samples and discrimination boundary and
improves the generalization performance. The SVM is widely
used in land cover classification that uses remotely sensed
data. Compared to other commonly used learning classifiers,
this algorithm can perform well with relatively small training
datasets [24], [25]. We used a library for support vector machine
(LIBSVM) [26] as the SVM library to classify nonflooded and
flooded areas. The LIBSVM supports C-support vector classi-
fication [26], with radial basis function serving as the kernel
function [25], [26]. In this analysis, the hyperparameters (cost
and gamma) of the SVM were tuned using a grid search [22]
with stratified fivefold cross validation [26], [27].

While selecting the training areas, adjustments were made to
ensure minimal differences in the acquired pixel count of the
training areas of each category. Five locations were selected
from flooded paddy fields, two from flooded built-up areas, one
from nonflooded paddy fields, and one from nonflooded built-up
areas, and the sample pixel numbers for these training areas were
9158, 9221, 8403, and 8327, respectively. The acquired training
data were imbalanced; thus, duplicate data were removed, and
each category was weighted during the SVM training to mitigate
the impact of imbalanced data on the learning results.

Fig. 5 summarizes the procedure employed for detecting
flooded areas. Four feature vectors were prepared for the input
vector data in the SVM classification procedure (see Fig. 6).
Vector 1 comprised dual-pol v° (VV and VH) before and during
flooding. Vector 2 comprised texture information before and
during flooding, in addition to Vector 1. Finally, Vectors 3 and
4 comprised only single-pol v (VV or VH) and its texture
information. Each element in the input vectors was normalized
from —1 to 1 using the minimum and maximum values.
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SAR GRD data (October 7,2019) SAR GRD data (October 13,2019)
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!

Create y° images

[ Create y° images ] [

l { 1
WV y°image VHy® image WV ° image VHy® image
B [ | L]
---------------- foomoomommmmemmmet 1
GLCM calculation
I I
WV texture VH texture
L ]
[ (Vector 1) Wand VH | [ (Vector 2) VWV and VH with Texture | INaclorS)V\'lwimT'exmra] [(vac;ou)vuwnn'ramﬂ
{ {
[ Flood detection using SVM ]
I 1 1 |
| Comparson s s |
Fig. 5. Procedure for detecting flooded areas.
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Fig. 6. Configuration of input vectors. (a) Vector 1. (b) Vector 2. (c) Vector 3.
(d) Vector 4.

The effectiveness of the texture information was evaluated by
comparing the detection accuracies of flooded areas by Vectors
1 and 2. In addition, by comparing the detection accuracies
of flooded areas using Vectors 2 and 3, and Vectors 2 and 4,
the contribution of VV and VH polarizations to flooded area
detection accuracy could be evaluated.

We changed the gray level and window size to calculate the
GLCM, with gray levels of 2, 4, 8, and 16, and window sizes of
3x3,7x7,11 x 11,15 x 15, and 19 x 19. The combination
with the highest flooded area detection accuracy in the test area
was selected for further analysis.

D. Accuracy Assessment for Detecting Flooded Areas

Fig. 7 illustrates the procedure for calculating accuracy in
detecting flooded areas. In Vector 1 [see Fig. 7(a)], a learning
model was tuned using data pertaining to the training area, and
the detection accuracy was estimated for both the training and
test areas. Vectors 2—4 [see Fig. 7(b)] involved the development
of 20 types of training and test data, varying in gray level
and window size for calculating the GLCM as described in
Sections III-C, generated according to the scheme in Fig. 7(c).
Each learning model was then tuned using the training data
[see Fig. 7(d)]. The combination of gray level and window size
that yielded the highest detection accuracy in the test area was
selected. Finally, the detection accuracies of flooded areas in the
training and test areas were compared across the four vectors.

We used the kappa coefficient calculated from the flooded
area detection results for all the categories. We also used the
F1 score (F-value) calculated from the flooded area detection
results to evaluate the accuracy of each category.
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Fig. 7. Procedure of calculating the detection accuracies for flooded areas.
(a) Vector 1. (b) Vectors 2—4. (c) Dataset generation scheme. (d) Accuracy
calculation scheme.

IV. RESULTS AND DISCUSSION

A. Accuracy Improvement of Flood Detection by Combining
Texture Information

Table II summarizes the flood detection accuracies using
Vectors 1-4, and Fig. 8 shows the corresponding flood-detected
images. When comparing the detection accuracy of the flooded
area using the various input data shown in Table II, the kappa
coefficient in the test area for Vector 1 was 0.615. The addition of
texture information improved the kappa coefficient by 0.15 for
Vector 2. Even in the case of Vector 3 using VV-only polarization

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

TABLE II
SUMMARY OF FLOOD DETECTION ACCURACIES FOR VECTORS 1-4

1 2 3 4
Vector v Yo+Texture | y+Texture | yo+Texture
VVAVH VVAVH w VH
Kappa 0763 0.993 0914 0894
paddy 0881 1.000 0936 0993
ini Flooded area:
T’:r':'a"g o built-up 0.794 0.990 0.938 0.857
Non-flooded | _paddy’ 0820 0999 0932 0944
areas built-up 0791 0.988 0.937 0.84
Kappa 0615 0.763 0657 0708
Gray level _ 8 2 16
Window size 19x19 19x19 19x19
Test
o Flooded areas 2299 0747 0894 0769 0884
o built-up 0508 0583 0531 0515
paddy 0755 0.904 0790 0843
areas built-up 0.754 0822 0798 0787

(a) (b) () (d)

Fig. 8. Classified images with the highest flood detection accuracies for
(a) Vector 1, (b) Vector 2, (c) Vector 3, and (d) Vector 4.
TABLE III
SUMMARY OF KAPPA COEFFICIENTS RELATED TO WINDOW SIZE AND GRAY
LEVEL
Kappa coefficient
Window size

Vector Gray level 3x3 7x7 1111 15x15 19x19

2 0.613 0.627 0.647 0.668 0.673

2 4 0.641 0.661 0.701 0.729 0.731

8 0.630 0.671 0.703 0.745 0.763

16 0.617 0.666 0.707 0.742 0.755

2 0.520 0.571 0.614 0.642 0.657

4 0.535 0.576 0.595 0.614 0.610

8 8 0.532 0.568 0.586 0.608 0.636

16 0.524 0.562 0.585 0.623 0.627

2 0.499 0.548 0.574 0.576 0.592

4 0.504 0.574 0.633 0.646 0.638

N 8 0.465 0.550 0.607 0.671 0.684

16 0.470 0.543 0.620 0.681 0.708

and Vector 4 using VH-only polarization, adding texture infor-
mation improved the flooded area detection accuracy compared
to the results for Vector 1. Therefore, the accuracy of flooded
area detection could be improved by adding texture information
to backscattering changes.

Direct comparison of flood detection accuracies obtained
using a simple thresholding method with Sentinel-1 data [9] is
not feasible as it relies on flooded area calculations derived ex-
clusively from the paddy fields in Indonesia using PlanetScope’s
normalized difference water index. However, even when built-up
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areas were included, the kappa coefficient improved, suggesting
the effectiveness of applying machine learning along with this
approach and the utility of using texture information.

The GRD image exhibits speckle noise corresponding to
its effective number of looks, which is 4.3—4.4 for Sentinel-1
IW mode data [28]. Because the GLCM texture information
considers the pixel value changes due to speckle noise in the
calculation window, increasing the GLCM window size may
improve the flood detection accuracy.

B. Detection Accuracy of the Flooded Area in Each Category

On comparing the F-values of each category shown in Table II,
the F-value of the flooded built-up area was lower than that of the
other categories in the test area. However, in the training area,
the F-value of the flooded built-up areas was relatively high.
These results suggested that the complexity of backscattering
changes due to flooding in the built-up areas may be the reason
for the lower F-values in the test area.

The F-value for Vector 3 (VV-only) was higher in the flooded
built-up areas, while that for Vector 4 (VH-only) was higher for
the flooded paddy fields, indicating that VV polarization was ef-
fective in improving the detection accuracy for flooded built-up
areas, whereas VH polarization was effective in improving the
detection accuracy of flooded paddy fields. Furthermore, double-
bounce scattering caused changes in the backscattering coeffi-
cients in built-up areas, a combination of specular reflection of
the water surface and surface scattering of the building wall.
This change was consistent with the fact that double-bounce
scattering is significant for co-polarization. For the flooded
paddy fields, backscattering changes appeared prominently in
cross polarization, as this study focused on the status of rice
fields just before harvesting.

C. Effect of Scaling on the Flood Detection Accuracy

Regarding the calculated window size for the GLCM ele-
ments, a larger window size indicated higher detection accu-
racy for flooded areas. However, the number of gray levels
that demonstrated the highest accuracy in the test area varied
significantly (see Table II). Table III summarizes the kappa
coefficients in the test area related to the window size and gray
levels. According to Table III, the combination of window size
and gray level gives the highest flood area detection accuracy as
follows: window size of 19 x 19 and gray level of 8 for Vector
2, window size of 19 x 19 and gray level of 2 for Vector 3,
and window size of 19 x 19 and gray level of 16 for Vector
4. Although many gray levels were expected to show a better
detection accuracy, the results differed. Therefore, scaling while
calculating the GLCM was adjusted for each polarization, and
the detection accuracy was recalculated.

By excluding the top and bottom 1% of values and calculating
the minimum and maximum values for each polarization, the
VV polarization ranged from —17.1 to 7.1 dB, and the VH
polarization ranged from —28.6 to 4.7 dB. Table IV summa-
rizes the accuracy of detecting flooded area after scaling was
adjusted. Fig. 9 shows the corresponding classified images listed
in Table IV. After the scale change, both the dual and single
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TABLE IV
SUMMARY OF FLOOD DETECTION ACCURACIES FOR VECTORS 1-4 AFTER
ADJUSTING SCALING FOR EACH POLARIZATION

1 2 3 4
Vector ¥° YO+Texture

Yo+ Texture yo+Texture

VV+VH w VH
Kappa 0.762 0.960 0.922 0.852
paddy 0.882 1.000 0.994 0.991
built-up 0793 0943 0905 0.790
paddy 0.820 0.998 0.969 0.922
areas built-up 0.789 0.940 0.897 0.845
Kappa 0.616 0.734 0.648 0.702

Gray level 16 16
Window size 15x15 19x19 19x19
paddy 0752 0845 0712 0887
built-up 0.513 0.580 0.602 0.513
paddy 0.756 0.859 0.777 0.842
areas built-up 0.752 0.823 0.793 0.772

Flooded area:

Training
area | Fi

Test
area Flooded areas
F1

Fig. 9. Classified images with the highest flood detection accuracies after
adjusting scaling for each polarization. (a) Vector 1. (b) Vector 2. (c) Vector 3.
(d) Vector 4.

polarizations achieved their maximum classification accuracy
at 16 gray levels. However, a comparison of kappa coefficients
of the test areas in Tables II and IV indicates a slight decrease in
detection accuracy. This decrease may be attributed to the scale
change of each polarization, which increased the variability of
¥ in the target area due to speckle noise present in polarization
data. Consequently, the scale change for each polarization did
not improve the detection accuracy.

V. CONCLUSION

In this study, flooded areas in built-up areas and paddy fields
in Koriyama City, Fukushima Prefecture, were detected using
changes in the backscattering coefficient and texture information
from Sentinel-1 data acquired before and during flooding caused
by Typhoon Hagibis in 2019. The combination of backscatter-
ing change and texture information improved the accuracy of
flooded area detection by a kappa coefficient of approximately
0.15, compared to backscattering change-only information. Fur-
thermore, comparison of the F-values for each category using
dual- and single-polarization data confirmed that VV and VH
polarization improved flooded area detection in built-up and
paddy areas, respectively. The proposed approach successfully
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detects flood-damaged areas caused by Typhoon Hagibis in both
the built-up and paddy areas and, thus, can be applied to evaluate
the impacts of future flood disasters.

In future, we aim to enhance flood area detection accuracy
by exploring additional textural features beyond entropy. This
exploration will involve identifying optimal gray levels and
window sizes to achieve the maximum detection accuracy.
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