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Polarimetric SAR Interferometry Forest Height
Inversion Error Model: The Impact of the

Nonideal System Parameters
Zenghui Huang , Xiaolei Lv , Member, IEEE, and Xiaoshuai Li

Abstract—The model-based polarimetric interferometric syn-
thetic aperture radar forest height inversion is inherently affected
by nonideal system parameters, including channel imbalance,
crosstalk, and noise. To investigate the impact of nonideal system
parameters on the estimated forest height, this article introduces
an analytical forest height inversion error model based on the two-
layer randomly oriented volume over ground model. First, the error
transfer function is derived to present the forest height error caused
by the disturbance of the volume coherence. Then, the coupled
effects of the nonideal system parameters on the volume coherence
are established and demonstrated to reduce the amplitude of the
volume coherence. The effects of channel imbalance and crosstalk
are explicitly derived and found to be coupled together to amplify
the noise. Finally, the error model is established by combining
the error transfer function and the disturbance of the volume
coherence caused by the nonideal system parameters. The proposed
error model is verified by simulation analyses on real airborne
repeat-pass BioSAR 2008 datasets. The results demonstrate that the
proposed model can accurately capture the relationship between
the height estimation errors and the system parameters.

Index Terms—Error model, forest height inversion, polarimetric
interferometric synthetic aperture radar (PolInSAR), polarimetric
system parameter.

I. INTRODUCTION

FOREST height is a pivotal biophysical parameter in
biomass estimation, forest management, biodiversity, and

global carbon storage. In recent decades, polarimetric interfer-
ometric synthetic aperture radar (PolInSAR) has shown great
potential in forest height and biomass estimation [1], [2], [3].
Extensive research has demonstrated that the forest height can
be estimated from PolInSAR data at X-, C-, L-, and P-bands for
different stands and terrain conditions [4], [5], [6], [7], [8].
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Fig. 1. Inversion methods under the RVoG framework.

The random volume over ground (RVoG) model is widely
used in forest height inversion due to its balanced tradeoff be-
tween physical structure and model complexity [9], [10]. Many
inversion methods have been established under the framework
of this two-layer model as shown in Fig. 1. The three-stage inver-
sion (TSI) process was proposed according to the geometrical
characteristics of the RVoG model [11]. Some coherence opti-
mization methods have been studied to reduce the contribution of
ground scattering in the volume coherence [12], [13]. Neverthe-
less, the geometry-based methods lack quantitative evaluation
on the estimation of ground and volume coherence despite
the explicit physical meaning. The maximum likelihood (ML)
inversion was derived from the aspect of estimation theory to op-
timally recover the canopy structural parameters [14]. However,
its objective function often exhibits two indistinguishable peaks
that correspond to the candidates of the ground phase in the TSI.
It inevitably makes the inversion ill-posed. Then, the maximum
a posteriori (MAP) inversion was proposed to solve the double-
candidate effect of the ground phase in the ML method [15].
Some researchers have investigated reducing temporal corre-
lation based on the RVoG model but increased the complex-
ity of the model, leading to a multidimensional optimization
problem [16], [17]. Some nonparametric inference methods are
presented to estimate the forest height based on machine learning
and deep learning [18], [19], [20], and the performance of these
algorithms highly depends on the training samples.

As PolInSAR technology is rapidly advancing, the availabil-
ity and diversity of PolInSAR systems are steadily increasing.
Several onboard SAR satellites, such as the L-band SAOCOM
satellite series [21], [22], the Terrain Wide-Swath Interfero-
metric L-Band SAR mission [23] have provided lots of quad-
polarization images with different spatial and temporal baselines
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Fig. 2. Geometric interpretation of the RVoG model in the unit circle; orange
ellipse: coherence region; green dot: volume coherence; black dot: candidate
of the volume coherence; red dots: Lagrange-optimized coherences; solid black
line: line fitted through coherence region.

for extracting the forest structure information. Furthermore, the
European Space Agency and German Aerospace Center plan to
launch the BIOMASS mission [24] and Tandem-L mission [25]
in 2024, respectively.

Given the increasing availability of polarization systems and
data, there is an urgent need to comprehensively investigate
the impact of these system parameters on the results and to
develop effective systematic error correction strategies. For
system designers, it is crucial to understand how to achieve
a balance among different system parameters while meeting
specific accuracy requirements.

Most of the studies in the literature concentrated on the forest
height model to improve the accuracy and efficiency of the
inversion [10], [13], [26]. However, the forest height estimation
is inherently affected by various nonideal system parameters,
including channel imbalance, crosstalk, noise, and other pertur-
bations. Few studies are concerned with the forest height estima-
tion errors caused by the nonideal system parameters [27], [28].
Cloude [27] studied the effects of polarimetric calibration errors
on the performance of model-based height estimation using
PolInSAR and concluded that the optimum coherence remains
invariant to the calibration errors under a high signal-to-noise ra-
tio (SNR). Wang and Xu [28] considered the effects of crosstalk,
channel imbalance, and noise, and proposed a forest height error
model by integrating the Lagrange coherence optimization [29]
and phase-amplitude joint method [30] (referred to as LPA).
However, the Lagrange-optimized coherences used in LPA usu-
ally do not lie in the main direction of the coherence region, as
shown in Fig. 2. It may cause the inversion heights to be seriously
overestimated or underestimated and thus influence the accuracy
of the error model. The error model considered crosstalk and
channel imbalance separately, which in fact coupled with each
other. In addition, the approximation in the model introduced an
additional hyperparameter that needed to be adjusted, making
the generalization challenging.

This study aims to establish an error model to present the
impacts of the nonideal system parameters on the estimated
forest height for the most widely used RVoG-based methods,
including TSI, ML, and MAP, as shown in Fig. 1. To facilitate
the analysis, the formulation is based on the TSI method. First,
the error transfer function is derived according to the Taylor

series approximation of the sinc function. It presents the forest
height error caused by the disturbance of the volume coherence.
Then, based on the phase diversity method [12], the coupled
effects of channel imbalance, crosstalk, and noise on the volume
coherence are analyzed. Combined with the error transfer func-
tion, the height estimation error model is explicitly derived as a
multivariate function involving six physical parameters: chan-
nel imbalance, vertical and horizontal crosstalks, SNR, volume
coherence, and vertical wavenumber. Finally, the applicability
of the model for other configurations is discussed. The proposed
error model cannot only serve as a valuable reference for system
designers in determining system parameters with specific accu-
racy requirements but also provide a systematic error correction
strategy. Compared with the LPA model, the proposed model
relies on fewer assumptions and has better performance and
generalization.

The rest of this article is organized as follows. Section II
presents the RVoG-based TSI scheme and the error transfer
function. Section III introduces the model assumptions and
the influence of channel imbalance, crosstalk, and noise on
the polarimetric coherency and interferometry matrix. Further,
the error model between the polarimetric system parameters
and the height estimation errors is presented by analyzing the
impact of nonideal system parameters on volume coherence. In
Section IV, the experiments are performed on real airborne SAR
data to verify the proposed error model. Section V discusses
how to design the PolInSAR system parameters and correct the
systematic errors according to the error model. In addition, it
presents the model applicability analysis and limitations. Finally,
Section VI concludes this article.

II. MODEL-BASED POLINSAR INVERSION

A. PolInSAR Parameter Inversion

Under the two-layer assumption, the RVoG model formulates
the complex interferometric coherence γ(�w) as [10]

γ(�w) = ejφ0
γv + μ(�w)

1 + μ(�w)
(1)

where φ0 is the ground phase, γv is the volume coherence, the
unitary complex projection vector �w denotes the corresponding
polarization channel, and the ground-to-volume scattering ratio
μ [11]. For the scatterers with an exponential decay vertical
structure function [31], the volume coherence can be formulated
as a ratio of integrals [8], [9]

γv(hv, ke) =

∫ hv

0 e
2kez
cosθ ejkzzdz∫ hv

0 e
2kez
cosθ dz

(2)

where ke indicates the mean extinction coefficient, hv denotes
the forest height, and the vertical wavenumber kz [10]

kz =
4π

λ

B⊥
R sin(θ − α)

(3)

where θ is the incidence angle, α is the local terrain slope, B⊥ is
the perpendicular baseline, R denotes the slant range distance,
and λ is the wavelength.

Fig. 2 presents the geometric interpretation of the RVoG
model. In the RVoG model (1), the interferometric coherence
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is a linear combination of the volume and ground coherences.
Thus, the coherence region is a straight-line segment whose
length, location, and orientation depend on the acquisition pa-
rameters, scattering parameters, and systematic errors. However,
the deviations from the underlying RVoG model assumptions
and the uncertainties in the coherence estimation introduce a
more ellipse-like shaped coherence region rather than a straight
line segment [32].

The volume coherence γv and ground phase φ0 can be esti-
mated by employing the coherence loci [11], [26]. In this study,
the volume coherence is estimated according to the phase diver-
sity method [12]. Then, two remaining parameters, height, and
extinction can be retrieved to minimize the difference between
the model predictions and observations [11]

(h̃v, k̃e) = arg min
hv,ke

|γve−jφ0 − γv(hv, ke)| (4)

where (hv, ke) is the grid point on a 2-D precalculated look-up
table, (h̃v, k̃e) presents the estimated height and extinction.

Compared with the comprehensive RVoG inversion in (4),
there exists a more efficient and robust alternative method [3],
[8], [30], which fixes the extinction value as ke = 0 as suggested
in [5] and [8]. In this case, the volume coherence in (2) becomes

γv(hv) = exp

(
j
kzhv

2

)
sinc

(
kzhv

2

)
(5)

where sinc(x) = sin(x)/x. Then, the inversion can be done only
using the amplitude of the coherence as

hv =
2sinc−1(|γv|)

kz
. (6)

Note that although the 2-D look-up table is reduced to 1-D
using simplification, the volume coherence is estimated by the
coherence loci optimization as mentioned above.

B. Error Transfer Function

According to (6), the channel imbalance, crosstalk, and noise
will influence the final inversion results by disturbing the am-
plitude of the volume coherence. Therefore, we need to find out
the following relationship:

Δhv = g (kz,Δ |γv|) . (7)

The above relationship is solved as long as the inverse of the sinc
function is derived. Due to the ambiguity height, the estimation
in (6) only considers the interval of [0, π]. However, the sinc
function does not have an analytic inverse function. Applying
the Taylor series to the sinc function yields

y = 1− x2

3!
+

x4

5!
− x6

7!
+

x8

9!
+ o[x]10. (8)

Fig. 3 shows the approximation error curves of the sinc
function and its Taylor polynomial of different degrees in the
full inversion interval of [0, π]. Obviously, the higher the series
order, the smaller the approximation error. The error between
the sinc function and its Taylor polynomial of degree 8 in (8)
is less than x10/11!. In the range of [0, π], the error is no more
than 0.0022, which is negligible.

Fig. 3. Approximation error curves between sinc function and its Taylor
polynomial of different degrees in the full inversion interval of [0, π].

Fig. 4. Forest height approximation error of (12) with different ambiguity
heights.

The series expansion of the inverse series of (8) is given by

x = a0 + a1y + a2y
2 + · · · . (9)

Inserting (9) into (8) and equating the coefficients then
gives [33], [34]

x =
√
6 (1− y) +

3

10

√
3

2
(1− y)

3
2 +

321

2800

√
3

2
(1− y)

5
2

+
3197

56000

√
3

2
(1− y)

7
2 +

8151

250880

√
3

2
(1− y)

9
2 + o[1− y]5.

(10)
Let q =

√
6(1− y), we have

x = q +
1

40
q3 +

107

67200
q5 +

3197

24192000
q7 +

8151

650280960
q9

= q + β1q
3 + β2q

5 + β3q
7 + β4q

9.
(11)

Therefore, the forest height as a function of vertical wavenum-
ber kz and volume coherence γv is obtained as follows:

hv =
2

kz

(
q + β1q

3 + β2q
5 + β3q

7 + β4q
9
)

(12)

where q =
√

6(1− |γv|).
Note that from (9) to (10), the higher-order terms are ne-

glected. The approximation errors introduced by the higher-
order terms are very small. Fig. 4 presents the approximation
errors of (12). It indicates that the approximation errors of the
model increase with the decrease in coherence. In practical
inversion, a coherence less than 0.3 is considered to have a large
potential error and is therefore masked out. As shown in Fig. 4,
the approximation errors are less than 0.1 m, which has little
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impact on the subsequent error analysis. In addition, the errors
can be further reduced by considering higher-order terms.

Taking the derivative of (12) with respect to |γv| yields

dhv

d |γv| = − 6

kz

(
q−1 + 3β1q + 5β2q

3 + 7β3q
5 + 9β4q

7
)
.

(13)
From (13), we have obtained the forest error transfer function
concerning the perturbations of volume coherence

Δhv = − 6

kz

(
q−1 + 3β1q + 5β2q

3 + 7β3q
5 + 9β4q

7
)
Δ |γv|

(14)
where q =

√
6(1− |γv|).

III. ERROR MODEL DERIVATION

This section examines the effects of channel imbalance,
crosstalk, and noise on volume coherence. Then, the relationship
between the nonideal system parameters and the forest height es-
timation error is established based on the error transfer function.

A. Problem Formulation

The effects of nonideal system parameters can be formulated
as a two-stage linear process, and the measured scattering matrix
Z is given by [35], [36], [37]

Z = Rs · S ·Ts +Ns

=

[
1 δh
δv f

] [
Shh Shv

Svh Svv

] [
1 δv
δh f

]
+

[
nhh nhv

nvh nvv

]
(15)

where S is the ideal scattering matrix, Rs and Ts denote the
receiving and transmitting system, respectively, and Ns is the
noise term. δh denotes the crosstalk when horizontally polar-
ized electric fields are transmitted or received, δv denotes the
crosstalk when vertically polarized electric fields are transmitted
or received, and f represents the copolarized channel imbalance
in amplitude and phase [35].

With the linear model in (15), it can be easily shown that the
observed Pauli scattering vector is modified as

�kz =
1√
2

⎡⎢⎣ 1+δ2v+δ2h+f2

2

1+δ2v−δ2h−f2

2 δh + δvf
1−δ2v+δ2h−f2

2

1−δ2v−δ2h+f2

2 δh − δvf
δv + δhf δv − δhf δvδh + f

⎤⎥⎦
×
⎡⎣Shh + Svv

Shh − Svv

2Shv

⎤⎦+
1√
2

⎡⎣nhh + nvv

nhh − nvv

2nhv

⎤⎦
= Q(δh, δv, f)�ks + �n. (16)

The distortion matrix Q illustrates how the channel imbalance
and crosstalk couple together and impact the Pauli scattering
vector. The Pauli scattering vectors of two registered images with
a spatial or temporal baseline can be described, using (16), as

�kz,1 = Q (δh, δv, f)�ks,1 + �n1

�kz,2 = Q (δh, δv, f)�ks,2 + �n2.
(17)

Assuming the system parameters are time-invariant, the
two acquisitions �kz,1 and �kz,2 share the same distortion
matrix. Assuming the noise and signal are uncorrelated [35], the

polarimetric coherency matrices and polarimetric interferometry
matrix can be obtained by the ensemble average [11] of the
Pauli scattering vectors as

T1 (Q, �n1) =
〈
�kz,1 · �kH

z,1

〉
= QT1Q

H +N1

T2 (Q, �n2) =
〈
�kz,2 · �kH

z,2

〉
= QT2Q

H +N2

Ω (Q) =
〈
�kz,1 · �kH

z,2

〉
= QΩQH (18)

where Ni is the covariance matrix of the noise. The ideal coher-
ence and polarimetric interferometry matrix is given by [11]

Ti =
〈
�ks,i · �kH

s,i

〉
,Ω =

〈
�ks,1 · �kH

s,2

〉
. (19)

B. Impact on Volume Coherence

We now turn to consider the impact of these nonideal system
parameters on volume coherence in more detail. The volume
coherence is obtained through the phase diversity method [12],
which needs to solve the following eigendecomposition problem[−j(Ω−ΩH)

]−1 (
Ω+ΩH

)
�w = λ�w. (20)

The optimum coherences with the largest and smallest ground-
to-volume scattering ratio can be obtained according to the
definition of complex interferometric coherence

γ(�w) =
�wHΩ�w

�wHT�w
(21)

where �w denotes the eigenvectors corresponding to the largest
and smallest eigenvalue, and T = 1

2 (T1 +T2) assuming reci-
procity principle.

Substitution of the distorted polarimetric interferometry ma-
trix in (18) to (20) yields[−j

(
QΩQH −QΩHQH

)]−1 (
QΩQH +QΩHQH

)
= (QH)−1

[−j
(
Ω−ΩH

)]−1
Q−1Q

(
Ω+ΩH

)
QH

= (QH)−1
[−j

(
Ω−ΩH

)]−1 (
Ω+ΩH

)
QH . (22)

The above matrix is a similarity transformation of the matrix
in (20). It means they share the same eigenvalues, and there
is a linear transformation relationship between their eigenvec-
tors. Specifically, if �w is an eigenvector of (20), Q−H �w is an
eigenvector of (22). Suppose �wv is the eigenvector of (20), and
it corresponds to the volume coherence. Then, Q−H �wv is an
eigenvector of (22). Substitution of Q−H �wv and (18) in (21)
gives the distorted volume coherence

γ̃1 =
(Q−H �wv)

H
QΩQH(Q−H �wv)

(Q−H �wv)
H(QTQH +N)(Q−H �wv)

=
�wH

v Ω�wv

�wH
v (T+Q−1NQ−H)�wv

=
γ1

1 + �wH
v Q−1NQ−H �wv

�wH
v T�wv

(23)

where N = (N1 +N2)/2 and γ1 is the estimated volume co-
herence without any distortion. To further explore the impact of
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crosstalk, channel imbalance, and noise on volume coherence,
we concentrate on the term in the denominator of (23).

First, we define the noise-signal ratio (NSR) at a given polar-
ization channel �wv as [38]

NSR(�wv) =
�wH

v N�wv

�wH
v T�wv

. (24)

After comparing (24) and (23), we conclude that the crosstalk
and channel imbalance influence the volume coherence through
the distortion matrixQ by modifying NSR(�wv). Concretely, the
modified ˜NSR(�wv) has the form of

˜NSR(�wv) =
(Q−H �wv)

HN(Q−H �wv)

�wH
v T�wv

. (25)

The matrix Q can be decomposed as

Q = UΛU−1,with Λ = diag {λi} ,U = [�u1, �u2, �u3]. (26)

As the eigenvalues of QH are the complex conjugates of the
eigenvalues of Q, Q−H can be written as

Q−H = VΛ−HV−1,with V = [�v1, �v2, �v3]. (27)

Under the eigenbasis of Q−H , �wv can be expressed as

�wv = α1�v1 + α2�v2 + α3�v3. (28)

Typical channel imbalances are on the order of one, and
crosstalks and noise levels are about −10 to −30 dB, respec-
tively. Therefore, Q is always invertable. If δh = δv = 0, f = 1
then the system has zero crosstalk and channel imbalance. In
this case, Q reduces to an identity matrix. Substitution of (28)
in the numerator of (25) yields

(Q−H �wv)
HNQ−H �wv

=

(∑
i

αiQ
−H�vi

)H

N

(∑
i

αiQ
−H�vi

)

=

(∑
i

αi
∗(λi)

−1�vi
H

)
N

(∑
i

αi(λi
∗)−1�vi

)
. (29)

The above equation shows how the distortion matrix Q affects
NSR(�wv), and the extent of this effect depends on �wv . For
instance, if �wv coincides with �vi, NSR(�wv) will be altered by a
factor of |λi|−2. Since that �wv is typically a linear combination
of the eigenvectors, the change of NSR(�wv) becomes a linear
combination of the corresponding eigenpairs. Therefore, we de-
fine a migration factor A to quantify the distortion of NSR(�wv)
introduced by Q

˜NSR(�wv) = A · NSR(�wv). (30)

From (24), (25), and (30), it is evident that (23) can be reex-
pressed as

γ̃1 =
γ1

1 +A · NSR(�wv)
. (31)

With (31), Δ|γv| is given by

Δ |γv| = |γ̃1| − |γ1| = −A · NSR(�wv)|γ̃1|. (32)

Then, substitution of (32) in (14) yields the forest height esti-
mation error model

Δhv(|γ̃1|,SNR, δh, δv, f, kz)

=
6

kz

(
q−1 + 3β1q + 5β2q

3 + 7β3q
5 + 9β4q

7
)

· |γ̃1| ·A · NSR(�wv) (33)

with q =
√

6(1− |γ1|) and the coefficients βi can be found in
(11).

In the error model of (33), A and NSR(�wv) should be
considered in more detail. Generally, A and NSR(�wv) cannot
be explicitly derived as they are related to the eigenvector of
the uncontaminated data and noise as shown in (24) and (29).
However, they could be considered from a statistical point of
view. The migration factor A can be defined as the average
impact of each eigenvalue

A =
1

3

∑
i

|λi|−2 (34)

and the three eigenvalues of Q can be explicitly derived as

λ1 =
1

2

(
−
√

(f + 1)2(4δhδv + (f − 1)2) + 2δhδv + f2 + 1

)
λ2 =

1

2

(√
(f + 1)2(4δhδv + (f − 1)2) + 2δhδv + f2 + 1

)
λ3 = f − δhδv.

(35)
The inverse of the SNR of the system is a good approximation
of NSR(�wv)

1

SNR
� NSR(�wv). (36)

Then, substitution of (34)–(36) in (33) will give the final forest
height estimation error model.

C. Analysis of the Forest Height Error Model

As shown in (34) and (35), δh and δv play the same role in
the migration factor. It suggests that both HV and VH crosstalks
deserve equal consideration when designing the system param-
eters. Without loss of generality, the crosstalk is assumed to
be characterized by δh = δv = δ in the following text unless
otherwise specified.

The channel imbalance f influences NSR(�wv) on twofolds,
including amplitude imbalance |f | and phase imbalance arg(f).
The phase imbalance arg(f) should be considered from two as-
pects. Assuming there are no vertical and horizontal crosstalks.
In this case, the eigenvalues in (35) degenerate as

λ1 = 1, λ2 = f2, λ3 = f. (37)

Thus, the migration factor A in (34) is given by

A =
1

3

(
1 +

1

|f |2 +
1

|f |4
)
. (38)

Therefore, the phase imbalance arg(f) does not affect the inver-
sion at all under this special case. In general, the migration factor
is written as the form of the amplitude of eigenvalues when there
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Fig. 5. Contour map of the migration factor as a function of channel imbalance
and crosstalk with different phase imbalances. (a) Phase imbalances of 0◦.
(b) Phase imbalances of 5◦. (c) Phase imbalances of 10◦. (d) Phase imbalances
of 15◦.

are vertical and horizontal crosstalks. Therefore, the impact of
phase imbalance arg(f) will be effectively counteracted. This
conclusion will be validated through experiments in Section IV.

Fig. 5 presents the contour maps of the migration factor as
a function of channel imbalance and crosstalk with different
phase imbalances. As the figure shows, when the system pa-
rameters approach the ideal values, the migration factor closely
approximates 1. In this case, the impact of channel imbalance
and crosstalk on the system is minimal. However, the migration
factor increases with the deterioration of crosstalk or channel
imbalance. It implies that the system noise will be amplified once
channel imbalance and crosstalk are unreasonably designed. In
addition, the impact of channel phase imbalance is minimal as
the migration factor is not sensitive to its variation.

Another special case is that system noise is very small,
i.e., NSR(�wv) → 0, and the volume coherence remains invari-
ant [27] to the calibration errors as shown in (31). In the follow-
ing, it is shown that not only the optimized volume coherence
but also the shape of the coherence region is not affected by the
crosstalk and channel imbalance. In this case, the covariance
matrices of the noise in (18) are null matrices. According to
(21), the coherence is given by

γ̃(�w) =
�wH

(
QΩQH

)
�w

�wH
(
QTQH

)
�w

=

(
QH �w

)H
Ω
(
QH �w

)
(QH �w)H T (QH �w)

. (39)

Obviously, the distortion matrix Q influences the phase and
amplitude of the coherence. Concretely, the coherence changes
as follows:

γ(�w) → γ(QH �w). (40)

Fig. 6. (a) Pauli-basis color composite map. (b) LiDAR H100 height map.
The polygons are used in the forest height validation, and the color ramp ranges
from 0 (blue) to 30 m (red).

TABLE I
POLINSAR DATA PARAMETERS

As a result, the coherence originally observed in the polarization
channel �w is transformed into a different polarization channel
QH �w due to the distortion matrix Q. However, the coherence
region is not changed. In this particular case, the forest height
will not be affected by the crosstalk and channel imbalance as
long as the inversion method uses the coherence-region-based
optimized coherence in the inversion stage.

IV. EXPERIMENTAL RESULTS

A. Data

The test site, Krycklan river catchment (KCS) is located in
the boreal region of northern Sweden in Västerbotten County.
The KCS comprises a mosaic of instrumented and well-studied
forests, agriculture, wetlands, and lakes, all drained and con-
nected by a network of streams and rivers [39]. Mixed coniferous
forest is the dominant forest type in the experimental area,
primarily between 0 and 30 m in height [26].

The datasets used for this study were acquired by the Ger-
man Aerospace Center (DLR) E-SAR system. The BioSAR
campaign was carried out in October 2008 in the KCS [40].
Fig. 6(a) shows the Pauli-basis polarimetric composite image,
and Fig. 6(b) provides the LiDAR H100 forest height map.

To comprehensively verify the error model in (33), three
repeat-pass PolInSAR pairs with baseline lengths of 6, 12, and
18 are used in this study, and the corresponding parameters are
listed in Table. I. Fig. 7 presents the histogram of the verti-
cal wavenumber of three baselines. The significant variations
among different baselines will facilitate the validation of the
effect of the vertical wavenumber.
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Fig. 7. Histogram of the vertical wavenumber in different baselines.

Fig. 8. Inversion results from different baselines, and the color ramp ranges
from 0 (blue) to 30 m (red). (a) BL1. (b) BL2. (c) BL3.

Fig. 9. Correlation plots between inversion results and LiDAR heights.
(a) BL1. (b) BL2. (c) BL3.

B. Inversion Results

Following the inversion scheme in Section II, the PolIn-
SAR forest height maps from different baselines are shown
in Fig. 8. There is a considerable variation in the inverted for-
est heights across different baselines. Specifically, the inverted
forest heights decrease significantly with increasing the spatial
baseline. The short baseline BL1 exhibits a severe overestima-
tion, while the long baseline BL3 shows a slight underestimation.
In contrast, the moderate spatial baseline BL2 presents relatively
more accurate and robust results.

In Fig. 9, the correlation plots and quantitative evaluations
with the polygons are plotted against the LiDAR H100 height.
The scatter points of BL1 and BL3 deviate from the ideal
straight line, indicating an overestimation and underestimation,
respectively. BL2 shows the best results with a mean error of
−1.85 m and RMSE of 3.50 m, and it successfully reduces
the overestimation and underestimation in BL1 and BL3, re-
spectively. Subsequent experiments are conducted mainly using
BL2, while BL1 and BL3 are used to verify the effect of vertical
wavenumber.

Fig. 10. Observed and theoretical errors as a function of the volume coherence
with different SNRs. The solid lines indicate the predicted errors of (33), while
the dots indicate the observed errors.

C. Error Simulation

Based on the PolInSAR measurements with different base-
lines, the performance of the error models is experimentally
validated, including the proposed model and a published model
LPA (see the Appendix) [28].

To validate the error model, we artificially added various
polarimetric system parameters to the original SAR data. In
the following text, the corresponding uncontaminated heights
denote the estimated forest heights using the original SAR data.
The forest height errors refer to the variation of the inverted
forest height compared with the uncontaminated heights with
the deterioration of system parameters. As shown in (33), the
forest height error model is a multivariate function in terms of
six physical parameters: channel imbalance f , crosstalk δh, δv ,
SNR, volume coherence γv and vertical wavenumber kz . Five
sets of comparative experiments are implemented to facilitate
further analysis of the error model. Concretely, the first ex-
periment concerns the noise-only system. The second set of
experiments concerns the symmetrical effect of δh, δv . Then,
the third experiment considers the coupled impacts of crosstalks
and channel imbalance. The fourth experiment tends to validate
the impacts of channel phase imbalance. Finally, the influence
of vertical wavenumber is presented in the last experiment.

For the noise-only system Δhv(|γ̃1|,SNR, 0, 0, 1, kz), only
the complex Gaussian noise is added to the original SAR data.
Seven volume coherence intervals are linearly divided from
[0.3,1]. Coherence lower than 0.3 often generates unstable inver-
sion and thus has been excluded. To reduce the influence of ran-
dom noise and present the underlying relationship, the observed
and theoretical errors are averaged calculated, and plotted at the
middle point for each interval. Fig. 10 shows the observed and
theoretical errors of (33) as a function of the volume coherence
with different SNRs. Obviously, the forest height estimation
errors increase with the deterioration of SNR and the increasing
in the amplitude of volume coherence. Although the theoretical
errors are slightly underestimated compared with the observed
errors at low SNR, the curves fit the circles very well and show
the same trend.

After analysis of the noise-only system, the symmetrical
effects of HV and VH crosstalks are explored. In comparative
experiments, the HV and VH crosstalks are varied in three pairs
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Fig. 11. Comparison plot between the observed errors. The horizontal axis
represents the observation error with δh = δ1, δv = δ2, while the vertical axis
represents the observation error when the values of δh and δv are interchanged,
namely, δh = δ2, δv = δ1 under the same experimental conditions.

Fig. 12. Observed and theoretical errors as a function of the crosstalk with a
fixed channel imbalance f = −1 dB.

of parameters, respectively. Fig. 11 shows the observed errors
of (33) as a function of crosstalks δh and δv with a fixed channel
imbalance f = −1 dB, and SNR= 15 dB. The small mean error
and RMSE indicate that the HV and VH crosstalks play the same
role in the forest height error model.

Then, the coupled effects of channel imbalance and crosstalk
are presented. Note that the phase imbalance is not considered,
and its influence is verified later. Fig. 12 shows the observed
and theoretical errors of (33) as a function of crosstalk δ with a

Fig. 13. Observed and theoretical errors as a function of the channel imbalance
with fixed crosstalk δ = −10 dB.

fixed channel imbalance f = −1 dB. Fig. 13 presents the ob-
served and theoretical errors of (33) as a function of channel
imbalance f with a fixed crosstalk δ = −10 dB. As shown in
Figs. 12 and 13, the forest height estimation errors increase with
the deterioration of channel imbalance f and crosstalk δ. It is
consistent with the trend of migration factor as shown in Fig. 5.
In addition, the overall match between the curves and the circles
suggests a good fit between the underlying theoretical model
and the observed error. Interestingly, the model shows a better
performance at larger volume coherence, as shown in Figs. 12(f)
and 13(f). This surprising result can be due to the polynomial
model in (33). At large |γ̃1|, the perturbation of the noise is
relatively small, and thus the model matches the observations
better.

Then, the comparisons between the theoretical and observed
errors are shown in Fig. 14. A strong correlation between the-
oretical and observed errors is observed. Consistent with the
previous analysis, the slight negative mean errors indicate an
underestimation of the theoretical error. Moreover, the small
RMSE reveals a good match between the theoretical model
and the observed errors. This implies that the theoretical model
accurately captures the underlying patterns and trends present
in the observed data, leading to minimal discrepancies between
the predicted and actual errors.
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Fig. 14. Theoretical errors versus the observed errors. (a) With different
crosstalk and SNRs as shown in Fig. 12. (b) With different channel imbalance
and SNRs as shown in Fig. 13.

Fig. 15. Observed and theoretical errors as a function of the channel phase
imbalance with f = −1 dB, δ = 0 and SNR = −15 dB.

In addition, Section III concludes that the forest heights
estimation errors are not sensitive to the channel phase imbal-
ance. Fig. 15 presents the forest height estimation errors as a
function of channel phase imbalance with f = −1 dB, δ = 0
and SNR = −15 dB. As the figure shows, the theoretical and
observed errors hardly change with the increase of the channel
phase imbalance. It demonstrates that the phase imbalance is not
amplifying the forest height estimation.

As the crosstalks and the channel imbalance are coupled with
each other, the effect of phase imbalance should also be consid-
ered with crosstalks. Fig. 16 shows the observed and theoretical
errors as a function of the channel phase imbalance and crosstalk
with SNR = 15 dB and f = −1 dB. As the results show, the
forest height estimation errors are not sensitive to channel
phase imbalance, even in the presence of polarization crosstalk.
Moreover, the sensitivity becomes smaller as system parameters
improve. Interestingly, as the phase imbalance increases, the
forest height estimation errors have a slightly decreasing trend.
This is due to the fact that the migration factor becomes smaller
as the phase imbalance increases. This phenomenon is also
verified by the offset of the contours of the migration factor
with the increase of phase as shown in Fig. 5.

Finally, the effect of vertical wavenumber is analyzed by three
baselines, and Fig. 17 shows the forest height estimation errors.
The height errors of different baselines vary significantly. As the
model (33) predicts, the shorter baseline suffers the larger height

Fig. 16. Observed and theoretical errors as a function of the channel phase
imbalance and crosstalk with SNR = 15 dB and f = −1 dB. (a) δ = −10 dB.
(b) δ = −13 dB. (c) δ = −16 dB. (d) δ = −19 dB. (e) δ = −22 dB. (f) δ =
−25 dB.

Fig. 17. Observed and theoretical errors in different baselines. Note that the
system parameters are as SNR = 15 dB, δ = −10 dB, and f = −1 dB.

error since it is more sensitive to the variation of |γ̃1| than the
other baseline.

D. Comparison With Other Error Model

The results of LPA are presented in Figs. 18 and 19. As the
figures show, the theoretical errors by (42) are overestimated
at high SNR and underestimated at low SNR. In addition, the
overestimation is particularly severe at high coherence, while the
underestimation is more serious at low coherence. For example,
the model prediction errors are even nearly twice the observation
errors as the red curves and dots shown in Figs. 18(e) and (f),
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Fig. 18. Observed and theoretical errors as a function of the crosstalk and SNR
with a fixed channel imbalance f = −1 dB. (a) |γ̃1| = 0.45. (b) |γ̃1| = 0.55.
(c) |γ̃1| = 0.65. (d) |γ̃1| = 0.75. (e) |γ̃1| = 0.85. (f) |γ̃1| = 0.95.

and 19(e) and (f). However, the model prediction errors are much
smaller than the observation errors as the red curves and dots
shown in Figs. 18(a) and (b), and 19(a) and (b).

Fig. 20 shows the comparisons between the theoretical and
the observed errors. A strong variation of the theoretical errors is
found evident for LPA, which may be attributed to neglecting the
influence of the first term in (41). To compensate its influence, the
model introduces an empirical parameterC, which is determined
by least-square [28].

Therefore, the least squares fitting on C is performed to
explore its influence [28]. The complex Gaussian noise with
different SNRs is added with δ = 0, f = 1. The optimal em-
pirical parameter C is found to be 1.65. As shown in Fig. 21,
the comparisons between the theoretical and the observed errors
have been greatly improved after recalculating the empirical pa-
rameter. Therefore, the performance of LPA strongly depends on
the empirical parameter, which is varied with the used datasets.
It reduces the generalization performance of the model.

Overall, these experiments provide strong evidence for the
effectiveness of the proposed model in capturing and explaining
the effects of polarimetric system parameters on the forest height
estimation error. In addition, the proposed error model can
achieve a more robust and accurate prediction of the forest height
estimation error than the LPA model.

Fig. 19. Observed and theoretical errors as a function of the channel imbalance
and SNR with fixed crosstalk δ = −10 dB. (a) |γ̃1| = 0.45. (b) |γ̃1| = 0.55.
(c) |γ̃1| = 0.65. (d) |γ̃1| = 0.75. (e) |γ̃1| = 0.85. (f) |γ̃1| = 0.95.

Fig. 20. Theoretical errors versus the observed errors. (a) With different
crosstalks and SNRs as shown in Fig. 18. (b) With different channel imbalances
and SNRs as shown in Fig. 19.

V. DISCUSSION

The main purpose of establishing the forest height error model
is to facilitate the PolInSAR system parameters designing and
systematic error correction. The proposed forest height error
model has been validated through comprehensive experiments
in Section IV. Subsequently, we will discuss how to apply it in
the PolInSAR system parameters designing, the error correction,
and the limitations.
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Fig. 21. Theoretical errors versus the observed errors after recalculating the
empirical parameter. (a) With different crosstalks and SNRs. (b) With different
channel imbalances and SNRs.

A. System Parameters Designing

As shown in (33), the forest height error model is a multi-
variate function in terms of six physical parameters: the volume
coherence γv , vertical wavenumber kz , channel imbalance f ,
crosstalk δh, δv , and SNR. Between these parameters, vertical
wavenumber kz , channel imbalance f , crosstalk δh, δv , and SNR
are known as the system parameters while the volume coherence
γv denotes the model parameter. Therefore, the system parame-
ter designing is to analyze and optimize kz , f , δh, δv , and SNR
under the interplay of γv .

To design the PolInSAR system, one can determine the
vertical wavenumber and select the other polarimetric system
parameters by retrieving the look-up table of the error map.
For example, it is required to design the PolInSAR system
parameters for a specific scene. In this experimental area, the
forest heights are generally less than 30 m. The objective is to en-
sure that the height errors resulting from the system parameters
should be less than 0.7 m. First, the vertical wavenumber should
be larger than 0.08 rad/m [41]. With the vertical wavenumber,
the look-up table of height estimation error can be obtained
according to the error model in (33). Fig. 22 presents the contour
maps of height estimation errors as a function of channel imbal-
ance, crosstalk, and coherence with different SNRs with a fixed
|γ̃1| = 0.7. Since the error model (33) is an increasing function
with respect to the coherence amplitude, a coherence amplitude
of 0.7 will cover most cases. According to Fig. 22, in order
to satisfy the system requirements, one possible strategy may
be SNR > 20 dB, δ < −15 dB, and f > −0.7 dB. In addition,
the phase imbalance will still affect the phase accuracy of the
coherence, so the parameter should be as small as possible. It
is worth noting that the viable option is not the only one. The
system designer can determine a feasible solution based on a
compromise between various parameters.

B. Forest Height Correction

The forest height estimation error can be divided into two
components: the model error and the systematic error. Model
error is the estimation error due to the inaccuracy of the forest
height model, and systematic errors are caused by imperfect
system parameters. The error model can not only provide a

Fig. 22. Look-up table of height estimation error as a function of channel
imbalance, crosstalk, and coherence with different SNRs. All the simulation
maps share the same vertical wavenumber of 0.08 rad/m. (a) SNR = 15 dB.
(b) SNR = 20 dB. (c) SNR = 25 dB. (d) SNR = 30 dB.

Fig. 23. Correlation plots between inversion results and uncontaminated
heights.

reference for system parameter design but also be used for forest
height systematic error correction.

Assume that the system parameters are SNR = 20 dB, δ =
−15 dB, and f = −0.7 dB. Then, one can compensate for the
estimation errors according to (33). Fig. 23 shows the compari-
son plot between the estimated heights and the uncontaminated
heights. The mean error between the estimated and uncontami-
nated height is 0.59 m with an RMSE of 0.62 m before compen-
sation. It indicates that the designed system parameters meet the
requirements. After compensation, the mean error and RMSE
become 0.11 m and 0.17 m, respectively. It demonstrates that
the error model (33) can effectively reduce the forest height sys-
tematic error and achieve a good forest height error correction.

C. Model Applicability Analysis and Limitations

The experimental results demonstrate that the model can
accurately capture the impacts of nonideal system parameters
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Fig. 24. Observed and theoretical errors as a function of the volume coherence
with different SNRs. (a) First experiment. (b) Second experiment.

on the forest height estimation error under the given inversion
workflow. There are two concerns remaining further analysis
and discussion. First, there are two simplifications in the model
derivation. Consequently, it should illustrate their influences and
whether they can be expended. Second, whether the proposed
error model remains valid for other inversion configurations as
shown in Fig. 1.

Compared with the comprehensive TSI, there are two simplifi-
cations in the model derivation. The first simplification lies in the
approximation of volume coherence. In the TSI, the volume co-
herence is obtained by the geometric characteristics of the RVoG
model, namely, two coherence loci on the coherence region
boundary with the largest distance [13]. As the volume co-
herence has no explicit analytic form, we estimate it by the
phase diversity method, which provides a good approximation of
the volume coherence as well as an analytic form. The second
simplification is to fix the extinction as zero. Since the error
model needs to solve the inverse of the inversion problem, the
analysis is very difficult for a multivariate complex function, and
fixing the extinction greatly simplifies the problem.

Two sets of comparative experiments are implemented to
assess the impact of the two simplifications. Specifically, the first
set of experiments replaced the PD method with two coherence
loci on the coherence region boundary with the largest distance.
The second set of experiments no longer fixed the extinction co-
efficient. Since the analysis has demonstrated that crosstalks and
imbalance amplify the noise, the system is assumed as a noise-
only system with different SNRs to facilitate the comparison.

Fig. 24 shows the theoretical errors versus the observed errors
of the two sets of experiments with different SNRs. In the first
set of experiments, the theoretical errors fit quite well with
the observed errors compared with Fig. 10. It indicates that
the errors introduced by the first simplification are minimal. In
addition, the ML and MAP methods have been demonstrated
equivalent to the TSI method for estimating ground phase and
volume coherence [15]. Therefore, the proposed error model is
also applicable to both methods under the first simplification.
Nevertheless, the second set of experiments demonstrates that
the influence of the second simplification is greater than that of
the first.

In general, the proposed error model can accurately predict
the height errors introduced by nonideal system parameters in
different RVoG-based methods, including TSI, ML estimation,
and MAP estimation. The major limitation is the simplification

of extinction, which makes the model unsuitable in configura-
tions where the extinction coefficient is not fixed.

VI. CONCLUSION

This study focuses on the impact of nonideal system parame-
ters on the estimated forest height based on the RVoG model. The
coupled effects of channel imbalance, crosstalk, and noise on
the height estimation error are explicitly analyzed and derived.
It indicates that the forest height estimation error is a multi-
variate function in terms of six physical parameters: the volume
coherence γv , vertical wavenumber kz , channel imbalance f ,
crosstalk δh, δv , and SNR. The channel imbalance, crosstalk,
and SNR will lead to additional volume decorrelation, resulting
in the overestimation of forest height. This study also shows how
to design the system parameters and perform systematic error
correction according to the proposed error model.

In addition, the retrieval errors inherent in the RVoG model
may be higher than the random errors and biases introduced
by nonideal system parameters for a well-designed PolInSAR
system. Therefore, there are two critical points for the develop-
ment of forest height estimation. On the one hand, well-designed
spaceborne PolInSAR data are scarce and thus most of the
studies are carried out in the airborne SAR data. On the other
hand, there is an urgent need for more effective inversion models
as existing models’ accuracy is not good enough.

APPENDIX

To experimentally validate the performance of the proposed
error model, we employed the other published model for com-
parison. The error model was proposed by Wang et al. [28] based
on the two-layer model, and it integrated the Lagrange coher-
ence optimization [29] and phase-amplitude joint method [30]
(referred to as LPA). The forest height is estimated by

hv =
φv − φd

kz
+ ε

2 sin c−1 (|γv|)
kz

(41)

where ε is set to 0.4 [28]. The forest height error model is given
by

Δhv(|γ̃1|, SNR, δ, f, kz)

=
C

kz

(
8.2|γ̃1|3 − 6.9|γ̃1|2 + 3|γ̃1|

)
· 1

1 + SNR

· 1
9

(
1

(1 + δ)4
+

1

(1− δ2)2
+

1

(1− δ)4

)

·
(
1 +

1

|f |2 +
1

|f |4
)

(42)

where C = 3.67 is an empirical parameter. The detailed algo-
rithm is referred to [28].
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